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ALI, MÜFTÜ, School of Dental Medicine, Boston, Massachu-
setts, Tooth and Jaw, Biomechanics of

ALPERIN, NOAM, University of Illinois at Chicago, Chicago,
Illinois, Hydrocephalus, Tools for Diagnosis and Treat-
ment of

ANSON, DENIS, College Misericordia, Dallas, Pennsylvania,
Environmental Control

ARENA, JOHN C., VA Medical Center and Medical College of
Georgia, Biofeedback

ARIEL, GIDEON, Ariel Dynamics, Canyon, California, Biome-
chanics of Exercise Fitness

ARMSTRONG, STEVE, University of Iowa, Iowa City, Iowa,
Biomaterials for Dentistry

ASPDEN, R.M., University of Aberdeen, Aberdeen, United
Kingdom, Ligament and Tendon, Properties of

AUBIN, C.E., Polytechniquie Montreal, Montreal Quebec,
Canada, Scoliosis, Biomechanics of

AYRES, VIRGINIA M., Michigan State University, East Lan-
sing, Michigan, Microscopy, Scanning Tunneling

AZANGWE, G., Ligament and Tendon, Properties of

BACK, LLOYD H., California Institute of Technology, Pasa-
dena, California, Coronary Angioplasty and Guidewire
Diagnostics

BADYLAK, STEPHEN F., McGowan Institute for Regenerative
Medicine, Pittsburgh, Pennsylvania, Sterilization of Bio-
logic Scaffold Materials

BANDYOPADHYAY, AMIT, Washington State University, Pull-
man, Washington, Orthopedic Devices, Materials and
Design for

BANERJEE, RUPAK K., University of Cincinnati, Cincinnati,
Ohio, Coronary Angioplasty and Guidewire Diagnostics

BARBOUR, RANDALL L., State University of New York Down-
state Medical Center, Brooklyn, New York, Peripheral
Vascular Noninvasive Measurements

BARKER, STEVEN J., University of Arizona, Tucson, Arizona,
Oxygen Monitoring

BARTH, ROLF F., The Ohio State University, Columbus,
Ohio, Boron Neutron Capture Therapy

BECCHETTI, F.D., University of Michigan, Ann Arbor, Michi-
gan, Radiotherapy, Heavy Ion

BELFORTE, GUIDO, Politecnico di Torino – Department of
Mechanics, Laryngeal Prosthetic Devices

BENKESER, PAUL, Georgia Institute of Technology, Atlanta,
Georgia, Biomedical Engineering Education

BENNETT, JAMES R., University of Iowa, Iowa City, Iowa,
Digital Angiography

BERSANO-BEGEY, TOMMASO, University of Michigan, Ann
Arbor, Michigan, Microbioreactors

BIGGS, PETER J., Harvard Medical School, Boston, Massa-
chusetts, Radiotherapy, Intraoperative

BIYANI, ASHOK, University of Toledo, and Medical College of
Ohio, Toledo, Ohio, Human Spine, Biomechanics of

BLOCK, W.F., University of Wisconsin–Madison, Madison,
Wisconsin, Magnetic Resonance Imaging

BLUE, THOMAS E., The Ohio State University, Columbus,
Ohio, Boron Neutron Capture Therapy

BLUMSACK, JUDITH T., Disorders Auburn University,
Auburn, Alabama, Audiometry

BOGAN, RICHARD K., University of South Carolina, Colum-
bia, South Carolina, Sleep Laboratory

BOKROS, JACK C., Medical Carbon Research Institute, Aus-
tin, Texas, Biomaterials, Carbon

BONGIOANNINI, GUIDO, ENT Division Mauriziano Hospital,
Torino, Italy, Laryngeal Prosthetic Devices

BORAH, JOSHUA, Applied Science Laboratories, Bedford,
Massachusetts, Eye Movement, Measurement Techni-
ques for

BORDEN, MARK, Director of Biomaterials Research, Irvine,
California, Biomaterials, Absorbable

BORTON, BETTIE B., Auburn University Montgomery, Mont-
gomery, Alabama, Audiometry

BORTON, THOMAS E., Auburn University Montgomery, Mont-
gomery, Alabama, Audiometry

BOSE SUSMITA,, Washington State University, Pullman,
Washington, Orthopedic Devices, Materials and Design
for

BOVA, FRANK J., M. D. Anderson Cancer Center Orlando,
Orlando, FL, Radiosurgery, Stereotactic

BRENNER, DAVID J., Columbia University Medical Center,
New York, New York, Computed Tomography Screening

BREWER, JOHN M., University of Georgia, Electrophoresis

BRIAN, L. DAVIS, Lerner Research Institute, The Cleveland
Clinic Foundation, Cleveland, Ohio, Skin, Biomechanics
of

BRITT, L.D., Eastern Virginia Medical School, Norfolk, Vir-
ginia, Gastrointestinal Hemorrhage

BRITT, R.C., Eastern Virginia Medical School, Norfolk,
Virginia, Gastrointestinal Hemorrhage

BROZIK, SUSAN M., Sandia National Laboratories, Albuquer-
que, New Mexico, Microbial Detection Systems

BRUNER, JOSEPH P., Vanderbilt University Medical
Center, Nashville, Tennessee, Intrauterine Surgical
Techniques

BRUNSWIG NEWRING, KIRK A., University of Nevada, Reno,
Nevada, Sexual Instrumentatio n

BRUYANT, PHILIPPE P., University of Massachusetts, North
Worcester, Massachusetts, Nuclear Medicine, Computers
in

BUNNELL, BERT J., Bunnell Inc., Salt Lake City, Utah, High
Frequency Ventilation

CALKINS, JERRY M., Defense Research Technologies, Inc.,
Rockville, Maryland, Medical Gas Analyzers

CANNON, MARK, Northwestern University, Chicago, Illinois,
Resin-Based Composites

v



CAPPELLERI, JOSEPH C., Pfizer Inc., Groton, Connecticut,
Quality-of-Life Measures, Clinical Significance of

CARDOSO, JORGE, University of Madeira, Funchal, Portugal,
Office Automation Systems

CARELLO, MASSIMILIANA, Politecnicodi Torino – Department
of Mechanics, Laryngeal Prosthetic Devices

CASKEY, THOMAS C., Cogene Biotech Ventures, Houston,
Texas, Polymerase Chain Reaction

CECCIO, STEVEN, University of Michigan, Ann Arbor, Michi-
gan, Heart Valve Prostheses, In Vitro Flow Dynamics of

CHAN, JACKIE K., Columbia University, New York, New
York, Photography, Medical

CHANDRAN, K.B., University of Iowa, Iowa City, Iowa, Heart
Valve Prostheses

CHATZANDROULIS, S., NTUA, Athens, Attiki, Greece, Capaci-
tive Microsensors for Biomedical Applications

CHAVEZ, ELIANA, University of Pittsburgh, Pittsburgh, Penn-
sylvania, Mobility Aids

CHEN, HENRY, Stanford University, Palo Alto, California,
Exercise Stress Testing

CHEN, JIANDE, University of Texas Medical Branch, Galves-
ton, Texas, Electrogastrogram

CHEN, YAN, Lerner Research Institute, The Cleveland Clinic
Foundation, Cleveland, Ohio, Skin, Biomechanics of

CHEYNE, DOUGLAS, Hospital for Sick Children Research
Institute, Biomagnetism

CHUI, CHEN-SHOU, Memorial Sloan-Kettering Cancer Cen-
ter, New York, New York, Radiation Therapy Treatment
Planning, Monte Carlo Calculations in

CLAXTON, NATHAN S., The Florida State University, Talla-
hassee, Florida, Microscopy, Confocal

CODERRE, JEFFREY A., Massachus etts Institute of Technol-
ogy, Cambridge, Massachusetts, Boron Neutron Capture
Therapy

COLLINS, BETH, University of Mississippi Medical Center,
Jackson, Mississippi, Hyperbaric Medicine

COLLINS, DIANE, University of Pittsburgh, Pittsburgh, Penn-
sylvania, Mobility Aids

CONSTANTINOU, C., Columbia University Radiation Oncol-
ogy, New York, New York, Phantom Materials in Radi-
ology

COOK, ALBERT, University of Alberta, Edmonton, Alberta,
Canada, Communication Devices

COOPER, RORY, University of Pittsburgh, Pittsburgh, Penn-
sylvania, Mobility Aids

CORK, RANDALL C., Louisiana State University,
Shreveport, Louisiana, Monitoring, Umbilical Artery
and Vein, Blood Gas Measurements; Transcuta neous
Electrical Nerve Stimulation (TENS); Ambulatory
Monitoring

COX, JOSEPHINE H., Walter Reed Army Institute of Research,
Rockville, Maryland, Blood Collection and Processing

CRAIG, LEONARD, Feinberg School of Medicine of Northwes-
tern University, Chicago, Illinois, Ventilators, Acute Med-
ical Care

CRESS, CYNTHIA J., University of Nebraska, Lincoln,
Nebraska, Communicative Disorders, Computer Applica-
tions for

CUMMING, DAVID R.S., University of Glasgow, Glasgow,
United Kingdom, Ion-Sensitive Field-Effect Transistors

CUNNINGHAM, JOHN R., Camrose, Alberta, Canada, Cobalt 60
Units for Radiotherapy

D’ALESSANDRO, DAVID, Montefiore Medical Center, Bronx,
New York, Heart–Lung Machines

D’AMBRA, MICHAEL N., Harvard Medical School, Cambridge,
Massachusetts, Cardiac Output, Thermodilution Mea-
surement of

DADSETAN, MAHROKH, Mayo Clinic, College of Medicine,
Rochester, Minnesota, Microscopy, Electron

DALEY, MICHAEL L., The University of Memphis, Memphis,
Tennessee, Monitoring, Intracranial Pressure
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PREFACE

This six-volume work is an alphabetically organized compi-
lation of almost 300 articles that describe critical aspects of
medical devices and instrumentation.

It is comprehensive. The articles emphasize the contri-
butions of engineering, physics, and computers to each of the
general areas of anesthesiology, biomaterials, burns, cardi-
ology, clinical chemistry, clinical engineering, communica-
tive disorders, computers in medicine, critical care
medicine, dermatology, dentistry, ear, nose, and throat,
emergency medicine, endocrinology, gastroenterology,
genetics, geriatrics, gynecology, hematology, heptology,
internal medicine, medical physics, microbiology, nephrol-
ogy, neurology, nutrition, obstetrics, oncology, ophthalmol-
ogy, orthopedics, pain, pediatrics, peripheral vascular
disease, pharmacology, physical therapy, psychiatry, pul-
monary medicine, radiology, rehabilitation, surgery, tissue
engineering, transducers, and urology.

The discipline is defined through the synthesis of the core
knowledge from all the fields encompassed by the applica-
tion of engineering, physics, and computers to problems in
medicine. The articles focus not only on what is now useful
but also on what is likely to be useful in future medical
applications.

These volumes answer the question, ‘‘What are the
branches of medicine and how does technology assist each
of them?’’ rather than ‘‘What are the branches of technology
and how could each be used in medicine?’’ To keep this work
to a manageable length, the practice of medicine that is
unassisted by devices, such as the use of drugs to treat
disease, has been excluded.

The articles are accessible to the user; each benefits from
brevity of condensation instead of what could easily have
been a book-length work. The articles are designed not for
peers, but rather for workers from related fields who wish to
take a first look at what is important in the subject.

The articles are readable. They do not presume a detailed
background in the subject, but are designed for any person
with a scientific background and an interest in technology.
Rather than attempting to teach the basics of physiology or
Ohm’s law, the articles build on such basic concepts to show
how the worlds of life science and physical science meld to
produce improved systems. While the ideal reader might be
a person with a Master’s degree in biomedical engineering or
medical physics or an M.D. with a physical science under-
graduate degree, much of the material will be of value to
others with an interest in this growing field. High school
students and hospital patients can skip over more technical
areas and still gain much from the descriptive presentations.

The Encyclopedia of Medical Devices and Instrumenta-
tion is excellent for browsing and searching for those new
divergent associations that may advance work in a periph-
eral field. While it can be used as a reference for facts, the
articles are long enough that they can serve as an educa-
tional instrument and provide genuine understanding of a
subject.

One can use this work just as one would use a dictionary,
since the articles are arranged alphabetically by topic. Cross
references assist the reader looking for subjects listed under
slightly different names. The index at the end leads the
reader to all articles containing pertinent information on
any subject. Listed on pages xxi to xxx are all the abbrevia-
tions and acronyms used in the Encyclopedia. Because of
the increasing use of SI units in all branches of science, these
units are provided throughout the Encyclopedia articles as
well as on pages xxxi to xxxv in the section on conversion
factors and unit symbols.

I owe a great debt to the many people who have con-
tributed to the creation of this work. At John Wiley & Sons,
Encyclopedia Editor George Telecki provided the idea and
guiding influence to launch the project. Sean Pidgeon was
Editorial Director of the project. Assistant Editors Roseann
Zappia, Sarah Harrington, and Surlan Murrell handled the
myriad details of communication between publisher, editor,
authors, and reviewers and stimulated authors and
reviewers to meet necessary deadlines.

My own background has been in the electrical aspects of
biomedical engineering. I was delighted to have the assis-
tance of the editorial board to develop a comprehensive
encyclopedia. David J. Beebe suggested cellular topics such
as microfluidics. Jerry M. Calkins assisted in defining the
chemically related subjects, such as anesthesiology.
Michael R. Neuman suggested subjects related to sensors,
such as in his own work—neonatology. Joon B. Park has
written extensively on biomaterials and suggested related
subjects. Edward S. Sternick provided many suggestions
from medical physics. The Editorial Board was instrumen-
tal both in defining the list of subjects and in suggesting
authors.

This second edition brings the field up to date. It is
available on the web at http://www.mrw.interscience.wiley.
com/emdi, where articles can be searched simultaneously to
provide rapid and comprehensive information on all aspects
of medical devices and instrumentation.

JOHN G. WEBSTER
University of Wisconsin, Madison
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EM Electromagnetic
EMBS Engineering in Medicine and Biology

Society
emf Electromotive force
EMG Electromyogram
EMGE Integrated electromyogram
EMI Electromagnetic interference
EMS Emergency medical services
EMT Emergency medical technician
ENT Ear, nose, and throat
EO Elbow orthosis
EOG Electrooculography
EOL End of life
EOS Eosinophil
EP Elastoplastic; Evoked potentiate
EPA Environmental protection agency
ER Evoked response
ERCP Endoscopic retrograde

cholangiopancreatography
ERG Electron radiography;

Electroretinogram
ERMF Event-related magnetic field
ERP Event-related potential
ERV Expiratory reserve volume
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ESCA Electron spectroscopy for chemical
analysis

ESI Electrode skin impedance
ESRD End-stage renal disease
esu Electrostatic unit
ESU Electrosurgical unit
ESWL Extracorporeal shock wave lithotripsy
ETO, Eto Ethylene oxide
ETT Exercise tolerance testing
EVA Ethylene vinyl acetate
EVR Endocardial viability ratio
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FAD Flavin adenine dinucleotide
FARA Flexible automation random analysis
FBD Fetal biparietal diameter
FBS Fetal bovine serum
fcc Face centered cubic
FCC Federal Communications Commission
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FDCA Food, Drug, and Cosmetic Act
FE Finite element
FECG Fetal electrocardiogram
FEF Forced expiratory flow
FEL Free electron lasers
FEM Finite element method
FEP Fluorinated ethylene propylene
FES Functional electrical stimulation
FET Field-effect transistor
FEV Forced expiratory volume
FFD Focal spot to film distance
FFT Fast Fourier transform
FGF Fresh gas flow
FHR Fetal heart rate
FIC Forced inspiratory capacity
FID Flame ionization detector; Free-induction

decay
FIFO First-in-first-out
FITC Fluorescent indicator tagged polymer
FL Femur length
FM Frequency modulation
FNS Functional neuromuscular stimulation
FO Foramen ovale
FO-CRT Fiber optics cathode ray tube
FP Fluorescence polarization
FPA Fibrinopeptide A
FR Federal Register
FRC Federal Radiation Council; Functional

residual capacity
FSD Focus-to-surface distance
FTD Focal spot to tissue-plane distance
FTIR Fourier transform infrared
FTMS Fourier transform mass spectrometer
FU Fluorouracil
FUDR Floxuridine
FVC Forced vital capacity
FWHM Full width at half maximum
FWTM Full width at tenth maximum
GABA Gamma amino buteric acid
GAG Glycosaminoglycan
GBE Gas-bearing electrodynamometer

GC Gas chromatography; Guanine-cytosine
GDT Gas discharge tube
GFR Glomerular filtration rate
GHb Glycosylated hemoglobin
GI Gastrointestinal
GLC Gas–liquid chromatography
GMV General minimum variance
GNP Gross national product
GPC Giant papillary conjunctivitis
GPH Gas-permeable hard
GPH-EW Gas-permeable hard lens extended wear
GPO Government Printing Office
GSC Gas-solid chromatography
GSR Galvanic skin response
GSWD Generalized spike-wave discharge
HA Hydroxyapatite
HAM Helical axis of motion
Hb Hemoglobin
HBE His bundle electrogram
HBO Hyperbaric oxygenation
HC Head circumference
HCA Hypothermic circulatory arrest
HCFA Health care financing administration
HCL Harvard Cyclotron Laboratory
hcp Hexagonal close-packed
HCP Half cell potential
HDPE High density polyethylene
HECS Hospital Equipment Control System
HEMS Hospital Engineering Management

System
HEPA High efficiency particulate air filter
HES Hydroxyethylstarch
HETP Height equivalent to a theoretical plate
HF High-frequency; Heating factor
HFCWO High-frequency chest wall oscillation
HFER High-frequency electromagnetic radiation
HFJV High-frequency jet ventilation
HFO High-frequency oscillator
HFOV High-frequency oscillatory ventilation
HFPPV High-frequency positive pressure

ventilation
HFV High-frequency ventilation
HHS Department of Health and Human

Services
HIBC Health industry bar code
HIMA Health Industry Manufacturers

Association
HIP Hydrostatic indifference point
HIS Hospital information system
HK Hexokinase
HL Hearing level
HMBA Hexamethylene bisacetamide
HMO Health maintenance organization
HMWPE High-molecular-weight polyethylene
HOL Higher-order languages
HP Heating factor; His-Purkinje
HpD Hematoporphyrin derivative
HPLC High-performance liquid chromatography
HPNS High-pressure neurological syndrome
HPS His-Purkinje system
HPX High peroxidase activity
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HR Heart rate; High-resolution
HRNB Halstead-Reitan Neuropsychological

Battery
H/S Hard/soft
HSA Human serum albumin
HSG Hysterosalpingogram
HTCA Human tumor cloning assay
HTLV Human T cell lymphotrophic virus
HU Heat unit; Houndsfield units; Hydroxyurea
HVL Half value layer
HVR Hypoxic ventilatory response
HVT Half-value thickness
IA Image intensifier assembly; Inominate

artery
IABP Intraaortic balloon pumping
IAEA International Atomic Energy Agency
IAIMS Integrated Academic Information

Management System
IASP International Association for the Study

of Pain
IC Inspiratory capacity; Integrated circuit
ICCE Intracapsular cataract extraction
ICD Intracervical device
ICDA International classification of diagnoses
ICL Ms-clip lens
ICP Inductively coupled plasma;

Intracranial pressure
ICPA Intracranial pressure amplitude
ICRP International Commission on

Radiological Protection
ICRU International Commission on Radiological

Units and Measurements
ICU Intensive care unit
ID Inside diameter
IDDM Insulin dependent diabetes mellitus
IDE Investigational device exemption
IDI Index of inspired gas distribution
I:E Inspiratory: expiratory
IEC International Electrotechnical

Commission; Ion-exchange
chromatography

IEEE Institute of Electrical and Electronics
Engineers

IEP Individual educational program
BETS Inelastic electron tunneling spectroscopy
IF Immunofluorescent
IFIP International Federation for Information

Processing
IFMBE International Federation for Medical and

Biological Engineering
IGFET Insulated-gate field-effect transistor
IgG Immunoglobulin G
IgM Immunoglobulin M
IHP Inner Helmholtz plane
IHSS Idiopathic hypertrophic subaortic stenosis
II Image intensifier
IIIES Image intensifier input-exposure

sensitivity
IM Intramuscular
IMFET Immunologically sensitive field-effect

transistor

IMIA International Medical Informatics
Association

IMS Information management system
IMV Intermittent mandatory ventilation
INF Interferon
IOL Intraocular lens
IPC Ion-pair chromatography
IPD Intermittent peritoneal dialysis
IPG Impedance plethysmography
IPI Interpulse interval
IPPB Intermittent positive pressure breathing
IPTS International practical temperature scale
IR Polyisoprene rubber
IRB Institutional Review Board
IRBBB Incomplete right bundle branch block
IRPA International Radiation Protection

Association
IRRAS Infrared reflection-absorption

spectroscopy
IRRS Infrared reflection spectroscopy
IRS Internal reflection spectroscopy
IRV Inspiratory reserve capacity
IS Image size; Ion-selective
ISC Infant skin servo control
ISDA Instantaneous screw displacement axis
ISE Ion-selective electrode
ISFET Ion-sensitive field effect transistor
ISIT Intensified silicon-intensified target tube
ISO International Organization for

Standardization
ISS Ion scattering spectroscopy
IT Intrathecal
ITEP Institute of Theoretical and Experimental

Physics
ITEPI Instantaneous trailing edge pulse

impedance
ITLC Instant thin-layer chromatography
IUD Intrauterine device
IV Intravenous
IVC Inferior vena cava
IVP Intraventricular pressure
JCAH Joint Commission on the Accreditation

of Hospitals
JND Just noticeable difference
JRP Joint replacement prosthesis
KB Kent bundle
Kerma Kinetic energy released in unit mass
KO Knee orthosis
KPM Kilopond meter
KRPB Krebs-Ringer physiological buffer
LA Left arm; Left atrium
LAD Left anterior descending; Left axis

deviation
LAE Left atrial enlargement
LAK Lymphokine activated killer
LAL Limulus amoebocyte lysate
LAN Local area network
LAP Left atrial pressure
LAT Left anterior temporalis
LBBB Left bundle branch block
LC Left carotid; Liquid chromatography
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LCC Left coronary cusp
LCD Liquid crystal display
LDA Laser Doppler anemometry
LDF Laser Doppler flowmetry
LDH Lactate dehydrogenase
LDPE Low density polyethylene
LEBS Low-energy brief stimulus
LED Light-emitting diode
LEED Low energy electron diffraction
LES Lower esophageal sphincter
LESP Lower esophageal sphincter pressure
LET Linear energy transfer
LF Low frequency
LH Luteinizing hormone
LHT Local hyperthermia
LL Left leg
LLDPE Linear low density polyethylene
LLPC Liquid-liquid partition chromatography
LLW Low-level waste
LM Left masseter
LNNB Luria-Nebraska Neuropsychological

Battery
LOS Length of stay
LP Late potential; Lumboperitoneal
LPA Left pulmonary artery
LPC Linear predictive coding
LPT Left posterior temporalis
LPV Left pulmonary veins
LRP Late receptor potential
LS Left subclavian
LSC Liquid-solid adsorption chromatography
LSI Large scale integrated
LSV Low-amplitude shear-wave

viscoelastometry
LTI Low temperature isotropic
LUC Large unstained cells
LV Left ventricle
LVAD Left ventricular assist device
LVDT Linear variable differential transformer
LVEP Left ventricular ejection period
LVET Left ventricular ejection time
LVH Left ventricular hypertrophy
LYMPH Lymphocyte
MAA Macroaggregated albumin
MAC Minimal auditory capabilities
MAN Manubrium
MAP Mean airway pressure; Mean arterial

pressure
MAST Military assistance to safety and traffic
MBA Monoclonal antibody
MBV Maximum breathing ventilation
MBX Monitoring branch exchange
MCA Methyl cryanoacrylate
MCG Magnetocardiogram
MCI Motion Control Incorporated
MCMI Millon Clinical Multiaxial Inventory
MCT Microcatheter transducer
MCV Mean corpuscular volume
MDC Medical diagnostic categories
MDI Diphenylmethane diisocyanate;

Medical Database Informatics

MDP Mean diastolic aortic pressure
MDR Medical device reporting
MDS Multidimensional scaling
ME Myoelectric
MED Minimum erythema dose
MEDPAR Medicare provider analysis and review
MEFV Maximal expiratory flow volume
MEG Magnetoencephalography
MeSH Medline subject heading
METS Metabolic equivalents
MF Melamine-formaldehyde
MFP Magnetic field potential
MGH Massachusetts General Hospital
MHV Magnetic heart vector
MI Myocardial infarction
MIC Minimum inhibitory concentration
MIFR Maximum inspiratory flow rate
MINET Medical Information Network
MIR Mercury-in-rubber
MIS Medical information system;

Metal-insulator-semiconductor
MIT Massachusetts Institute of Technology
MIT/BIH Massachusetts Institute of Technology/

Beth Israel Hospital
MMA Manual metal arc welding
MMA Methyl methacrylate
MMECT Multiple-monitored ECT
MMFR Maximum midexpiratory flow rate
mm Hg Millimeters of mercury
MMPI Minnesota Multiphasic Personality

Inventory
MMSE Minimum mean square error
MO Membrane oxygenation
MONO Monocyte
MOSFET Metal oxide silicon field-effect

transistor
MP Mercaptopurine; Metacarpal-phalangeal
MPD Maximal permissible dose
MR Magnetic resonance
MRG Magnetoretinogram
MRI Magnetic resonance imaging
MRS Magnetic resonance spectroscopy
MRT Mean residence time
MS Mild steel; Multiple sclerosis
MSR Magnetically shielded room
MTBF Mean time between failure
MTF Modulation transfer function
MTTR Mean time to repair
MTX Methotroxate
MUA Motor unit activity
MUAP Motor unit action potential
MUAPT Motor unit action potential train
MUMPI Missouri University Multi-Plane

Imager
MUMPS Massachusetts General Hospital utility

multiuser programming system
MV Mitral valve
MVO2 Maximal oxygen uptake
MVTR Moisture vapor transmission rate
MVV Maximum voluntary ventilation
MW Molecular weight
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NAA Neutron activation analysis
NAD Nicotinamide adenine dinucleotide
NADH Nicotinamide adenine dinucleotide,

reduced form
NADP Nicotinamide adenine dinucleotide

phosphate
NAF Neutrophil activating factor
NARM Naturally occurring and accelerator-

produced radioactive materials
NBB Normal buffer base
NBD Neuromuscular blocking drugs
N-BPC Normal bonded phase chromatography
NBS National Bureau of Standards
NCC Noncoronary cusp
NCCLS National Committee for Clinical

Laboratory Standards; National
Committee on Clinical Laboratory
Standards

NCRP National Council on Radiation Protection
NCT Neutron capture theory
NEEP Negative end-expiratory pressure
NEMA National Electrical Manufacturers

Association
NEMR Nonionizing electromagnetic radiation
NEQ Noise equivalent quanta
NET Norethisterone
NEUT Neutrophil
NFPA National Fire Protection Association
NH Neonatal hepatitis
NHE Normal hydrogen electrode
NHLBI National Heart, Lung, and Blood Institute
NIR Nonionizing radiation
NIRS National Institute for Radiologic Science
NK Natural killer
NMJ Neuromuscular junction
NMOS N-type metal oxide silicon
NMR Nuclear magnetic resonance
NMS Neuromuscular stimulation
NPH Normal pressure hydrocephalus
NPL National Physical Laboratory
NR Natural rubber
NRC Nuclear Regulatory Commission
NRZ Non-return-to-zero
NTC Negative temperature coefficient
NTIS National Technical Information Service
NVT Neutrons versus time
NYHA New York Heart Association
ob/gyn Obstetrics and gynecology
OCR Off-center ratio; Optical character

recognition
OCV Open circuit voltage
OD Optical density; Outside diameter
ODC Oxyhemoglobin dissociation curve
ODT Oxygen delivery truck
ODU Optical density unit
OER Oxygen enhancement ratio
OFD Object to film distance; Occiputo-frontal

diameter
OHL Outer Helmholtz layer
OHP Outer Helmholtz plane
OIH Orthoiodohippurate

OPG Ocular pneumoplethysmography
OR Operating room
OS Object of known size; Operating system
OTC Over the counter
OV Offset voltage
PA Posterioanterior; Pulmonary artery;

Pulse amplitude
PACS Picture archiving and communications

systems
PAD Primary afferent depolarization
PAM Pulse amplitude modulation
PAN Polyacrylonitrile
PAP Pulmonary artery pressure
PAR Photoactivation ratio
PARFR Program for Applied Research on

Fertility Regulation
PARR Poetanesthesia recovery room
PAS Photoacoustic spectroscopy
PASG Pneumatic antishock garment
PBI Penile brachial index
PBL Positive beam limitation
PBT Polybutylene terephthalate
PC Paper chromatography; Personal

computer; Polycarbonate
PCA Patient controlled analgesia; Principal

components factor analysis
PCG Phonocardiogram
PCI Physiological cost index
PCL Polycaprolactone; Posterior chamber

lens
PCR Percent regurgitation
PCRC Perinatal Clinical Research Center
PCS Patient care system
PCT Porphyria cutanea tarda
PCWP Pulmonary capillary wedge pressure
PD Peritoneal dialysis; Poly-p-dioxanone;

Potential difference; Proportional and
derivative

PDD Percent depth dose; Perinatal Data
Directory

PDE Pregelled disposable electrodes
p.d.f. Probability density function
PDL Periodontal ligament
PDM Pulse duration modulation
PDMSX Polydimethyl siloxane
PDS Polydioxanone
PE Polyethylene
PEEP Positive end-expiratory pressure
PEFR Peak expiratory now rate
PEN Parenteral and enteral nutrition
PEP Preejection period
PEPPER Programs examine phonetic find

phonological evaluation records
PET Polyethylene terephthalate;

Positron-emission tomography
PEU Polyetherurethane
PF Platelet factor
PFA Phosphonoformic add
PFC Petrofluorochemical
PFT Pulmonary function testing
PG Polyglycolide; Propylene glycol
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PGA Polyglycolic add
PHA Phytohemagglutinin; Pulse-height

analyzer
PHEMA Poly-2-hydroxyethyl methacrylate
PI Propidium iodide
PID Pelvic inflammatory disease;

Proportional/integral/derivative
PIP Peak inspiratory pressure
PL Posterior leaflet
PLA Polylactic acid
PLATO Program Logic for Automated Teaching

Operations
PLD Potentially lethal damage
PLED Periodic latoralized epileptiform discharge
PLT Platelet
PM Papillary muscles; Preventive

maintenance
PMA Polymethyl acrylate
p.m.f. Probability mass function
PMMA Polymethyl methacrylate
PMOS P-type metal oxide silicon
PMP Patient management problem;

Poly(4-methylpentane)
PMT Photomultiplier tube
PO Per os
Po2 Partial pressure of oxygen
POBT Polyoxybutylene terephthalate
POM Polyoxymethylene
POMC Patient order management and

communication system
POPRAS Problem Oriented Perinatal Risk

Assessment System
PP Perfusion pressure; Polyproplyene;

Postprandial (after meals)
PPA Phonemic process analysis
PPF Plasma protein fraction
PPM Pulse position modulation
PPSFH Polymerized phyridoxalated stroma-free

hemoglobin
PR Pattern recognition; Pulse rate
PRBS Pseudo-random binary signals
PRP Pulse repetition frequency
PRO Professional review organization
PROM Programmable read only memory
PS Polystyrene
PSA Pressure-sensitive adhesive
PSF Point spread function
PSI Primary skin irritation
PSP Postsynaptic potential
PSR Proton spin resonance
PSS Progressive systemic sclerosis
PT Plasma thromboplastin
PTB Patellar tendon bearing orthosis
PTC Plasma thromboplastin component;

Positive temperature coefficient;
Pressurized personal transfer capsule

PTCA Percutaneous transluminal coronary
angioplasty

PTFE Polytetrafluoroethylene
PTT Partial thromboplastin time
PUL Percutaneous ultrasonic lithotripsy

PURA Prolonged ultraviolet-A radiation
PUVA Psoralens and longwave ultraviolet light

photochemotherapy
P/V Pressure/volume
PVC Polyvinyl chloride; Premature ventricular

contraction
PVI Pressure–volume index
PW Pulse wave; Pulse width
PWM Pulse width modulation
PXE Pseudo-xanthoma elasticum
QA Quality assurance
QC Quality control
R-BPC Reverse bonded phase chromatography
R/S Radiopaque-spherical
RA Respiratory amplitude; Right arm
RAD Right axis deviation
RAE Right atrial enlargement
RAM Random access memory
RAP Right atrial pressure
RAT Right anterior temporalis
RB Right bundle
RBBB Right bundle branch block
RBC Red blood cell
RBE Relative biologic effectiveness
RBF Rose bengal fecal excretion
RBI Resting baseline impedance
RCBD Randomized complete block diagram
rCBF Regional cerebral blood flow
RCC Right coronary cusp
RCE Resistive contact electrode
R&D Research and development
r.e. Random experiment
RE Reference electrode
REM Rapid eye movement; Return electrode

monitor
REMATE Remote access and telecommunication

system
RES Reticuloendothelial system
RESNA Rehabilitation Engineering Society of

North America
RF Radio frequency; Radiographic-

nuoroscopic
RFI Radio-frequency interference
RFP Request for proposal
RFQ Request for quotation
RH Relative humidity
RHE Reversible hydrogen electrode
RIA Radioimmunoassay
RM Repetition maximum; Right masseter
RMR Resting metabolic rate
RMS Root mean square
RN Radionuclide
RNCA Radionuclide cineagiogram
ROI Regions of interest
ROM Range of motion; Read only memory
RP Retinitis pigmentosa
RPA Right pulmonary artery
RPP Rate pressure product
RPT Rapid pull-through technique
RPV Right pulmonary veins
RQ Respiratory quotient
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RR Recovery room
RRT Recovery room time; Right posterior

temporalis
RT Reaction time
RTD Resistance temperature device
RTT Revised token test
r.v. Random variable
RV Residual volume; Right ventricle
RVH Right ventricular hypertrophy
RVOT Right ventricular outflow tract
RZ Return-to-zero
SA Sinoatrial; Specific absorption
SACH Solid-ankle-cushion-heel
SAD Source-axis distance; Statistical

Analysis System
SAINT System analysis of integrated network

of tasks
SAL Sterility assurance level; Surface

averaged lead
SALT Systematic analysis of language

transcripts
SAMI Socially acceptable monitoring

instrument
SAP Systemic arterial pressure
SAR Scatter-air ratio; Specific absorption rate
SARA System for anesthetic and respiratory

gas analysis
SBE Subbacterial endocarditis
SBR Styrene-butadiene rubbers
SC Stratum corneum; Subcommittees
SCAP Right scapula
SCE Saturated calomel electrode; Sister

chromatid exchange
SCI Spinal cord injury
SCRAD Sub-Committee on Radiation Dosimetry
SCS Spinal cord stimulation
SCUBA Self-contained underwater breathing

apparatus
SD Standard deviation
SDA Stepwise discriminant analysis
SDS Sodium dodecyl sulfate
S&E Safety and effectiveness
SE Standard error
SEC Size exclusion chromatography
SEM Scanning electron microscope; Standard

error of the mean
SEP Somatosensory evoked potential
SEXAFS Surface extended X-ray absorption

fine structure
SF Surviving fraction
SFD Source-film distance
SFH Stroma-free hemoglobin
SFTR Sagittal frontal transverse rotational
SG Silica gel
SGF Silica gel fraction
SGG Spark gap generator
SGOT Serum glutamic oxaloacetic transaminase
SGP Strain gage plethysmography;

Stress-generated potential
SHE Standard hydrogen electrode
SI Le Système International d’Unités

SEBS Surgical isolation barrier system
SID Source to image reception distance
SIMFU Scanned intensity modulated focused

ultrasound
SIMS Secondary ion mass spectroscopy; System

for isometric muscle strength
SISI Short increment sensitivity index
SL Surgical lithotomy
SLD Sublethal damage
SLE Systemic lupus erythemotodes
SMA Sequential multiple analyzer
SMAC Sequential multiple analyzer with

computer
SMR Sensorimotor
S/N Signal-to-noise
S:N/D Signal-to-noise ratio per unit dose
SNP Sodium nitroprusside
SNR Signal-to-noise ratio
SOA Sources of artifact
SOAP Subjective, objective, assessment, plan
SOBP Spread-out Bragg peak
SP Skin potential
SPECT Single photon emission computed

tomography
SPL Sound pressure level
SPRINT Single photon ring tomograph
SPRT Standard platinum resistance

thermometer
SPSS Statistical Package for the Social Sciences
SQUID Superconducting quantum interference

device
SQV Square wave voltammetry
SR Polysulfide rubbers
SRT Speech reception threshold
SS Stainless steel
SSB Single strand breaks
SSD Source-to-skin distance; Source-to-surface

distance
SSE Stainless steel electrode
SSEP Somatosensory evoked potential
SSG Solid state generator
SSP Skin stretch potential
SSS Sick sinus syndrome
STD Source-tray distance
STI Systolic time intervals
STP Standard temperature and pressure
STPD Standard temperature pressure dry
SV Stroke volume
SVC Superior vena cava
SW Standing wave
TAA Tumor-associated antigens
TAC Time-averaged concentration
TAD Transverse abdominal diameter
TAG Technical Advisory Group
TAH Total artificial heart
TAR Tissue-air ratio
TC Technical Committees
TCA Tricarboxylic acid cycle
TCD Thermal conductivity detector
TCES Transcutaneous cranial electrical

stimulation
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TCP Tricalcium phosphate
TDD Telecommunication devices for the

deaf
TDM Therapeutic drug monitoring
TE Test electrode; Thermoplastic elastomers
TEAM Technology evaluation and acquisition

methods
TEM Transmission electron microscope;

Transverse electric and magnetic mode;
Transverse electromagnetic mode

TENS Transcutaneous electrical nerve
stimulation

TEP Tracheoesophageal puncture
TEPA Triethylenepho-sphoramide
TF Transmission factor
TFE Tetrafluorethylene
TI Totally implantable
TICCIT Time-shared Interaction Computer-

Controlled Information Television
TLC Thin-layer chromatography; Total

lung capacity
TLD Thermoluminescent dosimetry
TMJ Temporomandibular joint
TMR Tissue maximum ratio; Topical

magnetic resonance
TNF Tumor necrosis factor
TOF Train-of-four
TP Thermal performance
TPC Temperature pressure correction
TPD Triphasic dissociation
TPG Transvalvular pressure gradient
TPN Total parenteral nutrition
TR Temperature rise
tRNA Transfer RNA
TSH Thyroid stimulating hormone
TSS Toxic shock syndrome
TTD Telephone devices for the deaf
TTI Tension time index
TTR Transition temperature range
TTV Trimming tip version
TTY Teletypewriter
TUR Transurethral resection
TURP Transurethral resections of the

prostrate
TV Television; Tidal volume; Tricuspid valve
TVER Transscleral visual evoked response
TW Traveling wave
TxB2 Thrombozame B2

TZ Transformation zone
UES Upper esophageal sphincter
UP Urea-formaldehyde
UfflS University Hospital Information System
UHMW Ultra high molecular weight

UHMWPE Ultra high molecular weight polyethylene
UL Underwriters Laboratory
ULF Ultralow frequency
ULTI Ultralow temperature isotropic
UMN Upper motor neuron
UO Urinary output
UPTD Unit pulmonary oxygen toxicity doses
UR Unconditioned response
US Ultrasound; Unconditioned stimulus
USNC United States National Committee
USP United States Pharmacopeia
UTS Ultimate tensile strength
UV Ultraviolet; Umbilical vessel
UVR Ultraviolet radiation
V/F Voltage-to-frequency
VA Veterans Administration
VAS Visual analog scale
VBA Vaginal blood volume in arousal
VC Vital capacity
VCO Voltage-controlled oscillator
VDT Video display terminal
VECG Vectorelectrocardiography
VEP Visually evoked potential
VF Ventricular fibrillation
VOP Venous occlusion plethysmography
VP Ventriculoperitoneal
VPA Vaginal pressure pulse in arousal
VPB Ventricular premature beat
VPR Volume pressure response
VSD Ventricular septal defect
VSWR Voltage standing wave ratio
VT Ventricular tachycardia
VTG Vacuum tube generator
VTS Viewscan text system
VV Variable version
WAIS-R Weschler Adult Intelligence

Scale-Revised
WAK Wearable artificial kidney
WAML Wide-angle mobility light
WBAR Whole-body autoradiography
WBC White blood cell
WG Working Groups
WHO World Health Organization; Wrist hand

orthosis
WLF Williams-Landel-Ferry
WMR Work metabolic rate
w/o Weight percent
WORM Write once, read many
WPW Wolff-Parkinson-White
XPS X-ray photon spectroscopy
XR Xeroradiograph
YAG Yttrium aluminum garnet
ZPL Zero pressure level
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CONVERSION FACTORS AND UNIT SYMBOLS

SI UNITS (ADOPTED 1960)

A new system of metric measurement, the International System of Units (abbreviated SI), is being implemented throughout
the world. This system is a modernized version of the MKSA (meter, kilogram, second, ampere) system, and its details are
published and controlled by an international treaty organization (The International Bureau of Weights and Measures).

SI units are divided into three classes:

Derived Units and Other Acceptable Units

These units are formed by combining base units, supplementary units, and other derived units. Those derived units having
special names and symbols are marked with an asterisk (*) in the list below:

xxxi

Base Units
length metery (m)
massz kilogram (kg)
time second (s)
electric current ampere (A)
thermodynamic temperature§ kelvin (K)
amount of substance mole (mol)
luminous intensity candela (cd)

Supplementary Units
plane angle radian (rad)
solid angle steradian (sr)

Quantity Unit Symbol Acceptable equivalent
*absorbed dose gray Gy J/kg
acceleration meter per second squared m/s2

*activity (of ionizing radiation source) becquerel Bq 1/s
area square kilometer km2

square hectometer hm2 ha (hectare)
square meter m2

yThe spellings ‘‘metre’’ and ‘‘litre’’ are preferred by American Society for Testing and Materials (ASTM); however, ‘‘�er’’ will be
used in the Encyclopedia.
z‘‘Weight’’ is the commonly used term for ‘‘mass.’’
§Wide use is made of ‘‘Celsius temperature’’ ðtÞ defined t ¼ T � T0 where T is the thermodynamic temperature, expressed in
kelvins, and T0 ¼ 273:15K by definition. A temperature interval may be expressed in degrees Celsius as well as in kelvins.
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Quantity Unit Symbol Acceptable
equivalent
*capacitance farad F C/V
concentration (of amount of substance) mole per cubic meter mol/m3

*conductance siemens S A/V
current density ampere per square meter A/m2

density, mass density kilogram per cubic meter kg/m3 g/L; mg/cm3

dipole moment (quantity) coulomb meter C�m
*electric charge, quantity of electricity coulomb C A�s
electric charge density coulomb per cubic meter C/m3

electric field strength volt per meter V/m
electric flux density coulomb per square meter C/m2

*electric potential, potential difference,
electromotive force volt V W/A

*electric resistance ohm V V/A
*energy, work, quantity of heat megajoule MJ

kilojoule kJ
joule J N�m
electron volty eVy

kilowatt houry kW�hy

energy density joule per cubic meter J/m3

*force kilonewton kN
newton N kg�m/s2

*frequency megahertz MHz
hertz Hz 1/s

heat capacity, entropy joule per kelvin J/K
heat capacity (specific), specific entropy joule per kilogram kelvin J/(kg�K)
heat transfer coefficient watt per square meter W/(m2�K)

kelvin
*illuminance lux lx lm/m2

*inductance henry H Wb/A
linear density kilogram per meter kg/m
luminance candela per square meter cd/m2

*luminous flux lumen lm cd�sr
magnetic field strength ampere per meter A/m
*magnetic flux weber Wb V�s
*magnetic flux density tesla T Wb/m2

molar energy joule per mole J/mol
molar entropy, molar heat capacity joule per mole kelvin J/(mol�K)
moment of force, torque newton meter N�m
momentum kilogram meter per second kg�m/s
permeability henry per meter H/m
permittivity farad per meter F/m
*power, heat flow rate, radiant flux kilowatt kW

watt W J/s
power density, heat flux density,

irradiance watt per square meter W/m2

*pressure, stress megapascal MPa
kilopascal kPa
pascal Pa N/m2

sound level decibel dB
specific energy joule per kilogram J/kg
specific volume cubic meter per kilogram m3/kg
surface tension newton per meter N/m
thermal conductivity watt per meter kelvin W/(m�K)
velocity meter per second m/s

kilometer per hour km/h
viscosity, dynamic pascal second Pa�s

millipascal second mPa�s
yThis non-SI unit is recognized as having to be retained because of practical importance or use in specialized fields.



In addition, there are 16 prefixes used to indicate order of magnitude, as follows:

CONVERSION FACTORS TO SI UNITS

A representative list of conversion factors from non-SI to SI units is presented herewith. Factors are given to four significant
figures. Exact relationships are followed by a dagger (y). A more complete list is given in ASTM E 380-76 and ANSI Z210.
1-1976.
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Quantity Unit Symbol Acceptable equivalent
viscosity, kinematic square meter per second m2/s

square millimeter per second mm2/s
cubic meter m3

cubic decimeter dm3 L(liter)
cubic centimeter cm3 mL

wave number 1 per meter m�1

1 per centimeter cm�1

Multiplication factor Prefix Symbol Note
1018 exa E

1015 peta P

1012 tera T

109 giga G

108 mega M
103 kilo k
102 hecto ha

10 deka daa

10�1 deci da

10�2 centi ca

10�3 milli m
10�6 micro m
10�9 nano n
10�12 pico p
10�15 femto f
10�18 atto a

aAlthough hecto, deka, deci, and centi are
SI prefixes, their use should be avoided
except for SI unit-multiples for area and
volume and nontechnical use of
centimeter, as for body and clothing
measurement.

For a complete description of SI and its use the reader is referred to ASTM E 380.

To convert from To Multiply by
acre square meter (m2) 4:047 � 103

angstrom meter (m) 1:0 � 10�10y

are square meter (m2) 1:0 � 102y

astronomical unit meter (m) 1:496 � 1011

atmosphere pascal (Pa) 1:013 � 105

bar pascal (Pa) 1:0 � 105y

barrel (42 U.S. liquid gallons) cubic meter (m3) 0.1590
Btu (International Table) joule (J) 1:055 � 103

Btu (mean) joule (J) 1:056 � 103

Bt (thermochemical) joule (J) 1:054 � 103

bushel cubic meter (m3) 3:524 � 10�2

calorie (International Table) joule (J) 4.187
calorie (mean) joule (J) 4.190
calorie (thermochemical) joule (J) 4.184y

centimeters of water (39.2 8F) pascal (Pa) 98.07
centipoise pascal second (Pa�s) 1:0 � 10�3y

centistokes square millimeter per second (mm2/s) 1.0y
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cfm (cubic foot per minute) cubic meter per second (m3/s) 4:72 � 10�4

cubic inch cubic meter (m3) 1:639 � 10�4

cubic foot cubic meter (m3) 2:832 � 10�2

cubic yard cubic meter (m3) 0.7646
curie becquerel (Bq) 3:70 � 1010y

debye coulomb-meter (C�m) 3:336 � 10�30

degree (angle) radian (rad) 1:745 � 10�2

denier (international) kilogram per meter (kg/m) 1:111 � 10�7

tex 0.1111
dram (apothecaries’) kilogram (kg) 3:888 � 10�3

dram (avoirdupois) kilogram (kg) 1:772 � 10�3

dram (U.S. fluid) cubic meter (m3) 3:697 � 10�6

dyne newton(N) 1:0 � 10�6y

dyne/cm newton per meter (N/m) 1:00 � 10�3y

electron volt joule (J) 1:602 � 10�19

erg joule (J) 1:0 � 10�7y

fathom meter (m) 1.829
fluid ounce (U.S.) cubic meter (m3) 2:957 � 10�5

foot meter (m) 0.3048y

foot-pound force joule (J) 1.356
foot-pound force newton meter (N�m) 1.356
foot-pound force per second watt(W) 1.356
footcandle lux (lx) 10.76
furlong meter (m) 2:012 � 102

gal meter per second squared (m/s2) 1:0 � 10�2y

gallon (U.S. dry) cubic meter (m3) 4:405 � 10�3

gallon (U.S. liquid) cubic meter (m3) 3:785 � 10�3

gilbert ampere (A) 0.7958
gill (U.S.) cubic meter (m3) 1:183 � 10�4

grad radian 1:571 � 10�2

grain kilogram (kg) 6:480 � 10�5

gram force per denier newton per tex (N/tex) 8:826 � 10�2

hectare square meter (m2) 1:0 � 104y

horsepower (550 ft�lbf/s) watt(W) 7:457 � 102

horsepower (boiler) watt(W) 9:810 � 103

horsepower (electric) watt(W) 7:46 � 102y

hundredweight (long) kilogram (kg) 50.80
hundredweight (short) kilogram (kg) 45.36
inch meter (m) 2:54 � 10�2y

inch of mercury (32 8F) pascal (Pa) 3:386 � 103

inch of water (39.2 8F) pascal (Pa) 2:491 � 102

kilogram force newton (N) 9.807
kilopond newton (N) 9.807
kilopond-meter newton-meter (N�m) 9.807
kilopond-meter per second watt (W) 9.807
kilopond-meter per min watt(W) 0.1635
kilowatt hour megajoule (MJ) 3.6y

kip newton (N) 4:448 � 102

knot international meter per second (m/s) 0.5144
lambert candela per square meter (cd/m2) 3:183 � 103

league (British nautical) meter (m) 5:559 � 102

league (statute) meter (m) 4:828 � 103

light year meter (m) 9:461 � 1015

liter (for fluids only) cubic meter (m3) 1:0 � 10�3y

maxwell weber (Wb) 1:0 � 10�8y

micron meter (m) 1:0 � 10�6y

mil meter (m) 2:54 � 10�5y

mile (U.S. nautical) meter (m) 1:852 � 103y

mile (statute) meter (m) 1:609 � 103

mile per hour meter per second (m/s) 0.4470

To convert from To Multiply by
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millibar pascal (Pa) 1:0 � 102

millimeter of mercury (0 8C) pascal (Pa) 1:333 � 102y

millimeter of water (39.2 8F) pascal (Pa) 9.807
minute (angular) radian 2:909 � 10�4

myriagram kilogram (kg) 10
myriameter kilometer (km) 10
oersted ampere per meter (A/m) 79.58
ounce (avoirdupois) kilogram (kg) 2:835 � 10�2

ounce (troy) kilogram (kg) 3:110 � 10�2

ounce (U.S. fluid) cubic meter (m3) 2:957 � 10�5

ounce-force newton (N) 0.2780
peck (U.S.) cubic meter (m3) 8:810 � 10�3

pennyweight kilogram (kg) 1:555 � 10�3

pint (U.S. dry) cubic meter (m3) 5:506 � 10�4

pint (U.S. liquid) cubic meter (m3) 4:732 � 10�4

poise (absolute viscosity) pascal second (Pa�s) 0.10y

pound (avoirdupois) kilogram (kg) 0.4536
pound (troy) kilogram (kg) 0.3732
poundal newton (N) 0.1383
pound-force newton (N) 4.448
pound per square inch (psi) pascal (Pa) 6:895 � 103

quart (U.S. dry) cubic meter (m3) 1:101 � 10�3

quart (U.S. liquid) cubic meter (m3) 9:464 � 10�4

quintal kilogram (kg) 1:0 � 102y

rad gray (Gy) 1:0 � 10�2y

rod meter (m) 5.029
roentgen coulomb per kilogram (C/kg) 2:58 � 10�4

second (angle) radian (rad) 4:848 � 10�6

section square meter (m2) 2:590 � 106

slug kilogram (kg) 14.59
spherical candle power lumen (lm) 12.57
square inch square meter (m2) 6:452 � 10�4

square foot square meter (m2) 9:290 � 10�2

square mile square meter (m2) 2:590 � 106

square yard square meter (m2) 0.8361
store cubic meter (m3) 1:0y

stokes (kinematic viscosity) square meter per second (m2/s) 1:0 � 10�4y

tex kilogram per meter (kg/m) 1:0 � 10�6y

ton (long, 2240 pounds) kilogram (kg) 1:016 � 103

ton (metric) kilogram (kg) 1:0 � 103y

ton (short, 2000 pounds) kilogram (kg) 9:072 � 102

torr pascal (Pa) 1:333 � 102

unit pole weber (Wb) 1:257 � 10�7

yard meter (m) 0.9144y

To convert from To Multiply by
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INTRODUCTION

Echocardiography is a diagnostic technique that utilizes
ultrasound (high frequency sound waves above the audible
limit of 20 kHz) to produce an image of the beating heart in
real time. A piezoelectric transducer element is used to
emit short bursts of high frequency, low intensity sound
through the chest wall to the heart and then detect the
reflections of this sound as it returns from the heart. Since
movement patterns and shape changes of several regions of
the heart correlate with cardiac function and since changes
in these patterns consistently appear in several types of
cardiac disease, echocardiography has become a frequently
used method for evaluation of the heart. Echocardiography
has several advantages over other diagnostic tests of car-
diac function:

1. It is flexible and can be used with transducers placed
on the chest wall, inside oral cavities such as the
esophagus or stomach, or inside the heart and great
vessels.

2. It is painless.

3. It is a safe procedure that has no known harmful
biologic effects.

4. It is easily transported almost anywhere including
the bedside, operating room, cath lab, or emergency
department.

5. It may be repeated as frequently as necessary allow-
ing serial evaluation of a given disease process.

6. It produces an image instantaneously, which allows
rapid diagnosis in emergent situations.

The first echocardiogram was performed by Edler and
Hertz in 1953 (1) using a device that displayed reflected
ultrasound on a cathode ray tube. Since that time multiple
interrogation and display formats have been devised to dis-
play reflected ultrasound. The common display formats are

M-mode: A narrow beam of reflected sound is displayed
on a scrolling strip chart plotting depth versus time.
Only a small portion of the heart along one inter-
rogation line (‘‘ice pick’’ view) is shown at any one
time.

Two-Dimensional Sector Scan (2D): A sector scan is
generated by sequential firing of a phased array
transducer along different lines of sight that are
swept through a 2D plane. The image (a narrow
plane in cross-section) is typically updated at a rate
of 15–200 Hz and shown on a video monitor, which
allows real time display of cardiac motion.

Three-Dimensional Imaging (3D): Image data from mul-
tiple 2D sector scans are acquired sequentially or in
real time and displayed in a spatial format in three
dimensions. If continuous data is displayed, time
becomes the fourth dimension. The display can be
shown as a loop that continuously repeats or on some
systems in real time. Software allows rotation and
‘‘slicing’’ of the display.

Doppler: The Doppler effect is used to detect the rate
and direction of blood flowing in the chambers of the
heart and great vessels. Blood generally moves at a
higher velocity than the walls of cardiac structures
allowing motion of these structures to be filtered out.
Blood flow is displayed in four formats:

Continuous Wave Doppler (CW): A signal of continuous
frequency is directed into the heart while a receiver
(or array of receivers) continuously processes the
reflected signal. The difference between the two sig-
nals is processed and displayed showing direction
and velocity of blood flow. All blood velocities in the
line of sight of the Doppler beam are displayed.

Pulsed Wave Doppler (PW): Many bursts of sound are
transmitted into the heart and reflected signals from
a user defined depth are acquired and stored for each
burst. Using these reflected signals an estimate is
made of the velocities of blood or tissue encountered
by the burst of sound at the selected depth. The
velocity estimates are displayed similar to CW Dop-
pler. The user defined position in the heart that the
signal is obtained from stipulate the time of the
acquisition of the reflected signal relative to trans-
mission and length of the burst, respectively. The
difference between transmitted and reflected signal
frequencies is calculated, converted to velocity, and
displayed. By varying the time between transmission
and reception of the signal, selected velocities in
small parts of the heart are sampled for blood flow.

Duplex Scanning: The 2D echo is used to orient the
interrogator to the location of either the CW or PW
signal allowing rapid correlation of blood flow data
with cardiac anatomy. This is done by simultaneous
display of the Doppler positional range gate super-
imposed on the 2D image.

Color Doppler: Using a complex array of bursts of fre-
quency (pulsed packets) and multiple ultrasound
acquisitions down the same beam line, motion of
blood flow is estimated from a cross-correlation
among the various acquired reflected waves. The
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data is combined as an overlay onto the 2D sector
scan for anatomical orientation. Blood flow direction,
and an estimate of flow velocity are displayed simul-
taneously with 2D echocardiographic data for each
point in the sector.

CLINICAL FORMATS OF ULTRASOUND

Current generation ultrasound systems allow display of all
of the imaging formats discussed except 3D/4D imaging
that is still limited in availability to some high end systems.

Specialized transducers that emit and receive the ultra-
sound have been designed for various clinical indications.
Four common types of transducers are used (Fig. 1):

Transthoracic: By far the most common, this transducer
is placed on the surface of the chest and moved to
different locations to image different parts of the
heart or great vessels. All display formats are possi-
ble (Fig. 2).

Transesophageal: The transducer is designed to be
inserted through the patient’s mouth into the eso-
phagus and stomach. The ultrasound signal is direc-
ted at the heart from that location for specialized
exams. All display formats are possible.

Intracardiac: A small transducer is mounted on a cathe-
ter, inserted into a large vein and moved into the
heart. Imaging from within the heart is performed to
monitor specialized interventional therapy. Most dis-
play formats are available.

Intravascular: Miniature sized transducers are
mounted on small catheters and moved through
arteries to examine arterial pathology and the
results of selected interventions. Limited 2D display
formats are available some being radial rather than
sector based. The transducers run at very high fre-
quencies (20–30 MHz).

Ultrasound systems vary considerably in size and
sophistication (Fig. 3). Full size systems, typically found
in hospitals display all imaging formats, accept all types of
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Figure 1. Comparative view of commonly used ultrasound trans-
ducers: (a) intracardiac, (b) transesophageal, (c) transthoracic, and
(d) Pedof (special Doppler) transducer. A pencil is shown for size
reference.

Subcostal

RV
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Assume left side
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PA

RA
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Suprasternal

Sternal notch
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Assume left side

unless otherwise stated

LV
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Figure 2. (a) Phased array transducer used for transthoracic
imaging. The patient is shown, on left side, on exam table, typical
for a transthoracic study. The transducer is in the apical position.
(b) Diagram of the chest showing how the heart and great vessels
are positioned in the chest and the locations where transthoracic
transducers are placed on the chest wall. The four common posi-
tions for transducer placement are shown. The long axis (LAXX)
and short axis (SAXX) orientations of the heart are shown for
reference. These orientations form a reference for all of the views
obtained in a study. Abbreviations are as follows: aorta (Ao), left
atrium (LA), left ventricle (LV), pulmonary artery (PA), right
atrium (RA), and right ventricle (RV).



transthoracic and transesophageal transducers, allow con-
siderable on line image processing and support consider-
able analytic capacity to quantify the image.

Small imaging systems accept many but not all trans-
ducers and produce virtually all display formats, but lack
the sophisticated array of image processing and analysis
capacity found on the full systems. These devices may be
used in ambulatory offices or other specialized circum-
stances requiring more basic image data. A full clinical
study is possible.

Portable hand-held battery operated devices are used in
limited circumstances, sometimes for screening exams or
limited studies. Typically transducers are limited, image
processing is rudimentary and analysis capacity very
limited.

PRINCIPLES OF ULTRASOUND

Prior to discussing the mechanism of image production
some common terms that govern the behavior of ultra-
sound in soft tissue should be defined. Since ultrasound is

propagated in waves, its behavior in a medium is defined by

l ¼ c

f

where f is the wave frequency, l is the wavelength, and c is
the acoustic velocity of ultrasound in the medium. The
acoustic velocity for most soft tissues is similar and
remains constant for a given tissue no matter what the
frequency or wavelength (Table 1). Thus in any tissue
frequency and wavelength are inversely related. As fre-
quency increases, wavelength decreases. As wavelength
decreases, the minimum distance between two structures,
that allows them to be characterized as two separate
structures, also decreases. This is called the spatial resolu-
tion of the instrument. One might conclude that very high
frequency should always be used to maximize resolution.
Unfortunately, as frequency increases, penetration of the
ultrasound signal into soft tissue decreases. This serves to
limit the frequency and, thus, the resolving power of an
ultrasonic system for any given application.

Sound waves are emitted in short bursts from the
transducer. As frequency rises, it takes less time to emit
the same number of waves per burst. Thus, more bursts of
sound can be emitted per unit of time, increasing the
spatial resolution of the instrument (Fig. 4). The optimal
image is generated by using a frequency that gives the
highest possible resolution and an adequate amount of
penetration. For transthoracic transducers expected to
penetrate up to 24 cm into the chest, typical frequencies
used are from 1.6 to 7.0 MHz. Most transducers are broad-
band in that they generate sound within an adjustable
range of frequency rather than at a single frequency.
Certain specialized transducers such as the intravascular
transducer may only need to penetrate 4 cm. They may
have a frequency of 30 MHz to maximize resolution of small
structures.

The term ultrasonic attenuation formally defines the
more qualitative concept of tissue penetration. It is a
complex parameter that is different for every tissue type
and is defined as the rate of decrease in wave amplitude per
distance penetrated at a given frequency. The two impor-
tant properties that define ultrasonic attenuation are
reflection and absorption of sound waves (2). Note in Table
1 that ultrasound easily passes through blood and soft
tissue, but poorly penetrates bone or air-filled lungs.

Acoustic impedance (z) is the product of acoustic velocity
(c) and tissue density (r); thus this property is tissue
specific but frequency independent. This property is impor-
tant because it determines how much ultrasound is
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Figure 3. Picture showing various types of ultrasound systems.
At left a large ‘‘full-size’’ system is shown that can perform all types
of imaging. At center is a miniaturized system that has most of the
features of the full service system, but limited display, analysis
and recording formats are available. The smallest ‘‘hand-held’’
system shown at right has basic features and is battery operated. It
is designed for rapid screening exams integrated into a clinical
assessment at the bedside, clinic, or emergency room.

Table 1. Ultrasonic Properties of Some Selected Tissuesa

Tissue Velocity of Propagation, 103 m � s�1 Density, g �mL�1 Acoustic Impedance, l06 raylb Attenuation at 2.25 MHz, dB � cm�1

Blood 1.56 1.06 1.62 0.57
Myocardium 1.54 1.07 1.67 3
Fat 1.48 0.92 1.35 1.7
Bone �3–4 1.4–1.8 4–6 37
Lung (inflated) 0.7 0.4 0.26–0.46 62

aAdapted from Wilson D. A., Basic principles of ultrasound. In: Kraus R., editor. The Practice of Echocardiography, New York: John Wiley & Sons; 1985, p 15.

This material is used by permission of John Wiley & Sons, Inc.
b1 rayl¼ 1 kg�m�2 � s�1.



reflected at an interface between two different types of
tissue (Table 1). When a short burst of ultrasound is
directed at the heart, portions of this energy are reflected
back to the receiver. It is these reflected waves that produce
the image of the heart. A very dense structure such
as calcified tissue has high impedance and is a strong
reflector.

There are two types of reflected waves: specular reflec-
tions and diffuse reflections (Fig. 5). Specular reflections
occur at the interface between two types of tissue. The
greater the difference in acoustic impedance between two
tissues, the greater the amount of specular reflection and
the lower the amount of energy that penetrates beyond the
interface. The interface between heart muscle and blood
produces a specular echo, as does the interface between a
heart valve and blood. Specular echoes are the primary

echoes that are imaged by M-mode, 2D echo, and 3D echo
and thus primarily form an outline of the heart. Diffuse
reflected echoes are much weaker in energy. They are
produced by small irregular more weakly reflective objects
such as the myocardium itself. Scattered echoes ‘‘fill in the
details’’ between the specular echoes. With modern equip-
ment scattered echoes are processed and analyzed provid-
ing much more detail to tissue being examined.

Doppler echocardiography uses scattered echoes from
red blood cells for detecting blood flow. Blood cells are
Rayleigh scatterers since the diameter of the blood cells
are much smaller than the typical wavelength of sound
used to interrogate tissue. Since these reflected signals are
even fainter than myocardial echoes, Doppler must operate
at a higher energy level than M-mode or 2D imaging.

Harmonic imaging is a recent addition to image display
made possible by advances in transducer design and signal
processing. It was first developed to improve the display of
contrast agents injected intravenously as they passed
through the heart. These agents, gas filled microbubbles
2–5 mm in diameter, are highly reflective Rayleigh scat-
terers. At certain frequencies within the broadband trans-
ducer range the contrast bubbles resonate, producing a
relatively strong signal at multiples of the fundamental
interrogation frequency called harmonics. By using a high
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Figure 5. Upper panel Comparison between specular and diffuse
reflectors. Note the diffuse reflector is less angle dependent than
the specular reflector. Lower panel Example of combined reflec-
tions (shown at bottom of figure) returning from a structure, ty-
pical of reflections coming back from heart muscle. The large
amplitude specular echo corresponds to the border of the structure.
The interior of the structure produces low amplitude scattered
reflections. (Reprinted from Zagzebski JA, Essentials of Ultra-
sound Physics. St. Louis, Mosby-Year Book; copyright # 1996
p 12 with permission from Elsevier.)

l

Figure 4. Upper panel Two depictions of an emitted pulse of
ultrasound. Time moves horizontally and amplitude moves verti-
cally. Note the high frequency pulse of three waves takes less time.
Lower panel Effect of pulse duration on resolution. One echo pulse
is delivered toward two reflectors and reflections are shown. In the
top panel, the reflectors are well separated from each other and
distinguished as two separate structures. In the middle panel,
pulse frequency and duration are unchanged, but the reflectors are
close together. The two returning reflections overlap, the instru-
ment will register the two reflectors as one structure. In the lower
panel the pulse frequency is increased, thus pulse duration is
shortened. The two objects are again separately resolved. (Rep-
rinted from Zagzebski JA Essentials of Ultrasound Physics.
St. Louis: Mosby-Year Book; copyright # 1996, p 28, with permis-
sion from Elsevier.)



pass filter (a system that blanks out all frequency below a
certain level), to eliminate the fundamental frequency
reflectors, selective reflections from the second harmonic
are displayed. In second harmonic mode, reflections from
the resonating bubbles are a much stronger than reflec-
tions from soft tissue and thus bubbles are preferentially
displayed. This allows selective analysis of the contrast
agent as it passes through the heart muscle or in the LV
cavity (3).

Harmonic imaging has recently been applied to conven-
tional 2D images without contrast. As the ultrasound wave
passes through tissue, the waveform is modified by nonlinear
propagation through tissue causing a shape change in the
ultrasound beam. This progressively increases as the beam
travels deeper into the heart. Electronic canceling of much of
the image by filtering out the fundamental frequency allows
selective display of the harmonic image, improving overall
image quality by elimination of some artifacts. The spatial
resolution of the signal is also improved since the reflected
signal analyzed and displayed is double that of the frequency
produced by the transducer (4).

ECHOCARDIOGRAPHIC INSTRUMENTATION

The transducer is a piezoelectric (pressure electric) device.
When subjected to an alternating electrical current, the
ceramic crystal (usually barium titanate, lead zirconate
titanate, or a composite ceramic) expands and contracts
producing compressions and rarefactions in its environ-
ment, which become waves. Various transducers produce
ultrasonic waves within a frequency range of 1.0–40 MHz.
The waves are emitted as brief pulses lasting � 1 ms out of
every 100–200 ms. During the remaining 99–199 ms of each
interval the transducer functions as a receiver that detects
specular and diffuse reflections as they return from the
heart. The same crystal, when excited by a reflected sound
wave, produces an electrical signal and sends it back to the
echocardiograph for analysis and display. Since one heart-
beat lasts somewhere from 0.3 to 1.2 s, the echocardio-
graphic device sends out a minimum of several hundred
impulses per beat allowing precise tracking of cardiac
motion throughout the beat.

After the specular and diffuse echoes are received they
must be displayed in a usable format. The original ultra-
sound devices used an A-mode format (Fig. 6) that dis-
played depth on the y axis and amplitude of the signal on
the x-axis. The specular echoes from boundaries between
cardiac chambers register as the strongest echoes. No more
than 1D spatial information is obtained from this format.

In a second format, B-mode, the amplitudes of the
returning echoes are displayed as dots of varying intensity
on a video monitor in what has come to be called a gray
scale (Fig. 6). If the background is black (zero intensity),
then progressively stronger echoes are displayed as pro-
gressively brighter shades of gray with white representing
the highest intensity. Most echocardiographic equipment
today uses between 64 and 512 shades of gray in its output
display. The B-mode format, by itself, is not adequate for
cardiac imaging and must be modified to image a continu-
ously moving structure.

To image the heart, the M-mode format (M for motion)
was devised (Fig. 6). With this technique, the transducer is
pointed into the chest at the heart and returning echoes are
displayed in B-mode. A strip chart recorder (or scrolling
video display) constantly records the B-mode signal with
depth of penetration on the y-axis and time the parameter
displayed on the x-axis. By adding an electrocardiographic
signal to monitor cardiac electrical activity and to mark the
beginning of each cardiac cycle, the size, thickness, and
movement of various cardiac structures throughout a car-
diac cycle are displayed with high resolution. By variation
of transducer position, the ultrasound beam is directed
toward several cardiac structures (Fig. 7).

The M-mode echo was the first practical ultrasound
device for cardiac imaging and has produced a considerable
amount of important data. Its major limitation is its limited
field of view. Few spatial relationships between cardiac
structures can be displayed that severely limits diagnostic
capability. The angle of interrogation of the heart is also
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Figure 6. Composite drawing showing the three different modes
of display for a one-dimensional (1D) ultrasound signal. In the
right half of the figure is a schematic drawing of a cross-section
through the heart. The transducer (T) sits on the chest wall (CW)
and directs a thin beam of ultrasonic pulses into the heart. This
beam traverses the anterior wall (aHW) of the right ventricle (RV),
the interventricular septum (IVS), the anterior (aML), and poster-
ior (pML) leaflets of the mitral valve, and the posterior wall of the
left ventricle (LVPW). Each dot along the path of the beam repre-
sents production of a specular echo. These are displayed in the
corresponding A-mode format, where vertical direction is depth
and horizontal direction is amplitude of the reflected echo and B-
mode format where again vertical direction is depth but amplitude
is intensity of the dot. If time is added to the B-mode format, an
M-mode echo is produced, which is shown in the left panel. This
allows simultaneous presentation of motion of the cardiac struc-
tures in the path of the echo beam throughout the entire cardiac
cycle; measurement of vertical depth, thickness of various struc-
tures, and timing of events within the cardiac cycle. If the trans-
ducer is angled in a different direction, a distinctly different
configuration of echoes will be obtained. In the figure, the M-mode
displayed is at the same beam location as noted in the right-side
panel. Typical movement of the AML and PML is shown.
ECG¼ electrocardiogram signal. (From Pierand L., Meltzer
RS., Roelandt J, Examination techniques in M-mode and two-
dimensional echocardiography. In: Kraus R editor, The Practice
of Echocardiography, New York: John Wiley & Sons; copyright #
1985, p 69. This material is used by permission of John Wiley &
Sons, Inc.)



difficult to control. This can distort the image and render
size and dimension measurements unreliable.

Since the speed of sound is rapid enough to allow up to
5000 short pulses of ultrasound to be emitted and received
each second at depths typical for cardiac imaging, it was
recognized that multiple B-mode scans in several directions
could be processed rapidly enough to display a ‘‘real-time’’
image. Sector scanning in two dimensions was originally
performed by mechanically moving a single element piezo-
electric crystal through a plane. Typically, 128 B-mode scan
lines were swept through a 60–908 arc 30 times � s�1 to form
a video composite B-mode sector (Fig. 8). These mechanical
devices have been replaced by transducer arrays that place a
group of closely spaced piezoelectric elements, each with its
own electrical connection to the ultrasound system, into a
transducer. The type of array used depends on the structure

being imaged. For cardiac ultrasound, a phased array con-
figuration is used, typically consisting of 128–1024 indivi-
dual elements. In a phased array transducer, a portion of the
elements are fired to produce each sector scan line. The
sound beams are electronically steered through the sector by
changing the time delay sequence of the array elements
(Fig. 9). In a similar fashion, all elements are electronically
sequenced to receive reflected sound from selected parts of
the sector being scanned (5).

Use of a phased array device allows many other mod-
ifications of the sound wave in addition to steering. Further
sophisticated electronic manipulations of the time of sound
transmission and delays in reception allow selective focus-
ing of the beam to concentrate transmit energy that
enhance image quality of selected structures displaced in
the sector. Recent design advances have markedly
increased the sector frame rate (number of displayed sec-
tors/second) to levels beyond 220 Hz, markedly increasing
the time resolution of the imaging system. While the
human visual processing system cannot resolve time at
such a rapid rate, high frame rates allow for sophisticated
quantitation based on the 2D image, such as high-resolu-
tion graphs of time based indexes.

DOPPLER ECHOCARDIOGRAPHY

Application of the Doppler effect allows analysis of blood
flow within the heart and great vessels. The Doppler effect,
named for its discoverer Christian Doppler, describes the
change in frequency and wavelength that occurs with
relative motion between the source of the waves and the
receiver. If a source of sound remains stationary with
respect to its listener, then the frequency and wavelength
of the sound will also remain constant. However, if the
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Figure 7. Upper panel Schematic diagram of the heart as in
Fig. 6. The principal M-mode views are labeled 1–4. The corre-
sponding M-mode image from these four views is shown in lower
panel Abbreviations as in Fig. 6a Additional abbreviations:
AV¼Aortic valve, AAOW¼ anterior aortic wall, LA¼ left atrial
posterior wall, LVOT¼ left ventricular outflow tract, RVOT¼
right ventricular outflow tract. (From Pierand L, Meltzer RS,
Roelandt J, Examination techniques in M-mode and 2D echocar-
diography. In: Kraus R editor, The Practice of Echocardiography,
New York, John Wiley & Sons; copyright # 1985, p 71. This
material is used with permission of John Wiley & Sons, Inc.)

Figure 8. Diagram of a 2D echo mechanical transducer with
three crystals. As each segment sweeps through the 908 arc, an
element fires a total of 128 times. The composite of the 128 B-mode
lines form a 2D echo frame. Typically there are 30 frames/s of
video information, a rate rapid enough to show contractile motion
of the heart smoothly. (From Graham PL, Instrumentation. In:
Krause R. editor. The Practice of Echocardiography, New York:
John Wiley & Sons; copyright # 1985, p 41. This material is used
by permission of John Wiley & Sons, Inc.)



sound source is moving away from the listener wavelength
increases and frequency decreases. The opposite will occur
if the sound source is moving toward the listener (Fig. 10).

The Doppler principle is applied to cardiac ultrasound in
the following way: A beam of continuous wave ultrasound is
transmitted into the heart and reflected off red blood cells as
they travel through the heart. The reflected impulses are
then detected by a receiver. If the red blood cells are moving
toward the receiver, the frequency of the reflected echoes
will be higher than the frequency of the transmitted echoes
and vice versa (Fig. 10).

The difference between the frequency of the transmitted
and received echoes (usually called the Doppler shift) can
be related to the velocity of blood flow by the following
equation:

V ¼ cðfr � ftÞ
2ðftÞðcos uÞ30

where V is the blood flow velocity, c is the speed of sound
in soft tissue (1540 m � s�1), fr is the frequency of the
reflected echoes, ft is the frequency of the transmitted
echoes, and u is the intercept angle between the direction
of blood flow and the ultrasound beam. Thus, flow toward
the transducer will produce a positive Doppler shift
(fr> ft), while flow away from the transducer will produce
a negative Doppler shift (fr< ft). The only variable that
cannot be directly measured is u. Since cos 08¼ 1, it follows
that maximal flow will be detected when the Doppler
beam is parallel to blood flow. Since blood flow cannot be
seen with 2D echo, at best, u can only be estimated.
Fortunately, if u is within 208 of the direction of blood flow,
the error introduced by angulation is small. Therefore,

most investigators do not formally correct for u. Instead,
the Doppler beam is aligned as closely as possible in the
presumed direction of maximal flow and then adjusted
until maximal flow is detected (6).

Doppler echo operates in two basic formats. Figure 10
depicts the CW method. An ultrasound signal is continu-
ously transmitted into the heart while a second crystal (or
array of crystals) in the transducer continually receives
reflected signals. All red blood cells in the overlap region
between the beam patterns of the transmit and receive
crystals contribute to the calculated signal. The frequency
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Figure 10. Upper panel The Doppler effect as applied to ultra-
sound. The frequency increases slightly when the reflector is
moving toward the transducer and decreases when the reflector
is moving away from the transducer. Lower panel Relative mag-
nitude of the Doppler shift caused by red blood cells moving
between cardiac chambers. In this example the frequency shift
corresponds to a movement rate of 1 m � s�1. (Reprinted from
Zagzebski JA. Essentials of Ultrasound Physics. St. Louis:
Mosby-Year Book Inc.; copyright # 1996, with permission from
Elsevier.)

Figure 9. Diagram of a phased array transducer. Beam direction
is varied by changing the delay sequence among the transmitted
pulses produced by each individual element. (From Zagzebski JA.
Essentials of Ultrasound Physics. St. Louis: Mosby-Year Book Inc.;
copyright # 1996, with permission from Elsevier.)



content of this signal, combined with an electrocardio-
graphic monitor lead, is then displayed on a strip chart
similar to an M-mode echo (Fig. 11).

The advantage of the CW method is that it can detect a
wide range of flow velocities encompassing every possible
physiologic or pathologic flow state. The main disadvan-
tage of the CW format is that the site of flow cannot be
localized. To overcome the lack of localization of CW
Doppler, a second format was developed called pulsed
Doppler (PW). In this format, similar to B-mode echocar-
diographic imaging, brief bursts of ultrasound are trans-
mitted at a given frequency followed by a silent interval
(Fig. 12). Since the time it takes for a reflected burst of
sound waves to return to the receiving crystal is directly
related to the distance the reflecting structure is from the
receiver, the position in the heart from which blood flow is
sampled can be precisely controlled by limiting the time
interval during which reflected ultrasound is received.
This is known as range gating and allows the investigator
to limit the area sampled to small portions of the heart or
great vessel. There is a price to be paid for sample selec-
tivity, however. The maximal detectable velocity PW Dop-
pler is able to display is equal to one-half the pulse
repetition frequency (frequently called the Nyquist limit).
This reduces the number of situations in which flow velo-
city samples unambiguously display the flow phenomenon.
A typical PW Doppler display shows flow both toward and
away from the transducer (Fig. 13).

As one interrogates deeper structures progressively
further from the transducer, the pulse repetition frequency
must, of necessity, be decreased. As a result, the highest
detectable velocity of the PW Doppler mode becomes pro-
gressively smaller. Due to attenuation, the sensitivity for
detecting flow becomes progressively lower at greater dis-
tances from the transducer. Despite these limitations,
selective sampling of blood flow allows interrogation of a
wide array of cardiac structures in the heart.

When a measured flow has a velocity in a particular
direction greater than the Nyquist limit, not all of the
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Figure 12. Pulsed Doppler echocardiography. In place of a con-
tinuous stream of ultrasound, brief pulses are emitted similar to
M-mode or 2D imaging. By acquiring reflected signal data over a
limited time window following each pulse, reflections emanating
only from a certain depth may be received. (From Feigenbaum H,
Echocardiography (5th ed), Philadelphia, PA: Lea & Febiger; 1994,
p 29, with permission from Lippincott Williams & Wilkins #.)

Figure 13. Example of a pulsed wave Doppler tracing. The study
was recorded in duplex mode from the LVOT. The small upper
insert shows the 2D image which guides positioning of the sample
volume (arrow). The Doppler signal is shown below and has been
traced by the sonographer using electronic analysis system. Data
automatically detected from tracing the signal are shown on the
left and include the peak velocity (PV) of flow and the integral
of flow velocity (VTI) that can be used for calculations of cardiac
output.

Figure 11. Example of a continuous wave Doppler signal taken
from a patient. Flow toward the transducer is a positive (upward)
deflection from the baseline and flow away from the transducer is
downward. ECG¼ electrocardiogram signal.



spectral envelope of the signal is visible. Indeed, the velo-
city estimates ‘‘wrap-around’’ to the other side of the velo-
city map and the flow appears to be going in the opposite
direction. This phenomenon where large positives veloci-
ties are displayed as negative velocities is called aliasing.
There are two strategies to mitigate or eliminate aliasing.
The zero shift line (no velocity) may be moved upward or
downward, effectively doubling the display range in the
desired direction. This may be sufficient to ‘‘un-wrap’’ the
aliased velocity and display it entirely in the appropriate
direction. Some velocities may still be too high for this
strategy to work. To display these higher velocities an
alternative method called high pulse repetition frequency
(high PRF) mode is employed. In this mode, sample
volumes at multiples of the main interrogation sample
volume are also interrogated. This is accomplished by
sending out bursts of pulse packets at multiples of the
burst rate necessary to sample at the desired depth. The
system displays multiple sites from which the displayed
signal might originate. While this creates some ambiguity
in the exam, the anatomy displayed by the 2D exam usually
allows a correct delineation as to which range gate is
creating the signal (Fig. 14).

By itself, Doppler echo is a nonimaging technique that
only produces flow patterns and audible tone patterns
(since all Doppler shifts fall within the audible range).
Phased array transducers, however, allow simultaneous
display of both 2D images and Doppler in a mode called
duplex Doppler echocardiography. By using this combina-
tion, the PW Doppler sample volume is displayed as an
overlay on the 2D image and is moved to a precise area in
the heart where the flow velocity is measured (Fig. 13).
This combination provides both anatomic and physiologic
information about the interrogated cardiac structure. Most
commonly, Duplex mode is used with the PW wave format
of Doppler echo. However, it is also possible to position the
continuous wave beam anywhere in the 2D sector by super-
imposing the Doppler lineof interrogationon top of the2Dimage.

Just as changing from an M-mode echo to a 2D sector
scan markedly increases the amount of spacial data simul-
taneously available to the clinician, Doppler information
can be expanded from a single a PW wave sample volume or
CW line to a full sector array. Color Doppler echocardio-
graphy displays blood flow within the heart or blood vessel
as a sector plane of velocity information. By itself, a color
flow scan imparts little information so the display is always
combined with the 2D image as an overlay so blood flow
may be instantly correlated with anatomic structures
within the heart or vessel.

Color Doppler uses the same transmission principles as
B-mode 2D imaging and PW Doppler. Brief transmit pulses
of sound are steered along interrogation lines in a sector
simultaneously with usual B-mode imaging pulses
(Fig. 15). In place of just one pulse of sound, multiple
pulses are transmitted. The multiple bursts of sound,
typically 4–8 in number, are referred to as packets or
ensembles of pulses. The first signal stores all reflected
echoes along each scan line. Reflectors from subsequent
pulses in the packet are received, stored, and rapidly
compared to the previous packets. Reflected waves that
are identical during each burst in the packet are canceled

out and designated as stationary. Reflected waves that
progressively change from burst to burst are acquired
and processed rapidly for calculation of the phase shift
in the ultrasound carrier. Both direction and velocity of
movement are proportional to this phase change. Esti-
mates for the average velocity are assigned to a pixel
location on the video display. The velocity is estimated
by an auto correlator system. On the output display, velo-
city is typically displayed as brightness of a given color
similar to B-mode gray scale with black meaning no motion
and maximum brightness indicating the highest velocity
detected. Two contrasting colors are used to display direc-
tion of flow, typically a red-orange group for flow toward
the transducer and a blue group away from transducer.
Since the amount of data processed is markedly greater
than a typical B-Mode, maximum frame rates of sector scan
displays tend to be much lower. This limitation is due both
to the speed of sound and the multiple packets of ultra-
sound evaluated in each interrogation line. To maximize
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Figure 14. Example of high PFR mode of pulsed Doppler. The
signal is used for velocity detected at the main gate because pulse
packets are sent out more frequently at multiples of the frequency
needed to sample at the main gate. Information can also be
acquired at other gates that are multiples of the main gate.
While the Nyquist limit is higher due to a higher sampling
rate some signal ambiguity may occur due to information acquired
from the unwanted gates. (Reprinted from Zagzebski JA. Essen-
tials of Ultrasound Physics. St. Louis: Mosby-Year Book Inc. copy-
right # 1996 with permission from Elsevier.)



time resolution, the color flow sector used to display data
during a 2D echo may be considerably reduced in size
compared to a usual 908 2D sector scan. Some systems
can only display color flow data at relatively slow frame
rates of 6–10 Hz. Recent innovations, in which there are
multiple receive lines for each transmit line allow much
higher frame rates giving excellent time resolution on some
systems (7).

Clinically, precise measurement of flow velocity is
usually obtained with PW or CW Doppler. Color is used
to rapidly interrogate a sector for the presence or absence of
blood flow during a given part of the cardiac cycle. Another
important part of the color exam is a display of the type of
flow present. Normal blood flow is laminar; abnormal blood
flow caused by valve or blood vessel pathology is turbulent.
The difference between laminar and turbulent flow is
easily displayed by color Doppler. With laminar flow, the
direction of flow is uniform and variation in velocity of
adjacent pixels of interrogation is small. With turbulent
flow, both parameters are highly variable. The auto corre-
lation system analyzing color Doppler compares the var-
iance in blood flow between different pixels. The display
can be set to register a third color for variance such as
green, or the clinician may look for a ‘‘mosaic’’ pattern of
flow in which non uniform color velocities and directions
are scattered through the sector areas of color interroga-
tion (Figs. 16 and 17).

As with pulsed Doppler there is a Nyquist limit restric-
tion on maximal velocity than can be displayed. The zero
flow position line may be adjusted as with PW Doppler to
maximize the velocity limit in a given direction. High PRF
is not possible with color Doppler. The nature of the color
display is such that aliasing results in a shift from one color
sequence to the next. Thus, in some situations a high
velocity shift can be detected due to a clear shift in color
(e.g., from a red-orange sequence to a blue sequence). This
phenomenon has been put to use clinically by purposely
manipulating the velocity range of color display to force
aliasing to occur. By doing this, isovelocity lines are dis-
played outlining a velocity border of flow in a particular
direction and a particular velocity (8).

Thus far, all discussion of Doppler has been confined to
interrogation and display of flow velocity. Alternate modes
of interrogation are possible. One mode, called power Dop-
pler (or energy display Doppler) assesses the amplitude of
the Doppler signal rather than velocity. By evaluating
amplitude in place of velocity, this display becomes propor-
tional to the number of moving blood cells present in the
interrogation field rather than the velocity. This applica-
tion is particularly valuable for perfusion imaging when
the amount of blood present in a given area is of primary
interest (9).

ULTRASOUND SIGNAL PROCESSING, DISPLAY, AND
MANAGEMENT

Once each set of the reflected ultrasound data returns to
the transducer, it is processed and then transmitted to
video display. The information is first processed by a scan
converter, which assigns video data to a matrix array of
picture elements, ‘‘pixels.’’ Several manipulations of the
image are possible to reduce artifacts, enhance information
in the display, and analyze the display quantitatively.

The concept of attenuation has been introduced earlier.
In order to achieve a usable signal, the returning reflec-
tions must be amplified. The amplification can be done in
multiple ways. Similar to a sound system, overall gain may
be adjusted to increase or decrease the sensitivity of the
received signal. More important, however, is the progres-
sive loss of signal strength that occurs with reflections from
deeper structures due to attenuation. To overcome this
issue, ultrasound systems employ a variable gain circuit
that selectively allows gain control at different depths. The
applied gain is changed as a function of time (range) in the
gain circuit, hence the term time gain compensation (TGC)
is used to describe the process. This powerful tool can
‘‘normalize’’ the overall appearance of the image helping
make much weaker returning echoes from great depth
appear equal to near-field information (Fig. 18). The user
also has slide pot control of gain as a function of depth.
Some of this user-defined adjustment is applied as part of
the TGC function or later as part of digital signal proces-
sing.

Manipulation of data prior to writing into the scan
converter is called preprocessing. An important part of
preprocessing is data compression. The raw data received
by the transducer encompasses such a broad energy range
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Figure 15. Diagram showing method of transmission of color flow
Doppler ultrasound signals. Packets or ensembles of pulses repre-
sented by the open circles in the figure are sent out along some of
the scan lines of the image. The reflected waves are analyzed in an
autocorrelation circuit to allow display of the color flow image.
(Reprinted from Zagzebski JA. Essentials of Ultrasound Physics.
St. Louis: Mosby-Year Book Inc. copyright # 1996, with permis-
sion from Elsevier.)



that it cannot be adequately shown on a video display.
Therefore, the dynamic range of the signal is reduced to
better fit visual display characteristics. Selective
enhancement of certain parts of the data is possible to
better display borders between structures. Finally, per-
sistence may be added to the image. With this enhance-
ment, a fraction of data from the previous video frames at
each pixel location may be added and averaged together.
This helps define weaker diffuse echo scatterers and may
work well in a static organ. However, with the heart in
constant motion, only modest amounts of persistence add
value to the image. Too much persistence reduces motion
resolution of the image.

Once the digital signal is registered in the scan con-
verter, further image manipulation is possible. This is
called postprocessing of the image. Information in digital
memory has a 1:1 ratio between ultrasound signal ampli-
tude and video brightness. Depending on the structure
imaged, considerable information may not be discernible
in the image. With postprocessing, the relationship of video
brightness to signal strength can be altered, frequently to
enhance weaker echos and suppress high amplitude
echoes. This may result in a better appreciation of less
echogenic structures such as myocardium and the edges of
the myocardium. The gray scale image may be transformed
to a pseudo-color display that adds color to video amplitude
data. In certain circumstances this may allow differentia-
tion of pathologic changes from normal. Selective magni-
fication of the image is also possible (Fig. 19).
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Figure 16. Diagram of color Doppler
signal processing. At top, each box in
the insonification line indicates a pulse
of sound. A packet is made up of 4–8
pulses. The steps in the analysis cycle of
a packet are shown in the ‘‘Echo’’ col-
umn and represent the comparison
function of the autocorrelation system.
From the first pulse the analysis deter-
mines the appropriate color represent-
ing direction. Comparisons between
subsequent packets detect the velocity
of blood flow. The brightness of the color
selected corresponds to velocity. Com-
parisons of the variability of velocity are
also done. Green is added proportional
to the amount of variance. The final
pixel color represents an average of
the packet data for direction, velocity
and variance. The right-hand column is
the ‘‘color bar’’ that summarizes the
type of map used, displays the range
of color and brightness selected, and
depicts how variance is shown. (From
Sehgal CM, Principles of Ultrasound
and Imaging and Doppler Ultrasound.
In: Sutton, MG et al. editors: Textbook
of Echocardiography and Doppler
Ultrasound in Adults and Children
(2nd ed). Oxford: Blackwell Science
Publishing; 1996. p 29. Reprinted with
permission of Blackwell Publishing,
LTD. p 29)

Figure 17. Color Doppler (here shown in gray scale only) depict-
ing mitral valve regurgitation. The large mosaic mitral insuffi-
ciency jet is caused by turbulent flow coming through the mitral
valve. The turbulent flow area has been traced to measure its area.
The more uniform flow in the left atrium is caused by normal flow
in the chamber. It is of uniform color and of much lower velocity.



Signal processing of PW and CW Doppler data includes
filtering and averaging, but the most important component
of the analysis is the computation of the velocity estimates.
The most commonly used method of analysis is the fast
Fourier transform analyzer, which estimates the relative
amplitude of various frequency components of the input
signal. This system (Fig. 20) divides data up into discreet
time segments of very short duration (1–5 ms). For each
segment, amplitude estimates are made for each frequency
that corresponds to different velocity components in the
flow and the relative amplitude of each frequency is
recorded on gray scale display. Laminar flow typically
has a narrow, discrete velocity range on PW Doppler while
turbulent flow may be composed of the entire velocity
range. Differentiation of laminar from turbulent flow
may help define normal from abnormal flow states. Similar
analysis is used to display the CW Doppler signal. Color
Doppler displays can be adjusted by using multiple types of
display maps. Each manufacturer has basic and special
proprietary maps available to enhance color flow data.

All Doppler data can be subjected to selective band pass
filters. For conventional Doppler imaging, signals coming
from immobile structures or very slow moving structures
such as chamber walls and the pericardium, are effectively
blanked out. The range of velocity filtered can be changed
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Figure 18. Processing steps during transmission of sound data to
the scan converter. Raw data emerges from the transducer (a) that
is imaging two objects that produce specular border echoes at
points 1, 2, 3, and 4 and scattered echoes in between. (b) Specular
echo raw data. (c) Low noise amplification is applied. Both
specular and scattered echoes are now shown. Relative signal
strength declines with depth due to attenuation of the signal,
making signal 4 weaker than signal 1 even though the material
border interface at borders 1 and 4 are identical. (d) Time gain
compensation is applied proportionally by depth to electronically
amplify signals received progressively later after the pulse leaves
the transducer. This helps equalize perceived signal strength (e).
The signal is then rectified (f) and smoothed (g) before entering the
scan converter. (h) The process is repeated several times per
second, in this case all new data appears every 1/30 of a second.
The end result is a ‘‘real-time’’ video display of the two structures.
(From Sehgal SH, Principles of Ultrasound Imaging and Doppler
Ultrasound. In: Sutton MG et al. editors. Textbook of Echocardio
graphy and Doppler Ultrasound in Adults and Children. Oxford:
Blackwell Science; 1996. p 11. Reprinted with permission of
Blackwell Publishing, LTD.)

Figure 19. B-mode post processing occurs in which signal input
intensity varies from 0 to 127 units. On the left side of the figure a
linear output is equally amplified, the signal intensity range is now
0–255. On the right, nonlinear amplification is applied. The output
is manipulated to enhance or compress the relative video intensity
of data. In this example high energy specular reflection video data
is relatively compressed (high numbers) while low energy data
(from scattered echoes and weak specular echoes) is enhanced.
Thus relatively more of the video range is used for relatively
weaker signals in the final product. This postprocessing is in
addition to time gain compensation done during preprocessing.
(From Sehgal SH. Principles of Ultrasound Imaging and Doppler
Ultrasound, In: Sutton MG et al. editors: Textbook of Echocardio-
graphy and Doppler Ultrasound in Adults and Children. Oxford:
Blackwell Science; 1996. p 12. Reprinted with permission of
Blackwell Publishing, LTD.)

Figure 20. Upper panel Build-up of a spectral Doppler signal by
Fast-Fourier analysis. The relative amplitude of the signal at each
pixel location is assigned a level of gray. With laminar flow, the
range of velocities is narrow resulting in a narrow window of dis-
played velocity. Lower panel As flow becomes more turbulent the
range of velocities detected increases to the point that very turbu-
lent signals may display all velocities. (Reprinted from Zagzebski
JA. Essentials of Ultrasound Physics. St. Louis: Mosby-Year Book
Inc. copyright # 1996, p 100,101, with permission from Elsevier.)



for different clinical circumstances. In some situations, not
all of the slower moving structures can be fully eliminated
without losing valuable Doppler data, resulting in various
types of artifact.

New techniques of Doppler analysis focus on analyzing
wall motion with Doppler and displaying the data either in
color or with Fourier transform analysis. In this setting,
the band pass filters are set to eliminate all high velocity
data from blood flow and only analyze very low velocity
movement coming from the wall of the ventricles or other
structures such as valve tissue. Analysis of tissue motion
measures the velocity of wall movement at selected loca-
tions in the heart using the typical PW sample volume.
Conventional strip chart display is used and velocity can be
displayed to represent both the velocity of contraction and
the velocity of relaxation (Fig. 21). Color Doppler uses the
auto correlator system to calculate velocity of large seg-
ments of myocardium at once. Systems that record data at
high color Doppler frame rates store sufficient information
to allow selective time—velocity plots to be made at various
locations of the cardiac chamber walls. Color Doppler may
also be utilized to calculate strain and strain rate, another
alternate display mode being investigated as a parameter
of ventricular function (10,11).

Once the video signal processing is complete, it is
displayed on a monitor. Until recently, most monitors
were analogue and used standard NTSC video display
modes. The composite (or RGB) signal was sent to a
videocassette recorder for long-term storage and play-
back. The study could then be played on a standard video
playback system for review and interpretation. Many
laboratories continue to use this method of recording
and storage of images.

Recently, many echo laboratories have changed to digi-
tal image display and storage. In some labs, the ultrasound
system directly records the study in digital format, storing
data on a large hard disk in the ultrasound system. The
data is then output, typically using a DICOM standard
signal to a digital storage and display system. Other
laboratories may attach an acquisition box to the ultra-
sound system that digitally records and transmits the RGB
signal to a central image server.

A digital laboratory set up is shown in Fig. 22. It has
several advantages over videotape. Image data is sent to a
server and on to a digital mass storage device. Depending
on the amount of digital storage and volume of studies in
the lab, days to months of image data may be instantly
available for review. More remote data is stored in a mass
storage system (PACS system) on more inexpensive media
such as digital tape. Data in this remote storage may be
held online in a second ‘‘juke box’’ server or be fully off line
in storage media that must be put back on line manually.

Digital systems link the entire lab together and are
typically integrated with the hospital information system.
Common studies may be organized by patient and dis-
played on multiple workstations within the laboratory,
hospital, and at remote clinics. This is a marked improve-
ment compared to having each study isolated to one video-
tape. The quality of the image is superior. High-speed fiber
optic links allow virtually simultaneous image retrieval at
remote sites. Lower speed links may need several minutes
to transmit a full study. To reduce the amount of storage,
studies are typically compressed. Compression ratios of
30:1 can be used without evidence of any significant image
degradation.
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Figure 21. Example of tissue Doppler imaging. Duplex mode is
used; the 2D image is shown in the upper insert. The sample
volume has been placed outside the left ventricular cavity over the
mitral valve annulus and is being used to detect movement of that
structure. The three most commonly detected waveforms are
shown: (S) systolic contraction wave, (E) early diastolic relaxation
wave, and (A) atrial contraction wave.

Figure 22. Organization chart showing a digital echo image
storage system. Images generated by the ultrasound systems in
the hospital and remote sites are input via high speed links thr-
ough a switch to the server. The server has on line digital storage
and is linked to a jukebox mass storage device. From the server,
data may be viewed at any workstation either in the hospital or
remotely. The hospital information system is linked to the system.
This can allow electronic ordering of studies, downloading of de-
mographic data on patients and interface with the workstations.
Typically, images are reviewed at a workstation; a report is com-
posed and is electronically signed. The report is stored in the server
but may also be sent to the Hospital Information System electronic
record or put out on paper as a final report.



THE ECHOCARDIOGRAPHIC EXAMINATION

The Transthoracic Exam

A full-featured cardiac ultrasound system is designed to
allow the operator to perform an M-mode echo, 2D echo,
CW Doppler, PW Doppler, color Doppler, and tissue Dop-
pler examination. Except for the specialized CW Doppler
transducer, the entire exam is usually performed with a
broadband multipurpose transducer. Occasionally, a spe-
cialized transducer of a different frequency or beam focus
must be utilized to interrogate certain types of suspected
pathology. The examination is performed in a quiet, dar-
kened room with the patient supine or lying in a left lateral
position on a specialized exam bed. The transducer is
covered with a coupling medium (gel-like substance) that
allows a direct interface between the transducer head and
the patient’s skin. If this coupling is broken the signal will
be lost since ultrasound reflects strongly from tissue–air
interfaces (Table 1). The transducer is then placed between
the ribs, angled in the direction of the heart (ultrasound
penetrates bone poorly and bone causes image artifacts),
and adjusted until a satisfactory image is obtained (Fig.
2a). Electrodes for a single channel electrocardiogram are
applied to the patient. The electrocardiogram signal is
displayed continuously during the exam.

A standard examination begins in the left parasternal
position (i.e., in the fourth and fifth rib interspaces just left
of the sternum) (Fig. 2b). By orienting the 2D plane parallel
to the long axis of the heart, an image of the proximal aorta,
aortic valve, left atrium, mitral valve, and left ventricle can
be obtained (Fig. 23). The standard M-mode echocardio-
graphic views for dimension measurement are also
obtained from this view (Fig. 6). Color Doppler is activated
to examine flow near the mitral and aortic valves. By
angulation from this position the tricuspid valve and por-
tions of the right atrium and right ventricle are brought
into view (Fig. 24). By rotation of the transducer �908 from
the long axis, the parasternal short-axis view is obtained.

By progressively changing the angle of the transducer it is
possible to obtain a series of cross-sectional views through
the left ventricle from near the apex to the base of the heart
at the level of the origin of the great vessels (Figs. 25 and
26). In an optimal study, several cross-sections through the
left ventricle, mitral valve, aortic valve, and to a lesser
degree the tricuspid valve, pulmonic valve, and right ven-
tricular outflow tract can be obtained. Since conventional
1D arrays yield only 2D images, only small slices of the
heart are examined at any one time.

The transducer is then moved to the mid-left chest
slightly below the left breast where the apex of the heart
touches the chest wall (Fig. 2). The 2D transducer is then
angled along the long axis toward the base of the heart. The
result is a simultaneous display of all four chambers of the
heart and the mitral and tricuspid valves (Fig. 27). No M-
mode views are taken from this position. Using duplex
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Figure 24. Parasternal long axis view angled toward the right
ventricle. Right-sided structures are shown: right atrium (RA),
right ventricle (RV) and tricuspid valve (TV).

Figure 25. Parasternal short axis view at the level of the great
vessels. Shown is the aorta (Ao), a portion of the left atrium (LA),
the origin of the left (LCA), and right (RCA) coronary arteries, and
a part of the right ventricular outflow tract.

Figure 23. Parasternal long axis view of the heart (LAXX) similar
to orientation shown in Fig. 6. Abbreviations are as follows: aorta
(Ao), left ventricle (LV), left atrium (LA), and right ventricle (RV).
This is a 2D image.



mode, PW Doppler samples of blood flow are taken to show
the forward flow signal across the mitral and tricuspid
valves (Fig. 28). By further anterior angulation, the left
ventricular outflow tract and aortic valve are imaged
(Fig. 29) and forward flow velocities are sampled at each
site. The 2D image allows precise positioning of the Dop-
pler sample volume. By rotation of the transducer, further
selective portions of the walls of the left ventricle are
obtained (Fig. 30). Color Doppler is then used to sample
blood flow across each heart valve, screening for abnormal
turbulent flow, particularly related to valve insufficiency
(leakage during valve closure). The transducer is then
moved to a location just below the sternum (Fig. 2b) and
aimed up toward the heart where the right atrium and
atrial septum can be further interrogated, along with
partial views of the other chambers (Fig. 31). In some

patients, cross-sectional views equivalent to the short-axis
view may be obtained.

However, this view in most patients is less useful
because the heart is further from the transducer causing
reduced resolution and increased attenuation of the echo
signals. Finally, the heart may be imaged from the supras-
ternal approach (Fig. 2b), which generally will allow a view
of the ascending aorta and aortic arch (Fig. 32).
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Figure 27. The transducer is placed in the apical position. The
view shown is the apical ‘‘four chamber’’ view since all four cham-
bers of the heart can be imaged simultaneously. Abbreviations are
as follows: left ventricle (LV), left atrium (LA), right atrium (RA),
and right ventricle (RV).

Figure 28. By using the same transducer orientation as Fig. 27,
several other types of data are obtained. In this case, the system
has been switched to Duplex mode. The 2D echo is used as a guide
to position the mitral sample volume (small upper image). Flow is
obtained across the mitral valve (MV) with waveforms for early
(E), and atrial (A) diastolic flow shown.

Figure 29. From the view shown in Fig. 27, the transducer has
been tilted slightly to show the outflow region of the left ventricle
(LV) where blood is ejected toward the aorta (Ao). Abbreviations
are as follows: left atrium (LA), right atrium (RA), and right
ventricle (RV).

Figure 26. Short axis orientation at the transducer (SAXX) show-
ing a cross-sectional view of the left ventricle (LV). The muscle
appears as a ring. The septum (IVS) separates the LV from the
right ventricle (RV).



The Transesophageal Exam

About 3–10% of hospital-based echocardiograms are per-
formed using a specialized transesophageal (TEE) device.
The ultrasound transducer, smaller but otherwise of vir-
tually equal capability to the transthoracic device, is
attached to the end of an endoscope. The patient is prepared
using a topical anesthetic agent in the mouth and pharynx
to eliminate the gag reflex and given conscious sedation to
increase patient comfort. Patient status is monitored by a
nurse, the ultrasound system operated by a sonographer

and the transducer inserted by a physician who personally
performs the exam. As the transducer is passed down in the
esophagus, multiple imaging planes are obtained. These
planes are obtained by a combination of movement of the
transducer to different levels of the esophagus, changing
the angle of the transducer and controlling the transducer
head. Originally, the transducer was fixed in one location on
the endoscope. Virtually all devices now made allow the
operator to rotate the transducer through a 1808 arc mark-
edly increasing the number of imaging planes in the exam
(Figs. 33–35). Using this method multiple views of struc-
tures in both a long and short axis configuration are possi-
ble. The transducer may also be passed into the stomach
where additional views are possible.
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Figure 30. From the position shown in Fig. 27, the transducer is
rotated to show a different perspective from the apical view. The
‘‘two-chamber’’ view shows only the left-sided chambers and the
mitral valve (MV) that controls flow between these two chambers.
Abbreviations are as follows: left ventricle (LV) and left atrium
(LA).

Figure 31. The transducer is moved to the subcostal position (see
Fig. 2b). Portions of all four chambers are visible. Abbreviations
are as follows: left atrium (LA), left ventricle (LV), right atrium
(RA), and right ventricle (RV).

Figure 32. The transducer is positioned at the suprasternal notch
(see Fig. 2b). A portion of the aorta (Asc Ao and Dsc Ao) is visible
along with the origins of three branches coming off of this struc-
ture: innominate artery (IA), left common carotid artery (LCCA)
and left subclavian (LSC).

Figure 33. Image generated by a transducer placed in the eso-
phagus. Abbreviations are as follows: left ventricle (LV) and left
atrium (LA).



The exam is performed in a similar fashion to the
transthoracic exam in that multiple views of cardiac cham-
bers and valves are taken in an organized series of views to
achieve a complete examination of the heart. Many planes
are similar to the transthoracic exam except for location of
the transducer. Other views are unique to the TEE exam
and may be the clinical reason the exam was performed.
Once the exam is complete, the transducer is removed, and
the patient is monitored until recovered from the sedation
and topical anesthesia.

The Intracardiac Exam

During specialized procedures it may be valuable to exam-
ine the heart from inside. This is usually done during
specialized sterile cardiac procedures when a transthoracic
transducer would be cumbersome or impossible to use and
a TEE also would be impractical.

A catheter with a miniaturized transducer is passed
under fluoroscopic guidance up large central veins from the
groin to the right side of the heart. For most applications,
the device may be placed in the right atrium, or infre-
quently, in the right ventricle. The transducer is a minia-
ture phased array device that can provide 2D and Doppler
information. In most cases, the clinical diagnosis is already
known and the patient is undergoing a specialized cardiac
procedure in the catheterization laboratory to close a con-
genital defect or monitor radio frequency ablation during a
complex electrophysiologic procedure, attempting to elim-
inate a cardiac rhythm disorder. The device contains con-
trols that allow change of angle in four directions. This,
combined with positional placement of the catheter in
different parts of the cardiac chambers, allows several
different anatomic views of cardiac structures (Fig. 36).

The Stress Echo Exam

Combining a transthoracic echo with a stress test was first
attempted in the 1980s, became widely available in the
mid-1990s, and is now a widely utilized test for diagnosis of
coronary artery disease. The echo exam itself is purposely
brief, usually confined to 4–6 2D views.

A patient having a stress echo is brought to a specialized
stress lab that contains an ultrasound system set up to
acquire stress images, an exam table, and a stress system
that most commonly consists of a computerized electro-
cardiography system that runs a motorized treadmill
(Fig. 37). The patient is connected to the 12-lead electro-
cardiogram stress system and a baseline electrocardiogram
is obtained. The baseline echo is next performed, recording
2D views (Fig. 38). Then the stress test is begun. It can be
performed in two different formats:

1. Exercise: If the patient is able to walk on a treadmill
(or in some labs, pedal a bike), a standard maximal
exercise test is performed until maximum effort has
been achieved. Immediately upon completion of exer-
cise, the patient is moved back to the echo exam table
and repeat images are obtained within 1–2 min of
completion of exercise.

2. Pharmacologic stimulation: If the patient is unable to
exercise, an alternative is stimulation of the heart
with an intravenous drug that simulates exercise.
Most commonly, this is dobutamine, which is given,
in progressively higher doses in 3–5 min stages. The
patient remains on the exam table the entire time,
connected to the electrocardiographic stress system.
2D echo images are obtained; at baseline, low dose,
intermediate dose, and peak dose of drug infusion
during the exam.

In both types of tests, clinical images are recorded and
then displayed so that pretest and posttest data can be
examined side by side. Comparisons of cardiac function are
carefully made between the prestress and poststress
images. The test relies on perceived changes in mechanical
motion of different anatomic segments of the heart. Both
inward movement of heart muscle and thickening of the
walls of the ventricles are carefully evaluated. The normal
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Figure 34. Image from a transesophageal transducer. This is a
magnified view of the mitral valve leaflets (arrows).

Figure 35. Image from a transesophageal transducer. The septal
structure (IAS) that separates the two atrial chambers is shown
(arrow).



heart responds by augmenting inward motion and wall
thickening in all regions. If blood supply to a given segment
is not adequate, mechanical motion and wall thickening
either fails to improve or deteriorates in that segment, but
improves in other segments. This change defines an abnor-
mal response on a stress echo (Fig. 38). The location and
extent of abnormal changes in wall motion and thickening
are reported in a semiquantitative manner. In addition, the
electrocardiogram response to stress is also compared with
the baseline exam and reported along with patient symp-
toms and exercise capacity.
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Figure 37. Typical set-up of a laboratory to perform stress echo-
cardiograms. Shown are the echocardiographic examination table
(ET), the treadmill (T), the treadmill computer control system
(TC), and the ultrasound system (US).

Figure 38. Quad screen format of view obtained from a stress
echocardiography examination. Four views are displayed simul-
taneously, and the particular views shown can be changed to
accommodate direct comparison of pre- (images on the left) and
posttest images on the right views of the same part of the heart as
shown in the example. The arrow indicates an area of the heart
that failed to respond normally.

Figure 36. (a) Image of the atrial septum in a patient with an
atrial septal defect (arrow). This image was taken with an intra-
cardiac transducer placed in the right atrium (RA). The image is of
similar quality to that seen in Fig. 35. (b) Image of same structure
as (a) demonstrating color flow capabilities at the intracardiac
transducer. Color Doppler (seen in gray scale) confirms the struc-
ture is a hole with blood passing through the hole (ASD shunt). (c)
Image taken from same position as (a) and (b). The atrial septal
defect has been closed with an occluder device (arrow). Doppler
was used (not shown) to confirm that no blood could pass through
the previously documented hole.



CLINICAL USES OF ECHOCARDIOGRAPHY

M-Mode Echocardiography

The M-mode echo was the original cardiac exam and for
years was the dominant cardiac ultrasound study per-
formed. The 2D echo has superseded M-mode echo as the
primary examination technique and in most circumstances
is superior. However, many laboratories continue to perform
at least a limited M-mode exam because dimension mea-
surements are well standardized. In addition, due to its high
sampling rate, M-mode echo is superior to 2D echo for
timing of events within the cardiac cycle and for recording
simultaneously, with other physiologic measurements such
as phonocardiograms and pulse tracings. Certain movement
patterns of heart valves and chamber walls are only
detected by M-mode, thus providing unique diagnostic infor-
mation (Fig. 39).

Most M-mode echo data is obtained from multiple
different ‘‘ice pick’’ views, all obtained from the paraster-
nal position (Fig. 7). The 2D image is used to direct the
cursor position of these views. The first view angles
through a small portion of the right ventricle, the ven-
tricular septum, the left ventricular chamber, the poster-
ior wall of the left ventricle, and the pericardium. From
this view, left ventricular wall thickness and the short-
axis dimensions of this chamber can be measured. By
calculating the change in dimension between end diastole
(at the beginning of ejection) and end systole (at the end of
ejection), the fractional shortening can be measured using
the equation:

LVEDD � LVESD

LVEDD
¼ fractional shortening

where LVEDD is the left ventricular end diastolic dimen-
sion and LVESD is the left ventricular end systolic dimen-

sion. This measurement estimates left ventricular
function (Fig. 40). Dimension measurements give a rela-
tively precise estimate of left ventricular chamber size to
calculate whether the ventricle is inappropriately
enlarged. In a similar manner wall thickness measure-
ments can be utilized to determine if the chamber walls
are inappropriately thick (left ventricular hypertrophy),
asymmetrically thickened (hypertrophic cardiomyopa-
thy), or inappropriately thin (following a myocardial
infarction).

The second ice pick view passes through the right
ventricle, septum, mitral valve leaflets, and posterior wall.
This view is used primarily to evaluate motion of the mitral
valve. Certain types of mitral valve disease alter the pat-
tern of motion of this valve (Fig. 39). Other abnormal
patterns of leaflet motion may indicate dysfunction else-
where in the left ventricle.

The third ice pick view passes the echo beam through
the right ventricle, aortic valve, and left atrium. From this
view, analogous to the mitral valve, the pattern of aortic
valve motion will change in characteristic ways allowing
the diagnosis of primary aortic valve disease or diseases
that cause secondary aortic valve motion changes. Also,
from this view the diameter of the left atrium is measured
and whether this structure is of normal size or enlarged can
be of considerable importance in several circumstances.
Other views are possible, but rarely used.

Measurements taken from M-mode may be performed
during the exam by the sonographer. Usually, the scrolling
M-mode video display is saved in digital memory on the
system. The saved data is then reviewed until the best
depiction of the various views discussed above is displayed.
The sonographer then uses electronic calipers, automatically
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Figure 39. Example of an M-mode echocardiogram of the mitral
vale showing abnormal motion, in this case a ‘‘B-bump’’ indicating
delayed closure of the valve. DCM¼dilated cardiomyopathy.

Figure 40. Example of an M-mode echocardiogram of the left
ventricle. The typical measurements of wall thickness (IVSed
and LVPWed) and chamber dimensions (RVIDed, LVIDed and
LVIDes) are shown. Several calculated parameters are possible
from these values.



calibrated by the system, to record dimension measurements
(Fig. 40). Basic measures are made and formulas for derived
data such as the % FS are automatically calculated. Mea-
surements can also be made ‘‘off line’’ using special work-
stations that display the video information at the time the
study is interpreted by the physician.

Two-Dimensional Echocardiography

The 2D exam gives information about all four cardiac
chambers and all four cardiac valves. It also serves as
the reference point for positioning all Doppler sample
volumes and the color Doppler exam. The heart is imaged
from multiple positions, which not only improves the
chance of useful information being obtained, but also
allows better characterization of a given structure because
the structure is seen in several perspectives. The primary
role of a 2D echo is to characterize the size of the left and
right ventricles as normal or enlarged, and if enlarged,
estimate the severity of the problem. Second, the 2D exam
evaluates pump function of the two ventricles. Function is
characterized globally (i.e., total ventricular performance)
or regionally (i.e., performance of individual parts of each
ventricle). Some types of disease affect muscle function
relatively equally throughout the chambers. Other forms of
disease, most notably coronary artery atherosclerosis,
which selectively changes blood supply to various parts
of the heart, cause regional changes in function. In this
disease, some portions of the heart may function normally
while other areas change to fibrous scar and decrease or
stop moving entirely. Global function of the left ventricle
can be characterized quantitatively. The most common
measurements of function use calculations of volume dur-
ing the cardiac cycle. This is quantified when the heart is
filled maximally just before a beat begins and minimally
just after ejection of blood has been completed. The volume
calculations are used to determine of ejection fraction. The
equation is

Ejection fraction ¼ LVEDV � LVESV

LVEDV
� 100

where LVEDV¼ left ventricular end diastolic volume and
LVESV¼ left ventricular end systolic volume.

The 2D echo is sensitive for detecting abnormalities
within the chambers, such as blood clots or vegetations
(infectious material attached to valves). Abnormalities
surrounding the heart, such as pericardial effusions (fluid
surrounding the heart), metastatic spread of tumors to the
heart and pericardium, and abnormalities contiguous to
the heart in the mediastinum or great vessels can be
readily imaged. Most of this information is descriptive in
nature (Figs. 41 and 42).

The ability to directly and precisely make measure-
ments from 2D echo views for quantitative measurements
of dimensions, areas, and volumes is built into the ultra-
sound system and is typically done by the sonographer
during the exam in a similar fashion to M-mode. Further
measurements may be performed off line on dedicated
analysis computers. Many parts of the interpretation of
the exam, however, remain primarily descriptive and are
usually estimated by expert readers.

Doppler Echocardiography

While the 2D echo has considerably expanded the ability to
characterize abnormalities of the four heart valves, it has
not been possible to obtain direct hemodynamic informa-
tion about valve abnormalities by imaging alone. Doppler
imaging provides direct measurement of hemodynamic
information.

By using Doppler, six basic types of information can be
obtained about blood flow across a particular region:

1. The direction of the blood flow.

2. The time during the cardiac cycle during which blood
flow occurs.

3. The velocity of the blood flow.

4. The time the peak velocity occurs.

5. The rate at which velocity changes.
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Figure 42. Example of a patient with fluid surrounding the heart.
The dark area surrounding the heart (pericardial effusion) is
shown. In this case, increased pressure caused by the effusion
compresses part of the right atrium (RA).

Figure 41. Example of detection of a blood clot (thrombus) in the
left ventricular chamber.



6. The pressure drop or gradient across a particular
valve or anatomic structure.

Data about pressure gradients is derived from the velo-
city measurement using the Bernoulli equation:

P1 � P2 ¼ 1=2rðV2
2 � V2

1 Þ|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
Convective
acceleration

þ r

ð2

1

dv

dt
ds|fflfflfflfflfflffl{zfflfflfflfflfflffl}

Flow
acceleration

þ R ðvÞ|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
Viscous
friction

where Pl�P2 is the pressure drop across the structure V2

and V1 being blood flow velocity on either side of the
structure, and r is the mass density of blood (1.06� 103

kg/m3). For applications in the heart, the contributions by
the flow acceleration and viscous friction terms can be
ignored. In addition, V1 is generally much less than V2

(thus, V1 can usually be ignored), and r is a constant for the
mass density of blood (6). Combining all these changes
together results in the final ‘‘simplified’’ form of the Ber-
noulli equation:

P1 � P2 ¼ 4 V2

Cardiac Output. When the heart rate, blood flow velocity
integral, and cross-sectional area of the region across
which the blood flow is measured are known, cardiac out-
put can be estimated using the following equation:

CO ¼ A � V � HR

where CO is the cardiac output, A is the cross-sectional
area, V is the integrated blood flow velocity, and HR is the
heart rate.

The Character of the Blood Flow. The differentiation
between laminar and turbulent blood flow can be made
by observation of the spectral pattern. In general, laminar
flow (all recorded velocities similar) occurs across normal
cardiac structures of the heart, while disturbed or turbu-
lent flow (multiple velocities detected) occurs across
diseased or congenitally abnormal cardiac structures
(Fig. 20).

Doppler is most valuable in patients with valvular heart
disease and congenital heart disease. In the case of valve
stenosis (abnormal obstruction to flow), use of Doppler
echocardiography allows quantification of the pressure
gradient across the valve (Fig. 43). Using the continuity
principle, which states that the product of cross-sectional
area and flow velocity must be constant at multiple loca-
tions in the heart, it is possible to solve for the severity of
valve stenosis. The equation may be written as noted and
then manipulated to solve for the area at the stenotic valve
(A2).

A1V1 ¼ A2V2

A1V1

V2
¼ A2

For valvular insufficiency, Doppler echocardiography is
most useful when the color Doppler format is used in

conjunction with 2D echo. Since an insufficient valve
(i.e., a valve that allows backward leakage of blood when
closed) produces turbulent flow in the chamber behind the
valve, color Doppler immediately detects its presence. The
extent to which turbulent flow can be detected is then
graded on a semiquantitative basis to characterize the
amount of valve insufficiency (Fig. 17). Since only 2D
are interrogated at any given time, the best results are
obtained when Doppler sampling is done from more than
one view.

In patients with congenital heart disease, Doppler echo-
cardiography allows the tracing of flow direction and velo-
city across anatomic abnormalities, such as holes between
various cardiac chambers (i.e., atrial or ventricular septal
defects). It can also display gradients across congenitally
malformed valves and great vessels and also determine the
direction and rate of flow through anatomically mal posi-
tioned chambers and great vessels.

In addition to direct interrogation of heart valves for
detection of primary valve disease, Doppler flow sampling
is used to evaluate changes in flow across normal valves
that may indicate additional pathology. For example, the
systolic blood pressure in the lungs (pulmonary artery
pressure) may be estimated by quantifying the velocity
of flow of an insufficiency jet across the tricuspid valve
(another application of the Bernoulli equation). This cal-
culated value, when added to the estimated central venous
pressure (obtained in a different part of the exam) gives an
excellent estimate of pulmonary artery pressure.

A second important measurement involves characteriz-
ing the way the left ventricle fills itself after ejecting blood
into the aorta. There is a well-described set of changes in
the pattern of flow across the mitral valve, changes in flow
into the left atrium from the pulmonary veins and changes
in the outward movement in the muscle itself characterized
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Figure 43. Example of a continuous wave Doppler signal through
the aortic valve (AoV). Two tracings are shown along with mea-
surement technique also demonstrated.



by tissue Doppler that can help categorize the severity of
changes in filling of the left ventricle.

SPECIALIZED CLINICAL DATA

Transesophageal Echocardiography

The TEE exam is used when a transthoracic exam either
cannot be performed or gives inadequate information. One
limitation of echo is the great degree of variability in image
quality from patient to patient. In some circumstances,
particularly in intensive care units, the TEE exam may
provide superior image quality since its image quality is
not dependent on patient position or interfered with by the
presence of bandages, rib interfaces, air or other patient
dependent changes. Similarly, during open heart surgery a
TEE is routinely used to assess cardiac function pre- and
postintervention and pre- and postheart valve replacement
or repair. Since the TEE probe is in the esophagus, outside
of the surgeon’s sterile field images are obtained even when
the patient’s chest is open. This capability allows the
surgeon to evaluate the consequences of, for example, a
surgical repair of a heart valve, when the heart has been
restarted, but before the chest is sutured closed. The TEE
exam also visualizes parts of the heart not seen by any
transthoracic view. A particular example of this is the left
atrial appendage, a part of the left atrium. This structure
sometimes develops blood clots that can only be visualized
by TEE.

Three-Dimensional Reconstruction

While the 2D exam displays considerable data about spa-
tial relationships between structures and quantification of
volume, there is still considerable ambiguity in many
circumstances. One way to further enhance the exam is
to use 3D reconstruction.

Its use has been a significant challenge. All early meth-
ods developed computerized routines that characterized the
movement of the transthoracic transducer in space. Images
were acquired sequentially and then reconstructed first
using geometric formulae and later using more flexible
algorithms without geometric assumptions. The data, while
shown to be useful for both adding new insight into several
cardiac diseases and improving quantitation, did not
achieve practical acceptance due to the considerable opera-
tor time and effort required to obtain just one image (12).

Recently innovations in image processing and transdu-
cer design have produced 3D renditions of relatively small
sections of the heart in real time. Use remains limited at
present but further development is expected to make 3D
imaging a practical reality on standard ultrasound systems
(Fig. 44).
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Figure 44. Example of on-line 3D reconstruction. The heart is
imaged at the level of the aortic valve where all three leaflets are
shown.

Figure 45. (a) Example of injection of agitated saline into sys-
temic veins. The contrast moves into the right atrium (RA) and
right ventricle (RV), causing transient full opacification. The left-
sided chambers are free of contrast. (b) Similar to (a). However,
some of the contrast bubbles have crossed to the left ventricle (LV),
proving a communication exists between the right and left sides of
the heart.



Contrast Imaging

Contrast agents are combined with certain 2D echo exams
to enhance the amount of diagnostic information available
on the exam, or improve the quality of the exam.

There are two types of contrast agents. One type is made
from normal saline solution. An assistant generates the
contrast for injection during regular 2D imaging. Typically
0.5 mL of air is added to a 10 mL syringe of saline and
vigorously hand agitated between 2 syringes for about 15 s.
This agitation causes production of several million small
bubbles. The bubbles are too large to pass through capil-
laries, thus when injected into a vein, they are all filtered
out by the passage of venous blood through the lungs. Thus
when injected into a normal heart, saline contrast passes
into the right atrium and right ventricle, produces a tran-
sient intense response and disappears, not making it to the
left ventricle. This property makes saline injection ideal for
detecting an abnormal hole, or shunt passage across the
atrial septum or ventricular septum. When a communica-
tion of this type is present bubbles cross directly from the
right side to the left side of the heart. This is an extremely
sensitive method for making this diagnosis (Fig. 45).

A second type of contrast agent, developed and now
commercially marketed, is a gas filled microbubble smaller
than a red blood cell. This type of agent, made from per-
fluorocarbons covered by an albumen or lipid shell, when
intravenously injected passes through the lungs and opa-
cifies the left side of the heart as well as the right side. The
bubbles are gradually destroyed by ultrasound and blood
pressure, lasting for several minutes in ideal circum-
stances. When combined with harmonic imaging these
contrast agents markedly improve the quality of the 2D
image, particularly for the evaluation of left ventricular
wall motion (Fig. 46). The contrast agent markedly
enhances the border between blood and the chamber wall.
Use of these agents is variable among laboratories, but its
use substantially decreases the number of nondiagnostic

studies. Still under investigation is whether these same
contrast agents can be used for evaluation of blood flow
within the heart muscle. This information could be of
particular value for patients with coronary artery disease
either during acute episodes of ischemia when a new
coronary stenosis is suspected or as an enhancement to
the stress echocardiogram (13).
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INTRODUCTION

Electroanalgesia, electroanesthesia, neurostimulation,
neuromodulation, and other physical methods of producing
analgesia, anesthesia, and/or decreased sensitivity to pain-
ful stimuli are old concepts that are beginning to be revi-
talized in the recent past. For > 40 years, there has been a
revival of electrotherapy in the treatment of pain. Analge-
sia by electrical current is now based on transcutaneous or
percutaneous nerve stimulation, deep stimulation, poster-
ior spinal cords stimulation, and transcutaneous cranial
electrical stimulation (1–8). One reason for this has been
the increased awareness of spinal and supraspinal opioid
analgesic mechanisms, including the precise pathways,

receptors, and neurotransmitters involved in pain percep-
tion, recognition, modulation, and blockade. Another rea-
son is the renewed belief that nonpharmacological
manipulation of these receptors and transmitters should
be possible with electricity since numerous progress have
been made in the development of electric current wave-
forms that result in significant potentiation of the analge-
sic and hypnotics action of many intravenous and inhaled
anesthetics without producing significant side effects (9–
20). Finally, recent successes of transcutaneous electrical
nerve stimulation (TENS) in the treatment of pain and
transcutaneous cranial electrical stimulation (TCES) as a
supplement during anesthesia to obtain postoperative
analgesia by potentiating the anesthetic agents used dur-
ing the intra- and postoperative phases. The popularity of
electroacupuncture in a variety of pain and pain related
areas have focused the attention of investigators and the
public on electricity as a beneficial medical therapy. In this
article, some of the most recent developments in nerve and
brain stimulatory techniques using electrical stimulation
to produce analgesia are addressed.

HISTORY

Alteration of pain perception utilizing forms of electrical
stimulation dates back to the Greco-Roman period. Elec-
trostimulation to decrease the pain started with the
‘‘electric fish’’ (torpedo marmorata), as 46 years after Jesus
Christ, Scribonius Largus, physician to emperor Claudius,
recommended the analgesic shock of the Torpille in the
treatment of the pain (21,22). Unfortunately, in those days
attempts were crude and success was limited for many
reasons none-the-least of which was a poor understanding
of the fundamentals of electricity. Interest in electroanal-
gesia was renewed in the seventeenth century when Von
Guericke built the first electrostatic generator to apply
locally to relieve pain; however, results were still marginal.
At the beginning of the twentieth century, Leduc reawa-
kened interest in the idea of producing sleep and local and
general anesthesia with low frequency impulsional elec-
trical current. He used unidirectional rectangular inter-
mittent current of 100 Hz with an ON-time of 1 ms and
OFF-time of 9 ms with a moderate amperage (0.5–10 mA)
on a variety of animals and on himself to evaluate the
effects of electricity on the central nervous system (23,24).
Electrodes were placed on the forehead and kidney areas
and electrostimulation resulted in apnea, cardiac arrhyth-
mias, cardiac arrest, and convulsions in dogs and a ‘‘night-
marelike state’’ in which the subject was aware of pain.
Despite these inauspicious beginnings, studies continued.
In 1903, Zimmern and Dimier produced postepilectic coma
with transcerebral currents, and in 1907, Jardy reported
the first cases of surgery in animals with electroanesthesia.
Between 1907 and 1910, Leduc and other performed a
number of surgical operations on patients with electricity
as an anesthetic supplement (1–5).

In the early decades of the twentieth century, electro-
analgesia was always associated with intense side effects
including muscle contractures, prolonged coma (cerebral
shock), cerebral hemorrhage, hyperthermia, cardiac
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arrhythmias, and convulsions. Because of these difficul-
ties, interest waned. In 1944, Frostig and Van Harreveld
began experimenting with an alternating current from 50
to 60 mA and a variable voltage bitemporally. The advan-
tage of this more complex method of stimulation was less
muscular spasm and contraction (4,5). Unfortunately,
these approaches still resulted in transient periods of
apnea, cardiac arrhythmias, and standstill as well as fecal
and urinary soillage. These problems could be reduced,
but not eliminated, by decreasing amperage. Numerous
other investigators began using many diverse currents
without much success. The most interesting results were
obtained in 1951 by Denier (25,26) and in 1952 by Du
Cailar (4). Denier began experimenting with high fre-
quency (90 kHz) rectified sinusoidal current with a pulse
duration of 3 ms (on time) and a resting time of 13 ms
(OFF time), knowing that the effects of modulation at a
high frequency current are those of the envelope of its
waves. Du Cailar introduced the idea of electropharma-
ceutical anesthesia by utilizing a premedication of mor-
phin–lobelin in association with a barbituric induction,
along with the electrical current. This idea of electrophar-
maceutical anesthesia that was taken up again in the
Soviet Union in 1957 by Ananev et al. using the current of
Leduc combined with a direct current (1–3), and in the
United States by Hardy et al. using an alternating sinu-
soidal current of 700 Hz current of Knutson (27–29), and
during the same period by Smith using the current of
Ananev (1). But with these currents the experimenters
were always bothered by side effects (muscle contractions
of the face with trismus, of the body with apnea, etc.) that
required the use of curare and for all practical purposes
made this approach to anesthesia more complicated that
conventional anesthesia.

Other investigators began studying mixtures of phar-
maceutical agents, including opioids, barbiturates, and
later benzodiazepines and butyrophenones in combination
with electric currents to reduce and hopefully eliminate
these problems, which were often attributed to ‘‘the initial
shock of the electric current’’. Others began studying the
shape of the current waveform and its frequency. Sances
Jr., in United States, used the current of Ananev associated
with white noise (5,30) while Shimoji et al. in Japan, used a
medium frequency (10 kHz) monophasic or biphasic cur-
rent with sinusoidal or rectangular waves (31,32). Many
were able to produce impressive analgesia and anesthesia
in animals, but significant problems (apnea, hypersialor-
rhea, muscular contractures, convulsions, cardiac arrhyth-
mias) continued to occur in humans. As a result, from the
1950s until the present time, many investigators focused
on appropriate electrode placement. It was Djourno who
thought that the principal problem to resolve was to find
the ideal position for the electrodes to determine the
trajectory of the electric current so as to touch precise
zones of the brain. This is why he advocated electrovector
anesthesia applied with three electrode pairs (vertex-
palate, temporal-temporal, fronto-occipital) (4,33). During
this time the Soviets Satchov et al. preferred interferential
currents of middle frequencies (4000–4200 Hz) associated
with barbiturates transmitted by two pairs of crossed
electrodes (left temporal–right retromastoid and right

temporal–left retromastoid). Others suggested that the
problems can be minimized by using mixtures of sedative,
hypnotic, and analgesic drugs, plus low amperage electri-
cal currents to produce the ideal effect.

The result of all this activity is that there is still no
general agreement on the importance of electrode place-
ment (although frontal and occipital are probably most
popular), waveform, wave frequency, current strength,
interference currents, or the role of supplemental pharma-
cotherapy (4,34–38). What was agreed was that it appeared
impossible to reliably produce problem-free ‘‘complete
anesthesia’’ in humans using any available electrical
generators and associated apparatus. Instead, the most
successful approaches to electroanesthesia have used
waveforms, frequencies, and currents that produce few,
if any, side effects (and result in significant analgesia), but
must be supplemented with pharmacological therapies to
be a ‘‘complete anesthetic’’. While some may scoff at these
modest gains, others remain optimistic because using a
variety of neurostimulatory approaches, reproducible and
quantifiable analgesia was now possible without pharma-
ceutical supplementation.

Analgesia and Electroneurostimulation

The advancement of the spinal gate control theory of pain by
Melzach and Wall (39,40), the discovery of central nervous
system opiate receptors, and the popularity and apparent
effectiveness of acupuncture in some forms of pain manage-
ment have given support to the basis that neurostimulatory
techniques can produce analgesia via readily understand-
able neurophysiological changes rather than mysterious
semimetaphysical flows of mysterious energy forces
(41,42). It is now clear that electrical stimulation of the
brain and peripheral nerves can markedly increase the
concentration of some endogenous opiates (b-endorphin,
d-sleep producing factor, etc.) in certain areas of the brain
and produce various degrees of analgesia. It is proposed that
pain relief from electrical stimulation also results from a
variety of other mechanisms including alteration in central
nervous system concentrations of other neurotransmitters
(serotonin, substance P), direct depolarization of peripheral
nerves, peripheral nerve fatigue, and more complex nervous
interactions (43–46).

Whatever the mechanisms producing analgesia with
electrical stimulation, many clinicians are beginning to
realize the advantages of these techniques. Neurostimula-
tory techniques are relatively simple, devices are often
portable, their parameters (controls) are easy to under-
stand and manipulate, and application usually requires
minimal skills. Moreover, there are few, if any, side effects,
addiction is unheard of, if a trial proves unsuccessful little
harm is done, the techniques reduce requirements for other
analgesics, and usually the stimulation itself is pleasant.

Transcutaneous Electrical Nerve Stimulators

Transcutaneous electrical nerve stimulation, currently
called TENS, is the most frequently used device for treat-
ment of acute postoperative and chronic pain of most
etiologies. The first portable transcutaneous electrical sti-
mulators were produced in the 1970s with controllable
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wave forms and modulable patterns of stimulation. The
goal was to produce a compact, lightweight, portable min-
iaturized current generator to provide stimulation by
means of skin contacting electrodes, and able to be used
as the patient went about normal daily activities. To that
end, as well as safety reasons, the devices were battery
powered. A plethora of electrical nerve stimulators can be
found on the market. Dimensions are approximately the
size of a pack of cigarettes and can be worn by the patient
by use of straps or belts. These stimulators, that have one
or more adjustable electric parameters that provide no ease
of operation, deliver biphasic waves of low frequency of
1–250 Hz with current intensity from 50 to 100 mA. These
electrical stimulations result in a tingling or vibrating
sensation. Patients are able to adjust the dial settings with
respect to frequency and intensity of the stimulus.

The stimulation electrodes must permit uniform cur-
rent density and have a stimulation surface > 4 cm2 in
order to avoid cutaneous irritation caused by elevated
current densities. The material must be hypoallergenic,
soft, and flexible to allow maximal reduction of any dis-
comfort while providing for lengthy stimulation in diverse
situations. The impedance at the biologic electrode–skin
interface can be minimized by the choice of material as well
as the use of a conducting gel. Materials used to make the
electrodes can be carbon-based elastomeres as well as
malleable metals. Most recent developments use adhe-
sive-type ribbons impregnated with silver and are acti-
vated by a solvent and provide improved conductibility. For
a clinician who is inexperienced in electronics or electro-
neurophysiology, it is difficult to choose wisely as para-
meters available for use are created by inventors or
producers with absolutely no scientific basis. Analysis of
results obtained with the majority of these devices is based
on subjectivity of the physician or the patient. The domain
is merely empiric. It is a pity that the parameters chosen in
the production and use of these devices is by researchers
that have not taken advantage of the available scientific
works in electrophysiology, notably those of Willer (47,48)
on the nociceptive reflex of exercise in humans. A neuro-
stimulator must be selected that will provide proper nerve
excitation that is reproducible and durable and that does
not cause lesions from burns or electrolysis. Consequently,
all those stimulators that deliver direct or polarized cur-
rent should be used carefully as well as those that deliver a
radio frequency (RF) in excess of 800 kHz. One must chose
stimulators that deliver a constant biphasic asymmetric
current, that is, one that delivers a positive charge that is
equal to the negative charge providing an average inten-
sity of zero. To guide the clinician, it must be recalled that
current always takes the path of least resistance, and
therefore a current of low frequency can only be peripheral
the more one increases the frequency. Otherwise, undesir-
able effects will be produced under electrodes. It is know
that a sensation of numbness appears from 70 to 100 Hz
and that a motor action appears from 1 to 5 Hz.

Implantable Electrical Nerve Stimulators

Other forms of stimulation consist of implanted neurosti-
mulators, spinal cord stimulation (SCS) (dorsal column

stimulators), and deep brain stimulation (DBS). Peripheral
nerve neurostimulation implants are also often used for
chronic pain but may be employed for acute ulnar, brachial
plexus, or sciatic pain in critically ill patients (8).

There are two types of implantable electrical stimula-
tors: Passive-type stimulator with RF made up of as
totally implantable element (receptor) and an external
element (transmitter) that supplies the subcutaneous
receiver through the skin using an RF modulated wave
(500 kHz–2 MHz). Active-type totally implantable stimula-
tor, supplied by two mercury batteries (which lasts for 2–4
years) or a lithium battery, which lasts for 5 or 10 years.
These devices enable several parameters to be controlled
(amplitude peak, wave width, frequency gradient). The
variation of these parameters obviously depends on the
patient, the region stimulated and the symptom which it is
desired to modify.

ACTUAL CLINICAL NEUROSTIMULATORY TECHNIQUES

Certain precautions must be taken and the patient must be
well advised as to the technique, the principles of stimula-
tion, and all desired effects. These techniques should not be
used on patients wearing a cardiac pacemaker, pregnant
women, or in the vicinity of the carotid sinus. The methods
demand the utmost in patience, attention to detail, and
perseverance. It must be regularly practiced by medical or
paramedical personnel.

The most important application of neurostimulatory
techniques in clinical use today is in management of acute
postoperative and chronic pain, however, since 1980
numerous terms are used in the articles to describe the
diverse techniques for electrical stimulation of nervous
system. Certain words do not harmonize with reality, such
as TransCranial Electrostimulation Treatment (TCET) or
Transcranial Electrostimulation (TE). In reality, the
microamperage and low frequency used do not enable
penetration of the current into the brain, they correspond
to a peripheral electrostimulation, which is a bad variant of
Transcutaneous Electrical Nerve Stimulation, now being
used for certain painful conditions.

Transcutaneous Electrical Methods

Transcutaneous Electrical Nerve Stimulation (TENS). The
purpose of this method is to achieve sensitive stimulation,
by a transcutaneous pathway, of the tactile proprioceptive
fibers of rapid conduction with minimal response of noci-
ceptive fibers of slow conduction and of efferent motor
fibers. Numerous studies have documented that TENS
in the early postoperative period reduces pain, and thus
the need for narcotic analgesics, and improves pulmonary
function as measured by functional residual capacity.
TENS is also frequently applied in chronic unremitting
pain when other approaches are less effective or ineffec-
tive. This method is the simplest technique, and appears to
be effective by alleviating the appreciation of pain (6,49).

The points of stimulation and the stimulation adjust-
ments must be multiple and carefully determined before
concluding that the effect is negative. Different stimulation
points are used by the various authors: One can stimulate
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either locally by placing the electrodes in the patient at the
level of the painful cutaneous area and more particularly
on the trigger point that may be at times some distance
from the painful zone (50), or along a nerve pathway
‘‘upstream’’ away from the painful zone to cause parasthe-
sia in the painful area, or an acupuncture point correspond-
ing to the points depicted an acupuncture charts (41,42).
The stimulation time is usually 20–30 min and repeated at
fixed hourly intervals, and discontinued when the pain is
relieved. Whatever method is used, one must avoid the
production of harmful stimulations or muscle contractions
and the stimulation must be conducted with the patient at
rest.

In acute injury states where pain is localized, TENS can
produce analgesia in up to 80% of patients (51), but this
percentage decreases to � 20% effectiveness at the end of a
year. In order to obtain this result, this stimulation has the
sensation of ‘‘pins and needles’’ in the area of the cutaneous
stimulation. This phenomenon appears to be in part simi-
lar to a placebo effect estimated at 33% regardless of the
type of current employed or the location of applied current.
As the affected area increases in size, TENS is less likely to
be sufficient and is also less effective in chronic pain,
especially if the cause of the pain itself is diffuse.

The mechanism by which TENS suppresses pain is
probably related to spinal and/or brain modulation of
neurotransmitter and/or opiate or other g-aminobutyric
acid (GABA) receptor function. This method works best
with peripheral nerve injuries and phantom and stump
pains. Transcutaneous nerve stimulators are usually less
effective in low back pain or in patients who have had
multiple operations. It is often totally unsatisfactory for
pain (particularly chronic pain) that does not have a per-
ipheral nerve cause such as pain with a central nervous
system etiology or an important psychological component
(depression and anxiety) (52–55).

Transcutaneous Acupoint Electrical Stimulation (TAES).
Acupuncture, in its traditional form, depends on the inser-
tion of needles into specific acupuncture points in the body
as determined by historical charts. Electrical Acupuncture
(EA) or TAES employs Low Frequency (LF) stimuli of
5–200 Hz in the needles inserted at the classical acupunc-
ture points. Occasionally, nontraditional acupuncturists
use the needles at or near the painful area. Usually these
types of treatments produce mild degrees of analgesia.
Electrical acupuncture is essentially as benign as TENS
and produces its effects by similar mechanisms (42,53,56).
Unfortunaly, EA is more expensive toperform than TENS
because it necessitates the presence of an acupuncturist
clinician. Thus, it is likely that EA will not become as
popular as TENS for treatment of most pain problems.

Transcutaneous Cranial Electrical Stimulation (TCES). This
method is a special form of electrical stimulation that
employs a stimulator that gives a complex current (specific
waveforms and high frequency). It was developed by a
French group headed by Limoge (35–38,57–59). The TCES
method has been used for analgesia during labor pain and
before, during, and after surgery, and has recently been
shown to be effective to potentiate the analgesic drugs for

major surgery, and cancer pain (60). With TCES two
electrodes are placed in back of the ear lobe and behind
the mastoid bone and one electrode at intersection of the
line of the eyebrowns and the sagittal plane. The resulting
analgesia is systemic rather than regional (see the section
Electrical Anesthesia for a more complete description of the
current).

Neurosurgical Methods

Percutaneous Electrical Nerve Stimulation (PENS). This
method consists of an electric stimulation by means of a
surgically implanted electrode (subcutaneous) coupled by
RF induction to an external stimulator nerve. This surgical
technique produces long-term positive results of � 70%
(61,62). It is possible to carryout this procedure quite
simply by temporarily implanting needle electrodes at
the acupuncture points or auriculotherapy points. This
technique produces results similar to those of classic TENS
(63,64).

Spinal Cord Stimulation (SCS). This is a neurosurgical
method utilized in cases of failure of simple pharmacolo-
gical or physical treatment where the percutaneous test
was positive. As with PENS an RF stimulator is implanted,
which this time is connected to electrodes at a level with the
posterior spinal cord. The electrodes are actually placed in
the epidural space, to provide a percutaneous pathway,
under local anesthesia and radiological control. It is often
difficult to obtain good electrode position and electrodes
can easily become displaced. This technique is reserved for
desperate cases as the results are of long term. Approxi-
mately 30% are discouraging results (8).

Deep Brain Stimulation (DBS). This method is a compli-
cated and awkward procedure bringing to mind stereotaxis
(8). It consists of implanting electrodes at the level of the
Ventral Postero-Lateral (VPL) nucleus of the thalamus,
which is in relation to afferent posterior cords at the level of
PeriAcqueductal Grey Matter (PAGM) or at the level of the
PeriVentricular Grey Matter (PVGM), where endorphin
and serotonin neurons are found at the motor cortex, which
is the start of the pyramidal fascia (10–13). Results
obtained are encouraging in cases of consecutive pains
at the deafferentation (72%), but of no value in case of
pains of nociception. Deep brain stimulation is employed in
patients when pain is severe, when other approaches have
failed, and when there is a desire to avoid a ‘‘drugged
existence’’ and life expectancy is at best a few months. It
is often an approach to patients with metastatic cancer.
This method is less successful when pain originates from
the central nervous system (secondary to stroke, trauma,
quadriplegia). The DBS-stimulating probes are usually
targeted for the periaqueductal gray matter when pain
is deep seated, or for the sensory thalamus or medial
lemniscus when is superficial.

Electrical Anesthesia

As mentioned previously, it has never been nor is not now
possible to produce, ‘‘complete anesthesia’’ with electricity
alone in humans without producing serious side effects. On
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the other hand, work by numerous investigators has demon-
strated that one or more methods of electropharmaceutical
anesthesia (anesthesia consisting of a combination of an
electric current with anesthetic agents) is not only possible,
but also desirable because of the lack of side effects and
reduced requirements for neurodepressants. During past
years, progress in chemical anesthesia has been so success-
ful that the objective was not to replace classical anesthesia,
but to more precisely confirm studies performed on animals,
potentiation of anesthetic drugs by Transcutaneous Cranial
Electrical Stimulation (TCES) to obtain postoperative elec-
tromedicinal analgesia, to the end that toxicity induced by
chemical drugs could be dramatically reduced. The use of
TCES is not without considerable supporting data, as from
1972 to 2000, many clinical trials involving TCES had been
carried out on patients under electromedicinal anesthesia
and provide > 20 specific references (7). During those clin-
ical trials, anesthetists noticed that complaints of patients
operated under TCES were less numerous in the recovery
room than complaints of patients operated with chemical
anesthesia. It seems that a state of indifference and reduc-
tion of painful sensation persisted in TCES-treated patients.
These observations were scientifically confirmed in a study
(59) in which 100 patients operated under electroanesthesia
(EA) was compared to another 100 patients submitted to
narco-neurolept-analgesia, a classical anesthesia (CA): the
head nurses were ordered to administered 15 mg (i.m.) of
pentazocine in case of patient complaints. It is worth noting
that the first 16 postoperative hours, the average intake of
pentazocine for the patients of the EA group was 8.1 mg/
patient, whereas it was 29.7 mg/patient (3.67 time higher)
for the patients of the CA group. This difference between
groups is highly statistically significant (p< 0.001) (Fig. 1).

This residual and prolonged analgesia is surely one of
the most important advantages of TCES, but few clinicians
benefit from its advantages at the present time. The most
likely reason that few clinicians benefit from TCES is that
it is not yet approved for use in the United States, Canada,
and many countries in Europe by the respective regulatory
agencies. Recent research carried on in numerous labora-
tories has increased our knowledge of the neurobiological

effects of these currents, and allowed the establishment of
serious protocols dedicated to new clinical applications (7).

Nature of the Limoge’s Current. Limoge et al. demon-
strated that complex currents of their design are capable of
producing profound analgesia without provoking initial
shock, pain, or unpleasant sensations, burns, other cuta-
neous damage, muscular contractures, cerebral damage or
convulsions, and respiratory or circulatory depression (58).
The Limoge current consists of high frequency (HF) bipha-
sic asymmetrical wave trains composed of modulated high
frequency (166 kHz) pulse trains, regularly interrupted
with a repetition cycle of 100 Hz (7,57). These wave trains
are composed of successive impulsional waves of a parti-
cular shape: one positive impulse of high intensity and
short duration (2 ms), followed by a negative impulse of
weak intensity and long duration (4 ms) adjusted in such a
way that the positive surface is equal to the negative
surface. The average intensity of this current equals
0 mA. The use of such a negative phase makes it possible
to eliminate all risk of burns. The ‘‘on-time’’ of the low
frequency (LF) wave trains is 4 ms, followed by a 6 ms
‘‘OFF-time’’ (Fig. 2).
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This type of current was gradually developed over � 20
years through numerous human clinical studies. The
shape and cyclic ration of the HF waves are felt to be of
utmost importance in the production of analgesia. Various
shapes of waves have been tested (triangular, rectangular,
exponential). Clinical impressions suggest that the most
profound analgesia occurs with HF waveforms having an
exponential ascent and acute fall. The most effective cyclic
ratios are 2:5 with LF waves and 1:3 with HF waves with
peak-to-peak intensity between 250 and 300 mA and peak-
to-peak voltage between 30 and 40 V.

Electrodes. Three electrodes are used. One frontal elec-
trode is placed between the eyebrows and two posterior
electrodes are placed behind the mastoid process on each
side of the occiput (Fig. 3). It is hoped that the intracerebral
electric field thus obtained spreads on each side of the
median line and it thus successful in stimulating opioid
receptors surrounding the third and fourth ventricles and
the paraventricular areas of the brain. In addition, some of
the electric current spreads over the scalp, thus provoking
peripheral electrostimulation (Fig. 4). The use of HF bipha-
sic current permits employment of self-sticking electrodes
made of silver (active diameter 30 mm), without risk of
burns and without unpleasant sensations under electrodes.

Transcutaneous Cranial Electrical Stimulators Using
Limoge Currents. Until now three types of devices only give
Limoge currents: two American devices called Foster Bio-
technology Neurostimulation Device (FBND) and Electro-
Analgesia Stimulation Equipment (EASE) and one French
device called Anesthelec (Fig. 5). The electrical stimulator
must abide by general safety rules. The use of electrosur-
gical units during TCES requires excellent electrical iso-
lation of the generator to avoid any risk of return of the
current or skin burns under electrodes, a fault in the
electrosurgical unit. These portable devices of type LF with
isolated output are composed of one HF oscillator, one
oscillator with LF relaxation with internal power supply
generating HF (166 kHz), and LF (100 Hz) currents for

therapeutic use and one delay circuit, to stop output when
its level is too high. The battery pack must be protected
against short circuit as well as polarity inversion and
detachable as it is rechargeable. The patient cable must
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Figure 3. Application of the device on a patient during post
operative period. See the placement of the frontal electrode.
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Figure 4. Location of the electrodes and shape of wave on the
scalp. The center of the frontal electrode is situated at the inter-
section of the line of the eyebrowns and the sagittal plane. The
center of the two retromastoid electrodes is localized in the retro-
mastoid fossa. On the scalp the amplitude of HF waves diminish in
measurement as the point O (occipital line) is approached, and
behind that point there is an inversion of the wave form. The lines
joining the frontal electrode to retromastoid electrodes represent
the projected distribution of Limoge currents through the brain
with action at the level of the periacqueductal gray matter and the
limbic system.

  

               

 

 

Figure 5. Front view of the Anesthelec generator box 1! 3 digits
displayer: Current intensity (from 000 to 300 mA); 2!Pushing
button On/Off; 3!Pushing button for increment of the output
current intensity; 4!Pushing button for decrement of the output
current intensity; 5!Pushing button to select display (intensity of
voltage); 6!Connector for the three electrodes.



be an interlocking type preventing accidental disconnec-
tion and the functioning of the device must be simplified
with detectors to measure the intensity of the current and
the voltage applied to the patient to confirm proper contact
between skin and electrodes. Concerning electromagnetic
compatibility, the device must be autonomous with no
possible direct or indirect link mains supplies. Mini box
and manipulation components must be made in isolated
material and the patient cables must be shrouded and the
applied elements must be protected against overvoltage.

Clinical Usage of TCES

The TCES method being used with increasing frequency in
France, and many other european countries, in Russia,
in Mexico, and in Venezuela. It is not yet approved for use
in the United States, but is being evaluated both in
patients and in volunteers. Numerous studies have demon-
strated that TCES is particularly effective in urologic,
thoracic, and gastrointestinal surgery, but is not limited
to these types of operative procedures. Patients receiving
TCES require less nitrous oxide (N2O) (30–40% less) to
prevent movement in response to a pain stimulus. This
method potentiates both the amnestic and analgesic effects
of N2O and prolongs residual postanesthetic analgesia at
sites of trauma. The mechanism of analgesia resulting from
TCES during administration of N2O is unknown. Volun-
teers getting TCES without N2O for 1 h are not sleepy or
amnesic, but do report a warm and tingling sensation all
over their body, and are objectively analgesic to many
forms of painful stimulation (14–16). Similar results have
been obtained with some TENS units in patients with
chronic pain and after operation in patients with acute
postoperative pain (54,55). As mentioned previously, some
have suggested that receptor sites situated in the central
gray area of the brain, the spinal cord, and other areas in
the central nervous system regulate the effects of painful
stimulation, analgesia, and the perception of somatic pain.
Electrical stimulation of these receptor sites has been
shown to result in relief from pain and can be antagonized
by narcotic antagonists. Furthermore, the analgesic
actions of TENS can be reversed with antagonists like
naloxone (9,10). This suggests that TENS and TCES
may be producing analgesia by stimulating increased pro-
duction and/or release of the body’s endogenous analgesics,
the endorphins, enkephalins, serotonin and/or other
neurotransmitters and neuromodulators (5,11–13,43–
46,63–65).

To separate facts from empiricism and anecdotal infor-
mation for several years, teams of researchers and clin-
icians attempted to show in animals and in humans what
are the neurobiological mechanisms brought into pay by
the TCES with currents of Limoge. For that reason, a study
was conducted in France on rats on TCES potentiation of
halothane-induced anesthesia and the role of endogenous
opioid peptides was addressed (19). Carried out in double
blind for 10 h prior to tracheotomy and the inhalation of
halothane, the TCES provoked in the stimulated rats
(TCES group, n¼ 10), a significant decrease (p< 0.001)
in the Minimum Alveolar Concentration of Halothane
(MACH) in comparison with the nonstimulated rats (con-

trol group, n¼ 10). This effect was completely inhibited by
a subcutaneous injection of 2 mg/kg of naloxone (antagonist
of morphine), which restored the MACH to its initial value
in the TCES group without affecting the control group
(Fig. 6). Moreover, TCES potentiation of halothane-induced
anesthesia was dramatically increased by inhibition of
enkephalin degradation. Thus the decrease of the MACH
is associated with the potentiation the analgesic action of
enkephalins released in the cellular space by TCES. These
results demonstrate the direct involvement of endogenous
opioid peptides on therapeutic effects of TCES.

In addition, a double-blind study carried out during
labor and delivery on parturients to provide evidence of
a mode of action of TCES on maternal plasma secretion of
b-endorphins (66). To evaluate the rate of b-endorphins,
blood samples were drawn from two groups of voluntary
women in parturition ( a TCES group, n¼ 23, and a control
group, n¼ 17) at four precise stages: at the moment the
electric generator was attached, after 1 h of the current
application, at the time of complete dilatation, and finally
after the delivery. The dosages were achieved by the radio-
immuno enzymatic method. The plasmatic rate of b-endor-
phins was identical in the beginning for the two groups as
those described in the literature, but this rate was pro-
gressively augmented in a significant fashion during the
course of the labor from the first hour (p< 0.05) for the
TCES group (Table 1).

It is more interesting to know the rate of endorphins
produced in the cerebral structures known for their abun-
dance of opiate receptors, more so than in the plasma. The
exploration of the effects of TCES on brain opioid peptides
was conducted at the Vishnevski Institute in Moscow by
dosing endorphins in the cerebral spinal fluid (CSF) before
cardiac surgery and after 30 min of TCES. The dosage
showed that TCES augmented significantly (p< 0.01)
the rate of b-endorphins in the CSF when compared to
the control group and the effects of TCES reversed by
naloxone (49,67,68).

These studies can partially explain the mode of action of
TCES with currents of Limoge in the brain and permit not
only rectification of protocols for clinical trials already
carried out, but also provide better indication for utiliza-
tion of TCES.

For all clinical applications, it must be keep in mind that
the currents of Limoge provoke endogenous neurosecre-
tions (7), which are not immediate, they require a certain
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amount of time for their induction, and then are main-
tained all along the stimulation application. In conse-
quence, the utilization of this technique in classical
anesthesia is not the best indication except for major
interventions of long duration. One must also remember
that during > 10,000 major surgical interventions carried
out under classical anesthesia combined with TCES it has
been proven that the Limoge currents has a potentiation
effect on opioid and non-opioid analgesics, morphinomi-
metics, psychotropes, and psycholeptics, (14–20) and this
potentiation allows a decrease in drug doses, and therefore
a decrease in toxicity. But one must admit objectively that,
during past years, progress in chemical anesthesia has
been so successful that the TCES will not replace classical
anesthesia. The potentiation of drugs nevertheless by
TCES can open new perspectives in the treatment of pain
whether postoperative or chronic. To be precise the poten-
tiation of opioid analgesia by TCES under specific condi-
tions, was demonstrated by Stinus et al. (17). The authors
showed that potentiation was a function of (a) the intensity
of the stimulation, (b) the opioid dose administered, (c) the
duration of TCES applied preceding opioid administration,
and (d) the position and the polarity of the electrodes. This
experimental approach was of prime importance as it
allowed determination of the most efficient parameters,
studied the therapeutic effects of TCES in humans, and
increased our knowledge of the effects of TCES on neuro-
biological substrates.

Taking account of animal experimentation and clinical
trials, one must know that to be successful in clinical
applications, a correct basal protocol for TCES use should
be followed. The main parameters are, the correct place-
ment of the electrodes, starting electrostimulation no< 2 h

prior to the introduction of drugs and continuation of TCES
delivery during the pharmacokinetic action of drugs.

Abolition of Postoperative Pain (Fig. 3). Patients operated
under TCES associated with pharmaceutical anesthesia
complain strikingly less often about pain than those oper-
ated with a classical anesthesia. The TCES method induces
a postoperative analgesia for an average of 16 h. A double-
blind study has been made during per and postoperative
period on 39 patients (TCES group n¼ 20 and control group
n¼ 19) undergoing an abdominal surgery (20). Upon arri-
val in the recovery room, patients were given a computer-
ized, patient-controlled analgesia (PCA) device to deliver
IV buprenorphine (50 mg boluses, 30 min lock-out) during
the first four postoperative hours. The recorded variables
included postoperative requirements, pain scores with
pain visual analogue scale (VAS) (from 0¼no pain to
10¼worst), sedation, (from 0¼not arousable to 4¼ awake)
awake) and were collected hourly from the first to the sixth
postoperative hour by a blinded investigator. There was a
highly significant reduction of cumulative buprenorphine
requirements in the TCES group compared with the con-
trol group (2.36� 0.19 vs. 3.43� 0.29 mg�kg�1 h�1; p< 0.01)
(Table 2). At each postoperative hour, patients required
less buprenorphine in the TCES group. These results
indicate that TCES reduces narcotic requirements for post-
operative analgesia. TCES may have potential to facilitate
early postoperative analgesia in patients undergoing major
surgery.Therefore this technique allows a maximal restric-
tion of pharmaceutical contribution.

Obstetric Electroanalgesia (66,69). In order to test the
analgesic efficacy of TCES with Limoge currents during
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Table 1. Evaluation of b-Endorphin During Labor and Delivery on Parturientsa

b-Endorphin Plasmatic Rate, pg �mL�1

Medication Labor Time Installation After 1 h Dilatation Delivery

Control (n¼ 17) Peridural: 1 patient <1 h 30 min: 4 patients
Morphine: 11 patients >1 h 30 min: 13 patients 123 (�12) 127 (�10) 124 160

None: 5 patients
TCES (n¼ 23) Peridural: 2 patient <1 h 30 min: 11 patients

Morphine: 3 patients >1 h 30 min: 12 patients 133 (�11) N.S.b 167 (�12)c 186 182

None: 18 patients

aResults of b-endorphin rates are expressed as mean � s.e.m. (when available).
bN.S. indicates no difference between b-endorphin rates of control and TCES groups when measured at the installation of labor.
cIndicates significant difference between b-endorphin rates of control and TCES groups (t-test, p<0.05) when measured 1 h after the installation of labor.

Table 2. Buprenorphine Consumptiona

Postoperative hours (H) TCES Control

H1 1.35�0.15 1.57�0.13
H2 0.90�0.16 1.21�0.18
H3 0.60�0.15 1.10�0.16b

H4 0.60�0.18 1.00�0.15b

Total dose (mg�kg�1�h�1) 2.36�0.19 3.43� 0.29c

aData are expressed as mean�SEM.
bp<0.05.
cp< 0.01.



labor and delivery, a double-blind study was performed
with ‘‘anesthelec’’ on 20 cases for whom analgesia was
necessary (TCES group I, current ‘‘on’’, n¼ 10, and control
group II, current ‘‘off ’’, n¼ 10). Labor and delivery were
carried out by a medical team different from those using
the anesthelec. The results showed that TCES, with or
without nitrous oxide inhalation, decreases by 80% the
number of epidural analgesia or general anesthesia that
would otherwise have been unavoidable. To define the
effects of TCES, maternal and fetal parameters of 50
deliveries carried out under TCES were compared with
50 deliveries carried out under epidural analgesia (70).

TCES was used only if analgesia was required. These
clinical trials were a retrospective comparison between two
similar nonpaired series. Despite the fact that analgesia
obtained with TCES was less powerful than with epidural
analgesia, this method showed many advantages: total
safety for the child and the mother, easy utilization,
shorter labor time, decreased number of instrumental
extractions and potentially reduced costs. Good acceptance
and satisfaction for the mother should stimulate a rapid
evolution and acceptance of this new method.

The TCES method should be applied following the first
contractions. Analgesia is established after 40 min of sti-
mulation. A diminution of pain is achieved that is compar-
able to that obtained after an injection (IV) of morphine
(but it is less profound than with epidural analgesia), a
decrease in vigilance with euphoria is obtained without
inducing sleep, but allowing compensatory rest between
contractions. The pupils are enlarged. Stimulation is
applied throughout the birthing procedure and residual
analgesia persists for several hours following delivery.
Results are best if the expectant mother participates in
a preparatory course for the birthing experience or if she
uses musicotherapy in conjunction with TCES. If analgesia
is insufficient it is possible to have patients breath nitrous
oxide and oxygen (50:50) or to administer an epidural
analgesia for the remainder of procedure. Thus obstetrical
analgesia utilizing the currents of Limoge allows a reduc-
tion of labor time in all primapares (p< 0.001) and is
without risk to the mother or child. Mothers in labor
appreciate this simple, nonmedicinal, nonpainful techni-
que that allows them to actively participate in the delivery.

Electropharmaceutical Anesthesia in Long Duration Micro-
surgery. For major operations and those of long duration
the results are most encouraging as TCES permits a reduc-
tion of anxiolytics and neuroleptics by 45% and reduction
of morphinomimetics by 90% and demonstrates the pos-
sibilities of drug potentiation to prolong analgesia while
at the same time providing a less depressive general anes-
thetic (7,58,59,68). Early results have improved thanks to
animal research and revision of protocols more particularly
(17–19). In 1972, it was not know to begin electrostimula-
tion three hours prior to medicinal induction (4).

Potentiation of Morphine Analgesia for Patients with
Chronic Pain and Associate Problems (71). For all neurophy-
siological applications, a basic protocol must be followed.
This protocol is as follows: If the patient is being treated
pharmacologically, for the first time, never stop the che-

mical medication but diminish the dosage each day until a
threshold dose is obtained according to the particular
pathology and the patient. Begin TCES at least 1 h before
medication whether it be on awakening in the morning or
2 h prior to going to bed. (There is no contraindication in
maintenance of stimulation all-night long.)

If the patient is not being treated chemically, the effect
of the current is best if there is a ‘‘starter dosage’’ of
medicine. It is therefore recommended that a weak med-
icinal dose be prescribed according to the pathology and
begin the TCES 1 h before the patient takes the dose, and
continue stimulation during the time of pharmacocinetic
action of the medicine.

This protocol will permit treatment of cancer patients at
home whenever possible under medical supervision: This is
a less traumatizing course of action than having the patients
come into hospital every day. In the beginning, one must
maintain the standard pain medication therapy and the
patient should be connected to the Limoge Current gen-
erator for 12 h (during the night, if possible); the potenti-
ometer is turned clockwise to a reading of 35 V and 250–300
mA, peak to peak. After this first treatment phase, the
patient can use the machine for 3 h whenever they feels
the need. The analgesic effect of TCES may not appear until
the third day of treatment. Then TCES is initiated upon
awakening. After 1 h, standard pain medication is given and
TCES therapy is continued for another hour. Three hours
before bedtime, TCES is again administered for 2 h, then
standard pain medication is given and TCES therapy con-
tinued for another hour. The patient should enjoy restful
sleep. After 8 days, the standard pain medication therapeu-
tic dose should be decreased gradually, but not totally
terminated. After this status has been achieved, patients
may use the machine whenever they feel the need, for 3 h
preferably with the reduced dose of the standard pain
medication. The minimal therapeutic dose of the pain med-
ication, however, may have to be adjusted upward some-
what due to individual differences in some patients.

CONCLUSION

All numerous and previous clinical trials have demon-
strated that TCES reduces narcotic (fentanyl) require-
ments in patients undergoing urologic operations with
pure neuroleptanesthesia (droperidol, diazepam, fentanyl,
and air-oxygen) (20,36–38). Use of TCES in a randomized
double-blind trial of these patients resulted in a 40%
decrease in fentanyl requirements for the entire operation.
Unfortunenately, while available TCES units (using cur-
rents of 250–300 mA peak to peak, with an average inten-
sity of zero) provide analgesia and amnesia, they do not
produce complete anesthesia. Whether any form of TCES
or the use of very high frequency (VHF) will provide more
analgesia and amnesia, that is, amounts sufficient to result
in complete anesthesia without need for pharmaceutical
supplementation, without problems has yet to be carefully
evaluated but obviously needs to be studied. Considerable
research must continue in this area.

Theoretically, lower doses of narcotics or lower concen-
trations of inhalation anesthetics should result in fewer
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alterations in major organ system function during anesthe-
sia. This could mean that anesthesia with TCES produces
less physiological insult than more standard anesthetic
techniques and results in a shorter postoperative recovery
period. It has been observed that TCES plus N2O results in
analgesia that persists after stimulation is terminated and
N2O is exhaled (7,14,15,20,58–60). This suggests that
intraoperative use of TCES might reduce postanesthetic
analgesic requirements, and that future clinical trials must
be initiated to confirm this suggestion.

The 30.000 plus major interventions realized under
TCES in France and in Russia since 1972 and the > 5000
drug withdrawals undertaken in opioid addicted patients at
the Medical Center of the University of Bordeaux since 1979
without even the most minor incident permits us to conclude
that the currents of LIMOGE are absolutely innocuous and
cause no side effects. This simple technique reduced the use
of sedative medicaments such as psychotropes or psycho-
leptics that often lead to ‘‘legal’’ addiction. The TCES is
atoxic, reproductible, causes no personality change and is
without habituation. Briefly, this technique fits perfectly
into the domaine of all aspects of classical and alternative
medicine as well as human ecology.
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électromédicamenteuse en chirurgie urologique majeure.
Bull Acad Méd 1972;156:352–359.

37. Debras C, Coeytaux R, Limoge A, Cara M. Electromedica-
mentous anesthesia in Man. Preliminary results Rev I E S A
1974; 18–19, 57–68.

38. Limoge A, Cara M, Debras C. Electrotherapeutic Sleep and
Electroanesthesia. Paris: Masson; 1978.

ELECTROANALGESIA, SYSTEMIC 33



39. Melzack R, Wall PD. Pain mechanism: a new theory. Science
1965;150:971–79.

40. Wall PD. The gate control theory of pain mechanisms.
A re-examination and re-statement. Brain 1978;101:1–
18.

41. Sjölund B, Ericson R. Electropuncture and endogenous mor-
phines. Lancet 1975;2:1085.

42. Fox EJ, Melzach. Transcutaneous nerve stimulation and
acupuncture. Comparison of treatment for low back pain.
Pain 1976;2:141–149.

43. Akil H, et al. Encephaline-like material elevated in ventricular
cerebrospinal fluid of pain patient after analgesic focal stimula-
tion. Science 1978;201:463.

44. Henry JL. Substance P and pain: An updating. Trends Neu-
rosc 1980;3:95–97.

45. Le Bars D. Serotonin and pain. In: Osbone NN, Hamon M,
editors. Neuronal Serotonin. New York: John Wiley & Sons
Ltd.; 1988. Chapt. 7. p 171–229.

46. Bailey PL, et al. Transcutaneous cranial electrical stimula-
tion, experimental pain and plasma b-endorphin in man.
Pain 1984;2:S66.

47. Willer JC, Boureau F, Albe-Fessard D. Role of large dia-
meter cutaneous afferents in transmission of nociceptive
messages: electrical study in man. Brain Res 1978;132:
358–364.

48. Willer JC, Boureau F, Albe-Fessard D. Human nociceptive
reactors; effects of spacial sommation of afferent input
from relatively large diameter fibers. Brain Res 1980;201:
465–70.

49. Pederson M, McDonald S, Long DM. An investigation deter-
mining the efficacy of TENS and the use of analgesia during
labor in groups of women. Pain 1984;2:S69.

50. Melzack R, Stillwell D, Fox E. Trigger points and acupunc-
ture points for pain: Correlations and implications. Pain
1977;3:23–28.

51. Hanai F. Effect of electrical stimulation of peripheral nerves
on neuropathic pain. Spine 2000;25:1886–1892.

52. Campbell JN, Long DM. Peripheral nerve stimulation in the
treatment of intractable pain. J Neurosurg 1976;45:692–
699.

53. Woolf CJ. Transcutaneous electrical nerve stimulation and
the reaction to experimental pain in human subjects. Pain
1979;7:115–127.

54. Kim WS. Clinical study of the management of postoperative
pain with transcutaneous electrical nerve stimulation. Pain
1984;2:S73.

55. Park SP, et al. Transcutaneous electrical nerve stimul-
ation. (TENS) for postoperative pain control. Pain 1984;2:
S68.

56. Wilson OB, et al. The influence of electrical variables on
analgesia produced by low current transcranial electrosti-
mulation of rats. Anesth Analg 1989;68:673–681.

57. Limoge A, Boisgontier MT. Characteristics of electric cur-
rents used in human anesthesiology. NATO-ASI Series. In:
Rybak B, editor. Advanced Technobiology. Germantown
(MD): Sijthoff & Noordhoff; 1979. p 437–446.

58. Debras C, et al. Use of Limoge’s current in human anesthe-
siology. NATO-ASI Series. In: Rybak B, editor. Advanced
technobiology. Germantown (MD): Sijthoff & Noordhoff;
1979. p 447–465.

59. Limoge A, et al. Electrical anesthesia. In: Spiedijk J, Feldman
SA, Mattie H, Stanley TH, editors. Developments in Drugs
Used in Anesthesia. The Boerhave Series. Leiden: University
Press; 1981. p 121–134.

60. Limoge A, Dixmerias-Iskandar F. A personal experience
using Limoge’s current during a major surgery. Anesth Analg
2004;99:309.

61. Shealy CN, Mortimer JT, Reswick JB. Electrical inhibition of
pain by stimulation of the dorsal columns. Anesth Analg
1967;46:489–91.

62. Burton CV. Safety and clinical efficacy of implanted neu-
roaugmentive spinal devices for the relief of pain. Appl
Neurophysiol 1977;40:175–183.

63. Prieur G, et al. Approche mathématique de l’action biologique
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INTRODUCTION

Digital computers have the ability to store tremendous
amount of data and retrieve them with amazing speed
for further processing and display. These attributes of
computers make them extremely useful in a modern clinic
or hospital environment. Computers play a central role in
medical diagnosis and treatment as well as management of
all processes and information in the hospital including
patient data. Computers greatly facilitate the recording
and retrieval of patient data in a simple way. All areas of
hospital including patient admittance and discharge, the
wards, all specialty areas, clinical and research labora-
tories are now interconnected through computer intranet
and even nationally or globally connected through compu-
ter internet networks. This arrangement provides for bet-
ter coordination of patient management throughout
various hospital departments, and reduces patient waiting
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times. Obviously, computers also play a very important
role in all aspects of administration and management of the
hospital like other sophisticated institutions. Therefore,
they greatly facilitate the overall planning and operation of
the hospital resulting in improved healthcare services.

As the electrocardiographic (ECG) signal is one of the
most, if not the most, measured and monitored vital signs,
computers have had a tremendous impact in electrocardio-
graphy. One of the most well known areas of application of
computers in medical diagnosis is their use in recording,
monitoring, analysis and interpretation of ECG signals.
Computers reduce interpretation time and ensure improved
reliability and consistency of interpretation. Computers
assist cardiologists by providing cost-effective and efficient
means in ECG interpretation and relieve them from the
tedious task of reviewing large numbers of ECG recordings.
Computers also increase the diagnostic potential of ECG
signals. Of course, cardiologists consider patient history, the
details of the morphology of the ECG signals and other
pertinent patient data backed by their clinical knowledge
and experience to make a complete diagnosis. It should be
clearly stated and emphasized that computers do in no way
relieve the physicians of forming a complete clinical deci-
sion. However, computers provide them with information on
the ECG examination in a clearer fashion and save them
from the burden of routine, repetitive, and subjective cal-
culations. An additional advantage of using computers in
electrocardiography is the ease of storage and retrieval of
ECG data for further study and analysis.

Computer processing of ECG signals, which are analo-
gue in nature with amplitudes in low millivolt range and
low frequency content (0.05–150 Hz), involves digitization
with a typical sampling frequency of 500 Hz and 12 bit
resolution in analog-to-digital conversion process. Further
processing involves digital filtering, removal of powerline
and biological artifacts (like EMG interference), averaging
and automatic measurement of amplitudes and durations
of different parts of the ECG signal. Computer analysis
programs developed based upon the interpretative experi-
ence of thousands of experts performed on millions of ECG
records, provide important ECG waveform components,
such as amplitude, duration, slope, intervals, transform
domain features, and interrelationships between individual
waves of the ECG signal relative to one another. These
parameters are then compared with those derived from
normal ECGs to decide whether there is an abnormality
in the recordings. There are a wealth of algorithms and
methods developed over several decades to assist with
computer-aided analysis and interpretation of ECG signals.

Computer-assisted ECG analysis is widely performed in
ECG monitoring and interpretation. This method is effec-
tively deployed in routine intensive care monitoring of
cardiac patients, where the ECGs of several patients are
continuously monitored to detect life-threatening abnorm-
alities. The purpose of monitoring is not only to detect and
treat ventricular fibrillation or cardiac arrests, but also to
detect the occurrence of less threatening abnormalities like
heart blocks and arrhythmias. The occurrence of such
episodes and their timely detection helps clinicians to make
early diagnostic decisions and take appropriate therapeu-
tic measures. The accurate detection of trends resulting in

dangerous cardiac abnormalities by visual inspection
of ECG displays or chart recorders is a difficult task.
Computer-assisted analysis of ECG signals to extract base-
lines, amplitudes, slopes, and other important parameters
to establish minimum and maximum values for these
parameters provides an efficient and accurate means to
track the nature of the ECG rhythms.

The ECG acquisition and analysis systems like many
other biomedical devices are designed to measure physiolo-
gical signals of clinical relevance and significance. To design
and effectively use appropriate instrumentation to measure
and process such signals, an understanding of the origin and
properties of these signals are of prime importance. This
article starts off with an attempt to present a distilled
overview of the origin of bioelectric signals in general,
and the electorcardiographic signal in particular. This over-
view sets the basis to briefly describe the cardiac vector and
its projection along specific directions (leads) providing the
surface ECG recordings and review the basic instrumenta-
tion necessary to record these signals. A detailed description
of a high end computer-based 12 lead clinical ECG acquisi-
tion and analysis system provides an example to appreciate
the role of computers in diagnostic electrocardiography. An
overview of the role of computers in high resolution electro-
cardiography (body surface potential mapping) and other
ECG-based diagnostic devices then follows. A brief intro-
duction to computer-based ECG monitoring systems and a
block diagram description of a QRS detection algorithm
illustrate how computer programming serves as a basis to
detect cardiac arrhythmias. The article ends with a web-
based ECG telemonitoring system as an example.

REVIEW OF BASIC CONCEPTS

From cellular physiology, we recall that biopotentials
are produced as a consequence of chemical activity of
excitable or irritable cells. Excitable cells are components
of the neural, muscular, glandular as well as many plant
tissues. More specifically, biopotentials are generated as
a consequence of ionic concentration difference of elec-
trolytes (mainly Naþ, Kþ, Cl� ions) across the cellular
membrane of excitable cells. Ionic differences are main-
tained by membrane permeability properties and active
transport mechanisms across the cellular membrane (ionic
pumps.)

The cellular membrane is a semipermeable lipid bilayer
that separates the extracellular and intracellular fluids
having different ionic concentrations. As a consequence of
semipermeability and differences in concentration of ions,
electrochemical gradients are set up across the membrane.
Ionic transfer across the membrane by diffusion and active
transport mechanisms results in the generation of a vol-
tage difference (membrane potential), which is negative
inside. The resting membrane potential is mainly estab-
lished by the efflux of Kþ ions due to diffusion and is
balanced by the consequent inward electric field due to
charge displacement. This equilibrium voltage can be esti-
mated by the Nernst equation (1), which results from
application of electric field theory and diffusion theory.
If we consider the effects of the three main ions, potassium
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(Kþ), sodium (Naþ), and chloride (Cl�), the Goldman–
Hodgkin and Katz equation can be used to calculate the
resting membrane potential (1).

The smallest sources of bioelectric signals (biosources)
are single excitable cells. These cells exhibit a quiescent
or resting membrane potential across the cellular mem-
brane of several millivolts (mV) (�90 mV with several
hundred milliseconds in duration for ventricular myo-
cytes). When adequately stimulated, the transmembrane
potential in excitable cells becomes positive inside with
respect to outside (depolarization) and action potentials are
generated (at the peak of the action potential in ventricular

myocytes, the membrane potential reaches about þ20 mV).
Action potentials are produced by sudden permeability
changes of cellular membrane to ions: primarily sodium
and potassium ions. Action potentials are all-or-none
monophasic waves of depolarization that travel unattenu-
ated with a constant amplitude and speed along the cel-
lular membrane (Fig. 1).

The excitable cells function in large groups as a single
unit and the net effect of all stimulated (active) cells
produces a time-varying electric field in the tissue sur-
rounding the biosource. The surrounding tissue is called a
volume conductor. The electric field spreads in the volume
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Figure 1. The monophasic action
potential, direction of conduction of
the action potential, and movement
of ions across the cellular mem-
brane. (Courtesy of Ref. 2.)



conductor and can be detected as small voltages by means
of bioelectrodes or simply electrodes placed in the tissue or
on the skin. Electrodes are sensors, which convert ionic
current flow in the living tissue to electronic current flow in
the electromedical instrument.

To understand the origin (electrogenesis) of biopotential
signals like ECG, we should consider the following:

1. Electrical activity (bioelectric phenomena) at the
cardiac cellular level and the extracellular poten-
tials generated as the result of the electrical activity
of single cardiac cells placed in a large homogeneous
bathing (conducting) medium with the same compo-
sition as body fluids (volume conductor fields of
simple bioelectric sources).

2. Extracellular potentials generated as the result of
the electrical activity of a large number of myocar-
dial cells (tissues) placed in a large conducting
medium with the ionic composition of body fluids
(volume conductor fields of complex bioelectric
sources).

3. The relationship between these extracellular poten-
tials and the gross electrical activity recorded on the
body surface as ECG signals.

A simplified version of the volume conductor problem at
the cellular level can be considered as follows. If a single
excitable cell is placed in a bathing conductive medium, it
acts like a constant current source. When the biosource
becomes adequately depolarized, an action potential is
generated across its membrane and it injects a current
to the surrounding medium. The conductive medium pre-
sents as a load with a long range of loading conditions
depending on its geometry, temperature, and so on. The
lines of current flowing out of the excitable cell into the
volume conductor with a specific resistance r, gives rise to
an extracellular field potential proportional to the trans-
membrane current (im) and the medium resistance (r)
according to Ohm’s law. Obviously, the extracellular field
potential increases with higher values of membrane
current or tissue resistance.

There has been considerable debate about the exact
relationship between the action potential across the cellu-
lar membrane and the shape of the extracellular field
potential. However, the work of many researchers with
different types of excitable cells has confirmed that the
extracellular field potential resembles the second deriva-
tive of the transmembrane action potential. This means
that a monophasic action potential creates a triphasic
extracellular field potential (1). It has also been shown
that the extracellular field potential is shorter in duration
and much smaller in magnitude (mV compared to mV). Of
course, this relationship has been established for cases
when the geometry of the biosource and its surrounding
environment is simple and the volume conductor is iso-
tropic (uniform in all directions).

More realistically, when a piece of excitable tissue in the
living organism becomes electrically active it becomes depo-
larized, acts like a point current source and injects a current
into the anisotropic volume conductor comprised of tissues

and body fluids surrounding it with different conductances
(resistances). Consequently, the spatial distribution of cur-
rent will not resemble that of a simple dipole placed in an
isotropic volume conductor. However, it has been shown that
an active nerve trunk (comprised of thousands of sensory and
motor nerve fibers simultaneously stimulated) placed in a
large homogeneous volume conductor generates an extracel-
lular field potential which is quite similar in shape to that of a
single nerve fiber (1). It is concluded that, the extracellular
field potential is formed from the contributions of super-
imposed electric fields of the component biosources in the
nerve trunk. The general form of the extracellular field
potential of a nerve trunk in response to electrical stimulation
is triphasic, it has amplitude in the microvolt range and it
loses both amplitude and high frequency content at large
radial distances from the nerve trunk. It is observed that the
major contribution to the triphasic extracellular field poten-
tial is from the motor nerves in the trunk. It has also been
shown that with a change in the volume conductor load (e.g.,
an increase in the specific resistance of the volume conductor
or a decrease in the radial distance from the complex bio-
source) the amplitude of the recorded extracellular field
potential increases (1).

The concepts discussed above are directly applicable to
explain the relationship between the extracellular field
potentials generated by complex and distributed bio-
sources (current generators) like the cardiac tissue, the
muscles, and the brain and their electrical activities
recorded on the body surface as ECG, electromyogram
(EMG) and electroencephalogram (EEG) signals.

In summary, excitable cells and tissues (biosources),
when adequately stimulated, generate monophasic action
potentials. These action potentials cause the injection of
constant currents into a large bathing medium surround-
ing the biosource (considered as a point current source). As
a result of the current flow in the volume conductor with
specific resistance, extracellular field potentials are gen-
erated in the medium. These field potentials are triphasic
in shape, of shorter duration and smaller amplitude com-
pared to the transmembrane action potential. As the resis-
tivity of the medium increases and the radial distance from
the biosource decreases, the field potential increases.
These field potentials are recorded as clinically useful
signals on the body surface.

The biopotentials most frequently measured and mon-
itored in modern clinics and hospitals are electrocardio-
gram (ECG: a recording of the electrical activity of the
heart), electromyogram (EMG: a recording of the electrical
activity of the muscle), electroencephalogram (EEG: a
recording of the electrical activity of the brain), and others.
Based on the physiological concepts reviewed above, now
we present a brief overview of the electrogenesis of the
ECG signals that carry a wealth of information about the
state of health and disease of the heart. Having done this,
we look at basics of electrocardiography.

BASICS OF ELECTROCARDIOGRAPHY

The conduction system of the heart consists of the sinoa-
trial (SA) node, the internodal tracts, the atrioventricular
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(AV) node, the bundle of histidene (His), the right bundle
branch (RBB), the left bundle branch (LBB), and the
Purkinjie network. The rhythmic electrical activity of
the heart (cardiac impulse) originates in the SA node. This
node is known as the natural pacemaker of the heart,
approximately the size of the tip of a pencil, located at
the junction of the superior vena cava and the right atrium.
The impulse then propagates through internodal and
interatrial (Buchmans’s bundle) tracts. As a consequence,
the pacemaker activity reaches the AV node by cell-to-cell
atrial conduction and activates the right and left atrium in
an organised manner. The pacemaker action potential has
a fast activation phase, a very short steady recovery phase,
followed by a fairly rapid recovery phase and a character-
istic slow depolarization phase leading to self-excitation
(Fig. 2). The pacemaker cells of the SA node act as a
biological oscillator.

As atria and ventricles are separated by fibrous tissue,
direct conduction of cardiac impulse from the atria to the
ventricles can not occur and activation must follow a path
that starts in the atrium at the AV node. The cardiac
impulse is delayed in the AV node for � 100 ms. It then
proceeds through the bundle of His, the RBB, the LBB, and
finally to the terminal Purkinjie fibers that arborize and
invaginate the endocardial ventricular tissue. The delay in
the AV node is beneficial since electrical activation of
cardiac muscle initiates its successive mechanical contrac-
tion. This delay allows enough time for completion of atrial
contraction and pumping of blood into the ventricles. Once
the cardiac impulse reaches the bundle of His, conduction

is very rapid, resulting in the initiation of ventricular
activation over a wide range. The subsequent cell-to-cell
propagation of electrical activity is highly sequenced and
coordinated resulting in a highly synchronous and efficient
pumping action by the ventricles.

Essentially, an overall understanding of the genesis of
the ECG waveform (cardiac field potentials recorded on the
body surface) can be based on a cardiac current dipole
model placed in an infinite (extensive) volume conductor.
In this model, an active (depolarizing) region of the tissue is
considered electronegative with respect to an inactive
(repolarizing) region. Therefore, a boundary or separation
exists between negative and positive charges. This is
regarded as a current dipole: a current source and sink
separated by a distance. According to the dipole concept, a
traveling excitation region can be considered as a dipole
moving with its positive pole facing the direction of pro-
pagation. Thus a nearby recording electrode placed in the
surrounding volume conductor (referenced to an indiffer-
ent electrode placed in a region of zero potential) will detect
a positive-going field potential as excitation approaches
and a negative-going field potential as it passes away.
Repolarization (recovery) is considered as a dipole with
its negative pole facing the direction of propagation. There-
fore, the propagation of excitation can be considered as the
advance of an array of positive charges with negative
charges trailing and the recovery could be considered
as the approach of negative charges with positive ones
trailing. Consequently, an upward deflection in the biopo-
tential recording indicates the approaching of excitation
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Figure 2. Wavesforms of action potentials in different specialized cells in the conductive pathway
of a normal heart and their contribution with color coding to the surface ECG. (Courtesy of Ref. 2.)



(depolarization) toward the positive (recording) electrode
and a downward deflection indicates a recovery (depolar-
ization) in the recorded signal.

As the wave of excitation (depolarization) spreads
throughout the conductive pathways and tissues, specific
excitation regions called isochrones are synchronously
excited. In the ventricles, these synchronous activation
regions propagate in a temporally and spatially orderly
fashion from the endocardial to the epicardial direction
(Fig. 3.)

In a localized region of the heart many cells are simul-
taneously activated because of the high electrical and
mechanical coupling (functional syncytium) between the
myocardial cells. Each activation region can be viewed as
an elementary dipole, and all elementary dipoles could be
vectorially added to all others to form a single net dipole.
(For more details on simple and multiple dipole models see
the section Electrocardiography.) Therefore, at each
instant of time, the total cardiac activity can be repre-
sented by a net equivalent dipole current source. The
electric field produced by this dipole source represents
the total electrical activity of the heart and is recorded
at the body surface as the ECG signal (Fig. 4). (For quan-
titative details see chapter 6 in Ref. 2.)

In the early 1900, Einthoven postulated that the cardiac
excitation could be viewed as a vector. He drew an equi-
lateral triangle with two vertices at two shoulders and one
at the navel (representing the left leg). With the cardiac
vector representing the spread of cardiac excitation inside
the triangle, the potential difference measured between
two vertices of the triangle (known as the limb leads) with
respect to right leg, is proportional to the projection of the
vector on each side of the triangle (Fig. 5).

In summary, based on the aforementioned concepts,
electrocardiographers have developed an oversimplified
model to explain the electrical activity of the heart. In this
model, the heart is considered as an electric dipole (points
of equal positive and negative charges separated from one

another by a distance), denoted by a spatiotemporally chan-
ging dipole moment vector M. This dipole moment (amount of
charge times distance between positive and negative charges)
is called the cardiac vector. As the wave of depolarization
spreads throughout the cardiac cycle, the magnitude and
orientation of the cardiac vector changes and the resulting
bioelectric potentials appear throughout the body and on its
surface. The potential differences (ECG signals) are mea-
sured by placing electrodes on the body surface and connected
to biopotential amplifier. (For details, see the section Bioelec-
trodes, and Electrocardiographic Monitors.) In making these
potential measurements, the amplifier has a very high input
impedance to minimally disturb the cardiac electric field that
produces the ECG signal. As it was discussed before, when
the depolarization wavefront points toward the recording
positive electrode (connected to the þ input terminal of the
bioamplifier), the output ECG signal will be positive going,
and when it points toward the negative electrode, the ECG
signal will be negative going. The time varying cardiac vector
produces the surface ECG signal with its characteristics P
wave, QRS complex, and T wave during the cardiac cycle.
These field potentials are measured by using bioelectrodes
and biopotential amplifiers to record the ECG tracings.

BASIC INSTRUMENTATION TO RECORD ECG SIGNALS

As the electrical events in the normal heart precede its
mechanical function, ECG signals are of great clinical
value in diagnosis and monitoring of a wide variety of
cardiac abnormalities including myocardial infarction
and chamber enlargements. Therefore, ECG signal acqui-
sition systems are widely used in cardiology, cardiac cathe-
terization laboratories, intensive and cardiac care units,
and at patient’s bedside, among other areas.

As it was described earlier, the electrical activity of
the heart can be best modeled and characterized by
vector quantities. However, it is easier to measure scalar
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Figure 3. Isochrone surfaces in ventri-
cular activation color coded to show
spatiotemporal propagation. (Courtesy
of Ref. 2.)



quantities, such as potential differences between specified
points on the torso known as surface ECGs. These ECG
signals have a diagnostically significant frequency content
between 0.05 and 150 Hz. To ensure stability of the baseline,
a good low frequency response is required. The instabilities
in the baseline recordings originate from changes in the
electrode–electrolyte interface at the point of contact of the
bioelectrode with the skin. (For details see the section Bioe-
lectrodes.) To faithfully record fast changes in the ECG
signals and distinguish between other interfering signals
of biological origin, adequate high frequency response is
necessary. This upper frequency value is a compromise
between several factors including limitation of mechanical
recording parts of ECG machines using direct writing chart
recorders.

To amplify the ECG signals and reject nonbiological
(e.g., powerline noise) as well as biological interferences
(e.g., EMG), differential amplifiers (DAs) with high gains
(typically 1000 or 60 dB) and excellent common mode
rejection capabilities must be used. Typically, common
mode rejection ratios (CMMRs) in the range of 80–
120 dB with 5 KV imbalance between differential amplifier
input leads provide a desirable level of environmental and
biological noise and artifact rejection in ECG acquisition
systems. In addition to this, in very noisy environments it
becomes necessary to engage a notch (band-reject) filter
centered at 60 Hz or 50 Hz (in some countries) to reduce
powerline noise further. A good review of adaptive filtering
method applied to ECG powerline noise removal is given in
Adaptive Filter Theory by Simon Haykin (4).
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Figure 4. The total cardiac electri-
cal activity represented by the net
dipole (cardiac vector) during differ-
ent phases of the cardiac cycle and
its projection along the frontal plane
electrocardiographic leads (I, II, and
III). (Courtesy of Ref. 3.)



Many modern biomedical instruments use instrumen-
tation amplifiers (IAs). These amplifiers are advanced
versions of differential amplifiers enhanced with many
additional desirable characteristics such as very high input
impedance > 100 MV) to prevent loading the small ECG
signals to be picked up from the skin. The final stages of the
ECG amplifier module limit the system’s response (band
pass filtering) to the desirable range of frequencies for
diagnostic (i.e., 0.05–150 Hz) or monitoring (i.e., 0.5–
40 Hz) purposes. A more limited bandwidth in the mon-
itoring mode provides improved signal to noise ratio and
removes ECG baseline drift due to half-cell potentials
generated at the electrode/electrolyte interface and motion
artifacts. Driven right-leg amplifiers improve the CMRR.
The amplified and adequately filtered ECG signals are
then applied to display, recording or digitization modules
of a computer-based ECG acquisition system. Detailed
specifications for diagnostic ECGs have been developed
by the American National Standards Institute (5). For
more detailed specification and design as well as other
aspects of ECG instrumentation and measurements, see
the Appendix, Bioelectrodes, Electrocardiography, and
Electrocardiographic Monitors.

COMPUTER SYSTEMS IN ELECTROCARDIOGRAPHY

Diagnostic Computer-Based ECG Systems

Heart diseases cause a significant mortality rate in the
world. Accurate diagnosis of heart abnormalities at an
early stage could be the best way to save patients from
disability or death. The ECG signal has considerable diag-
nostic value and ECG monitoring is a very well established
and commonly used clinical method. Diagnostic ECG test-
ing is performed in a doctor’s office, in a clinic or hospital as
a routine check up. In this test, a full 12-lead ECG (to be
described later) is acquired from a resting subject and
displayed on a chart recorder or a computer screen to
diagnose cardiac diseases. In cardiac care units (CCUs),
a patient’s single lead ECG may be continuously acquired
and displayed on a cathode ray tube (CRT) or a computer
screen for signs of cardiac beat abnormalities. The ECG

monitoring capabilities are now an integral part of a num-
ber of other medical devises, such as cardiotachometers,
Holter monitors, cardiac pacemakers, and automatic defi-
brillators.

Most of the traditional clinical ECG machines used a
single channel amplifier and recording system. The recod-
ing was achieved using a direct writing chart recorder. In
modern systems, however, computer memory, display
screen and printing capabilities are deployed to record,
display and report the ECG data. Traditional single chan-
nel systems used a multiposition switch to select the
desired lead connection (I, II, III, aVR, aVL, aVF, V1, V2,
V3, V4, V5, and V6) and apply it to the biopotential amplifier
and chart recorder. Only one ECG lead at a time could be
selected and recorded with these machines. The block
diagram of a modern single channel computer-based
ECG acquisition system is shown in Fig. 6.

Most of the modern ECG machines are multichannel
systems. They include several amplifier channels and
record several ECG leads simultaneously. This feature
enables them to considerably reduce the time required to
complete a set of standard clinical ECG recordings. As the
ECG leads are recorded simultaneously, they can be shown
in their proper temporal relationship with respect to each
other. These systems use microprocessors to acquire the
cardiac signals from the standard 12-lead configuration by
sequencing the lead selector to capture four groups of three
lead signals, and switch groups every few seconds. The
high end computer-based systems capture all 12-leads
simultaneously and are capable of real-time acquisition
and display of the standard 12-lead clinical ECG signals
(see Example below.)

Modern ECG acquisition systems achieve certain desir-
able features, such as removal of artifacts, baseline wan-
der, and centering of the ECG tracings by using specialized
computer algorithms. These systems perform automatic
self-testing on power up and check for lead continuity and
polarity and indicate lead fall-off or reversal. They deploy
digital filters implemented in software to considerably
improve the ECG signal quality and automatically remove
baseline drift and reduce excessive powerline and biologi-
cal noise. Powerful software programs not only minimize
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Figure 5. Einthoven equilateral
triangle. The vertices are LA (left
arm), RA (right arm), and LL (left
leg). The RL (right leg) is used as a
reference for potential difference
measurements and is not shown. I,
II and III represent electrocardio-
graphic frontal limb leads. The þ
and – represent connection to the
terminals of an ECG (biopotential)
amplifier. Lead I is the potential
difference between LA and RA. Lead
II is the potential difference between
LL and RA. Lead III is the potential
difference between LL and LA. (The
input polarity of the amplifier shown
is for recording: III limb.)



baseline drift without signal distortion during rest, they
also produce high quality ECG tracings during patient
monitoring, exercise and ambulation.

12-Lead Clinical Electrocardiography. The most com-
monly used or standard clinical ECG system is the 12-lead
system. This system is comprised of three bipolar limb
leads (I, II, III) connected to the arms and legs; three
augmented leads (aVR, aVL, aVF); and six unipolar chest
or precordial leads (V1, V2, V3, V4, V5, V6).

The connections to measurement points in the 12-lead
system are shown in Fig. 7. Six of these 12 leads are frontal
leads (the bipolar and the augmented leads) and six of them
are transverse leads (the precordial leads). The frontal
leads are derived from three measurement points RA,
LA, LL with reference to RL. Therefore, any two of these
six leads contain exactly the same information as the other
four. The dipole source model can be used to explain the
total electrical behaviour of the heart (See the section
Electrocardiography and Ref. 2.)

Basically, any two of the three I, II, and III leads could
represent the cardiac activity in the frontal plane and only
one chest lead could be used to represent the transverse
activity. Chest lead V2 is a good representative of electrical
activity in the transverse plane as it is approximately
orthogonal (perpendicular) to the frontal plane. Overall,
as the cardiac electrical activity could be modeled as a
dipole, the 12-lead system could be considered to have three
independent leads and nine redundant leads. However,
since the chest leads also detect unipolar elements of the
cardiac activity directed toward the anterior region of the
heart, they carry significant diagnostic value in the trans-
verse plane. As such, the 12-lead ECG system can be
considered to have eight independent and four redundant
leads. Now the question arises why all the 12-leads are
recorded then. The main reason is that the 12-lead system
enhances pattern recognition and allows cardiologists to
compare the projections of the resultant vectors in the two
orthogonal planes and at different angles. This facilitates
and validates the diagnostic process. Figure 8 shows the
surface anatomical positions for the placement of the bio-
electrodes in 12-lead electrocardiography.

A Detailed Example: The Philips PageWriter Touch 12-Lead
ECG System. Currently, there are a number of highly
advanced 12-Lead ECG data acquisition, analysis and
interpretative systems on the market. A detailed descrip-
tion and comparison of all these systems are beyond the
scope of this chapter (for information on these systems see

manufacturers web sites). Due to space limitation, only one
representative system will be described in detail as an
example. The Philips PageWriter Touch (Philips Medical,
MA) is an advanced 12-lead ECG acquisition and analysis
system with many user-friendly features. It has a compact
design and is best suited for busy hospitals and fast-paced
clinical environments. It has an intuitive touch screen
which is fully configurable and it has a powerful build-in
interpretative 12-lead ECG signal analysis algorithm
developed for rapid and accurate interpretation of ECG
signals (Fig. 9).

The PageWriter supports a variety of ECG data acquisi-
tion modes, display settings and reporting schemes. It
provides real-time color-coded ECG signals enabling the
user to perform quality control checks on the acquired ECG
data. Quality control features include surface anatomical
diagrams that alert the user to the location of loose or
inoperable electrodes (Fig. 8). It is equipped with a full-
screen preview display of the ECG report before print out.
It has an ergonomic design that facilitates ECG data
collection from the patient bedside (Fig. 10).

The PageWriter Touch has an alphanumeric keyboard,
an optional barcode scanner, and an optional magnetic card
reader to increase the speed and accuracy of patient data
entry and management. Data handling features include
indexed ECG storage and quick transmission of stored
ECG data to an ECG data management system. By using
indexed thumbnail images of each ECG report the user can
instantly view and print the stored reports. Multiple report-
ing formats may be applied to any saved ECG records.

In brief, the PageWriter Touch features accurate and
fast 12-lead ECG signal acquisition and analysis capabilities
for both adults and children patients. It has real-time color-
coded display facilities and provides instantaneous snap-
shots of stored ECG data on the touch screen. It has a
variety of ECG data review and printing capabilities. The
touch screen provides easy and flexible configurability of
features (Fig. 11). (For more details on Technical Specifica-
tions of PageWriter Touch see the Appendix.)

Overview of System Description. The PageWriter Touch
electrocardiograph performs acquisition, analysis, presen-
tation, printing, storage, and transfer of ECG signals as
well as other patient data. A generalized block diagram of
the system is shown in Fig. 12.

The system is comprised of three major subsystems
equipped with an LCD display and touch screen module.
A brief and high level description of these subsystems is as
follows.
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Figure 6. Block diagram of a three-
lead electrocardiograph. The normal
locations for surface electrodes are ri-
ght arm (RA), right leg (RL¼ground or
reference), left arm (LA), and left leg
(LL). In 12-lead electrocardiographs,
six electrodes are attached on the chest
of the patient as well. (Courtesy of Ref.
6.)



1. Main Controller Board. This is a single board com-
puter (SBC) with extensive Input–Output facilities,
running Windows CE 3.0. The PageWriter applica-
tion software controlling the overall operation of
the electrocardiograph runs on the Main Controller

Board, which includes the display and user-input
subsystems. The application software interacts
with numerous hardware and software subsystems.
The Main Controller Board SBC contains loader
software and Windows CE kernel image in its
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Figure 7. Lead connections in standard 12-lead electrocardiography. (Courtesy of Ref. 3.)



internal flash memory (32 MB). At system boot, a
system RAM test is performed by the loader (64 MB
RAM onboard). The Windows CE kernel loads next.
After loading of the CE, the application launcher
runs, verifying system and executable images before
loading the SierraGUI (Graphical User Interface)
application. All interactions with the system opera-
tor (user) are implemented through the SierraGUI
application. The application software and all ECG
archives are stored on a separate 128 MB Compact-
Flash (CF) card installed on the Main Controller
Board (Fig. 12.)

2. Printer Controller Board. This is a controller board
that provides all the real-time management of the
printer. The Printer Controller Board communi-
cates with the Main Controller Board through a
USB port. The Printer Controller Board is a micro-
processor-based control board for the electrocardio-
graph thermal printer mechanism. This board is
connected by a USB port to the Main Controller
Board and is powered by the power circuit of the
Main Controller Board. It provides ECG waveform
rendering and basic bitmap imaging operations,
and uses a PCL-like control language API for page
description and feed control. It controls the print
head, motor, and detects drawer-open and top-of-
form.

3. Patient Input Module (PIM). This is a controller
running Windows CE 3.0, coupled with a signal
acquisition board employing mixed-signal Applica-
tion Specific Integrated Circuit (ASIC) technology
developed for ECG data acquisition. The PIM com-
municates with the Main Controller Board through a
USB port (Fig. 12.)
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Figure 8. Surface anatomical positions for application of bioelec-
trodes in the 12-lead ECG system. (Courtesy of Philips Medical
Systems, USA.) (Illustration courtesy of Mark Wing, Illustrator.)

Figure 9. PageWriter Touch, a high-end 12-lead electrocardio-
graph with built-in 12-lead ECG signal interpretation capabilities.
(Courtesy of Philips Medical Systems, USA.)

Figure 10. Easy data collection set up at bedside. (Courtesy of
Philips Medical Systems, USA.)

Figure 11. PageWriter Touch electrocardiograph has a user-
friendly interface. (Courtesy of Philips Medical Systems, USA.)
(Illustration courtesy of Mark Wing, Illustrator.)



The LCD display module for the PageWriter Touch
electrocardiograph is an extended graphic array or
XGA-compatible, full-color with backlight and overlaid
touch screen (Fig. 9.) It is driven by the Main Controller
Board using a graphics accelerator chip and dedicated
touch screen support hardware. The touch screen provides
finger-tap input substituting for the normal Win32 mouse-
click input.

ECG Data Flow and Storage in PageWriter Touch. The
ECG data flow and storage in the PageWriter Touch elec-
trocardiograph is shown in Fig. 13.

The ECG signals are picked up at the body surface using
electrodes attached to properly prepared skin at specified
anatomical sites. The ECG data stream is then routed in
real-time to the Main Controller Board, where it is written
into the application buffers in RAM. These buffers are used
to present the ECG data stream on the LCD screen in real-
time. When the user initiates an AUTO report print,
presses the ACTION button on the Patient Input Module
or the Snapshot button on the display, or uses the Timed
ECG acquisition, the corresponding 10 s segments of the
ECG data are then copied to the temporary ECG storage in
RAM. These 10 s segments are named ECG reports that
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can be previewed and printed. In AUTO mode, the ECG
report may be automatically printed after copying to
storage. An ECG report contains waveforms, analysis
information, patient demographics, and acquisition infor-
mation, along with operator and device information.
Figure 14 shows a rendered ECG report print sample.

The PageWriter Touch 12-Lead ECG Data Analysis Pro-
gram. This program analyzes up to 12 simultaneously
acquired ECG waveforms over a 10 s period using inter-
pretive criteria by patient-specific information. For exam-
ples of ECG diagnostic criteria see Ref. (7). The analysis
algorithm analyzes ECG data and produces an interpretive
report to assist the clinician make more informed patient

assessment in a broad range of clinical settings. The ana-
lysis program is developed to allow clinicians read and
interpret ECG findings more quickly and efficiently, pro-
vide accurate, validated ECG measurements to facilitate
physician overreading and improve treatment decision
making, generate detailed findings that highlight areas
of interest for physicians review, provide high levels of
reproducibility for more consistent ECG interpretation.

The algorithm monitors the quality of the ECG wave-
forms acquired from 10 electrodes (12 leads), recognizes
patterns, and performs basic rhythm analysis. Using
advanced digital signal processing techniques, the algo-
rithm removes biological and non-biological noise and arti-
facts while minimizing distortion of the ECG waveforms
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and preserving their diagnostic quality. By using a set of
diagnostic criteria, the 12-lead ECG analysis program
generates interpretative statements, summarizes the find-
ings for the ECG signals, and highlights key areas of
concern for physician review. The analysis program has
a built-in pacemaker pulse detector and paced rhythm
classification routine. The program distinguishes a variety
of atrial, ventricular and atrioventricular (AV) sequential
pacing modes to recognize asynchronous pacing typically
seen with a magnet in place. In addition to automated
detection capabilities, the algorithm provides user selected
configuration of ‘‘pacemaker patient’’ or ‘‘non-pacemaker
patient’’ for more accurate analysis.

The 12-lead analysis program also incorporates factors,
such as age and gender that impact a patient’s risk for
developing specific forms of cardiac disease. It uses gender-
specific interpretation criteria to take into account key
physiological differences between males and females. For
example, it applies gender-specific evaluation of Q waves
for improved detection of Acute Myocardial Infarction
(AMI), which is often missed in female patients. It also
uses more gender-specific criteria for detection of axis
deviation, Left Ventricular Hypertrophy (LVH), and pro-
longed QT segment.

The 12-lead algorithm also includes an advanced Pedia-
tric Criteria Program, which uses age to select clinically
relevant interpretative statements related to cardiac
rhythm and morphology. If a patient’s age is < 16 years,
the algorithm automatically uses pediatric ECG interpre-
tation criteria, which accounts for higher rates and nar-
rower QRS complexes in this patient population. The
Pediatric Criteria Program recognizes 12 distinct age
groups to ensure most relevant-age interpretation criteria
are applied for analyzing the ECG data. In fact, patient age
is used to define normal limits in heart rate, axis deviation,
ECG segment time intervals, voltage values for interpreta-
tion accuracy in tachycardia, bradycardia, prolongation or
shortening of PR and QT intervals, hypertrophy, early

repolarization, myocardial ischemia and infarct, as well
as other cardiac conditions. The pacemaker detection and
classification algorithm built into the Pediatric Analysis
Program has the ability to reliably distinguish pacemaker
pulses from the very narrow QRS complexes often pro-
duced by neonatal and pediatric patients. It also reduces
the likelihood of false diagnosis in non-paced patients,
while enabling more accurate paced rhythm analysis for
the pediatric age group.

To improve on the classification accuracy of a diagnostic
dilemma in pediatrics to distinguish between mild Right
Ventricular Hypertrophy (RVH) and Incomplete Right
Bundle Branch Block (IRBBB), the algorithm combines
12-lead synthesized vectorcardiogram transverse plane
measurements with scalar ECG measurements. In addi-
tion, the pediatric analysis program provides improved QT
measurements in pediatric patients.

The ST segment elevation in ECG tracings is an effec-
tive indicator of acute myocardial infraction. The Page-
Writer Touch 12-Lead ECG Analysis Program provides
advanced software for detection of ST Elevation Acute
Myocardial Infarction (STEMI). This software feature
provides clinicians with a valuable decision support tool
when working with patients presenting symptoms that
suggest accurate coronary syndromes.

Other cardiac conditions, such as benign early repolar-
ization and acute pericarditis, tend to mimic the ECG
diagnosis of STEMI, and degrade algorithm detection accu-
racy. To address this difficulty, the ECG Analysis Program
separates the confounders by examining the patterns of
ST elevation. Improved measurements in ST deviation
enables the algorithm to achieve both high sensitivity
and specificity in more accurate detection of STEMI
condition.

Exercise (Stress) Electrocardiography. Exercise (Stress
or Treadmill) electrocardiography is a valuable diagnostic
and screening procedure primarily used to diagnose
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Figure 14. A 12-lead ECG report sample for
printing or copying. (Courtesy of Philips Medical
systems, USA.)



coronary artery disease (CAD). Exercise on treadmill may
induce ischemia that is not present at rest. Exercise elec-
trocardiography is usually performed to screen for the
presence of undiagnosed CAD, to evaluate an individual
with chest pain, to clarify abnormalities found on a resting
ECG test, and to assess the severity of known CAD.

Accurate interpretation of stress ECG is dependent on a
number of factors including a detailed knowledge of any
prior medical condition, presence of chest pain and other
coronary risk factors. A modern exercise ECG system
includes a 12-lead ECG diagnostic system with accurate
and advanced ECG signal processing capabilities. It also
includes appropriate interfaces for treadmills, ergometers
as well as motion-tolerant noninvasive blood pressure
(NIBP) monitors.

Vectorcardiography. In 12-lead clinical electrocardio-
graphy described above, the scalar ECG signals are
recorded from 10 electrodes placed on specific sites on
the body surface. These tracings show detailed projections
of the cardiac vector as a function of time. However, they
do not show the underlying cardiac vector. Vectorcardio-
graphy is a method in which the cardiac electrical acti-
vity along three orthogonal axes (x, y, z) in the principal
planes (frontal, transverse, sagittal) are recorded and the
activity of any two of the three is displayed on a CRT. This
display is a closed loop showing the locus of the tip of the
cardiac vector during the evolution of atrioventricular
depolarization–repolarization phases in one cardiac cycle
(Fig. 4.) These closed loops are known as vectorcardiogram

(VCG). Figure 15 shows the 3D representation of the
cardiac electrical activity and its projections onto the prin-
cipal planes recorded as vectorcardiogram. Figure 16
shows the basic principles of vectorcardiography and the
VCG.

In contrast to ECG tracings that show the detailed
morphology of the electrical activity of the heart in any
one single lead direction, the VCG is the simultaneous plot
of the same electrical events in two perpendicular (ortho-
gonal) lead directions. This gives a detailed representation
of the cardiac vector and produces loop-type patterns on the
CRT. The magnitude and orientation of the P, QRS, and T
loops are then determined from the VCG. The VCG plots
provide a clear indication of the cardiac axis and its devia-
tion from normal. Each VCG exhibits three loops, showing
the vector orientation of the P waves, the QRS complex
and the T wave during the cardiac cycle. The high amplitude
of the QRS complex loop predominates the VCG recordings
and sensitivity adjustments need to be made to adequately
display the loops resulting from the P and T waves.

The VCG is superior to the clinical 12-lead scalar ECG
in recognition of undetected atrial and ventricular hyper-
trophy and some cases of myocardial infarction and the
capability to diagnose multiple infarctions in the presence
of bundle branch blocks. For example, in most infarcts the
cardiac vector orientation moves away from the area of
infarction. The advantage of VCG is that it only requires
three orthogonal leads to provide full information on car-
diac electrical activity. This translates into simpler algo-
rithms and less computation. However, the full 12-lead
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Figure 15. The three-dimensional
(3D) representation of the evolution
of the cardiac vector for P, QRS, and
T loops during one cardiac cycle and
their projections onto the three prin-
cipal planes. (Courtesy of Ref. 3.)



scalar ECG provides detailed time plots of the ECG signals
and highlights the changes in waveform morphology. Dec-
ades of clinical experience has made the 12-lead electro-
cardiography the standard method of practice in diagnosis
of heart disease and favors that method over vecorcardio-
graphy. For a comprehensive and detailed description of
Vectorcardiography see Refs. 2 and 8.

High Resolution Electrocardiography (Body Surface Poten-
tial Mapping). The electrical activity of the heart triggering
its pumping action is a spatiotemporally distributed pro-
cess. As discussed above, electrocardiography provides
temporal information on timing of cardiac cycle. It can
provide information on chamber enlargement and is an
established tool for diagnosis of cardiac arrhythmias. Exer-
cise testing using 12-lead clinical electrocardiography is
the most common means of clinical investigation in eva-
luation of patients with chest pain. Even though clinical
12-lead ECG provides excellent temporal resolution in
assisting clinical diagnosis of heart disease, it is limited
in providing spatial information on the evolution of the
electrical activity during the cardiac cycle.

The 12-lead ECG is now a standard diagnostic tool in
clinical practice, but it is limited in detecting some cardiac
abnormalities due to it sparse spatial sampling of the
cardiac vector. Cardiac electrical imaging or enhanced
electrocardiography alleviates this limitation by acquiring
more information through deployment of a larger array
(hundreds) of electrodes installed in a jacket to record more
spatial samples of cardiac electrical activity.

As discussed in the sections above, the heart is a spa-
tially and temporally distributed biosource embedded in an
irregularly shaped volume conductor with conductivity
inhomogenities. In standard electrocardiography one can
measure heart rate and detect arrhythmias, determine the
location of cardiac ischemia and infarction, localize some
sites of conduction disorders between atria and ventricles
or areas of transient ischemia or even detect chamber
hypertrophy or congenital heart defect. However, standard
ECG is specifically limited in the following: accurate detec-
tion of events in the non-anterior regions of the heart,
underestimation of the deflections of the ST segment dur-
ing ischemia if they are weak or nonexistent on the regions
of the torso sampled by the ECG leads, inaccuracy of ECG
amplitudes in reflecting the extend of physiological altera-
tions due to the spatial integration effects of many simul-
taneous events, some of which partially cancel so that
small defects can result in large changes in the ECG signal
or vice versa.

Simply stated, standard ECG is limited in spatial reso-
lution as it is used to describe the complex cardiac fields
generated by the electrical activity of a spatiotemporally
distributed biosource like the heart. Therefore, the need for
enhanced resolution electrocardiography exists. Recent
developments in cardiac imaging techniques have been
largely driven by this need. A number of active research
centers around the world are dedicated to the development
of this technology (9–12). As with other imaging methods
used in medicine, recent developments in cardiac electrical
imaging have greatly benefited from better data
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Figure 16. Vectorcardiography based on mutually orthogonal uniform lead fields set up by parallel
electrode arrangements on opposite sides of the torso in three principal planes. (Courtesy of Ref. 2.)



acquisition capabilities and advancements in electronics
and computer hardware and software capabilities. Figure
17 shows color-coded BSPMs and computed potential dis-
tributions at the surface of the heart during the peak of the
QRS complex using 120 ECG electrodes as an example of
how advanced computing methods can improve the spatial
resolution of electrocardiography.

In summary, a popular modern approach to extend the
capabilities of the standard 12-lead ECG system in map-
ping the electrical activity of the heart is high resolution
electrocardiography or body surface potential mapping
(BSPM). This approach attempts to provide spatial infor-
mation by including a larger number of recording electro-
des covering the entire torso. The BSPM facilitates the
spatial visualization of the cardiac electrical activity. It has
been shown that BSPM is superior to 12-lead electrocar-
diography in detection and localization of acute and remote
myocardial infarction (MI). However, the full capability of
BSPM to localize acute MI is as yet, not established.

Computers play a central role in fast acquisition and
real-time processing of a large number of ECG signal
channels, as well as in modeling and visualization of the
electrical images of the heart and eventual construction of
3D animated representations of body surface potential
maps. These topics are active areas of research and deserve
separate chapters in their own right.

Computer-Based Monitoring ECG Systems

All modern diagnostic and monitoring ECG acquisition
and analysis systems are equipped with state-of-the-art
computer technology. ECG monitoring devices constitute
an essential part of the patient monitoring systems.
Patient monitoring systems are used to continuously
or intermittently measure the vital signs (generally

ECG, heart rate, pulse rate, blood pressure, and tem-
perature) and perform automatic analysis on them. Mon-
itoring is carried out at the bedside, or a central station.
Bedside monitors are now widely used in intensive care,
cardiac care and operating rooms. Computer-based bed-
side monitors perform ECG analysis and generate
alarms if life-threatening arrhythmias occur. The ECG
monitoring systems can be networked to share common
computing and analysis resources. Telecommunication
technologies are now used to transmit ECG signals back
and forth between computing facilities. For a detailed
discussion of ECG-based monitoring systems see Ambu-
latory (Holter) Monitoring and Electrocardiographic
Monitors.

Computer-Based Heart Beat Detection. Computer-based
arrhythmia detectors that provide accurate detection of
prevalent heart diseases could greatly help cardiologists in
early and efficient diagnosis of cardiac diseases. Such
devices now constitute an integral part of computer-based
cardiac monitoring systems. The morphologic and rhyth-
mic character of the ECG signal can be interpreted from its
patterns, which normally have periodic waveforms such as
PQRSTU-waves. Rhythmical patterns deviating from nor-
mal ECG (cardiac arrhythmias) have correlation with
heart injuries or its malfunction in pumping the blood,
such as premature beats, flutter and fibrillation patterns.
The most serious pattern is ventricular fibrillation, which
may be life threatening due to deficient supply of oxygen by
the blood to the vital organs, including the heart itself.
Considering other factors influencing the ECG patterns
such as medications taken by patients, their physiological
and psychological condition as well as their health records,
an accurate diagnosis can be made based on cardiac
arrhythmia classification.
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Figure 17. Color-coded BSPMs and computed
potential distributions at the surface of the heart
during the peak of the QRS complex using 120
ECG electrodes. The surface on the right shows
the computed potential distribution on the sur-
face of the heart at the same instant. The relative
size of the two surfaces is distorted but their
orientations are aligned as in the geometric model
used for the inverse calculation. The scaling and
isopotential contours are local to teach surface.
Scale bars on both sides indicate the voltage (in
microvolt) to color mapping. (Courtesy of Dr.
Robert MacLeod, Scientific and Imaging Insti-
tute, University of Utah, Ref. 9.)



Accurate determination of the QRS complex and more
specifically, reliable detection of the R-wave peak plays a
central role in computer-based ECG signal analysis, Holter
data analysis and robust calculation of beat-to-beat heart
rate variability (13). Fluctuations in the ECG signal base-
line drift, motion artifact due to electrode movement and
electromyographic (EMG) interference due to muscular
activity frequently contaminate the ECG signal. In addition,
morphological variations in the ECG waveform and the high
degree of heterogeneity in the QRS complexes make it
difficult to distinguish them from tall peaked P and T waves.

Many techniques have therefore been developed to
improve the performance of QRS detection algorithms.
These techniques are mainly based on band pass filtering,
differentiation techniques, template matching and others.
Recently, it has been shown that the first differential of the
ECG signal and its Hilbert Transform can be used to
effectively distinguish the R-waves from large, peaked T
and P waves with a high degree of accuracy (14). Even
though this method provides excellent R peak detection
performance, it lacks automatic missing-R-peak correction
capability and has not been tested on pediatric ECG data.
Manual correction of missing R peaks in the ECG signal is
time consuming and tedious and could play a critical role in
error-free derivation of HRV signal. Figure 18 shows the
block diagram for an Enhanced Hilbert Transform-based
(EHT) method with automatic missing-R-peak correction
capability for error-free detection of QRS complexes in the
ECG signals.

In this algorithm, filtered ECG signals are differen-
tiated first to reduce baseline drift and motion artifacts.
This step sets the ECG peaks to zero. Hilbert Transform of
the differentiated signal is then calculated and the con-
jugate of the Hilbert Transform is obtained. With this
operation, the zero crossings in the differentiated signal
becomes prominent peaks in the Hilbert transformed con-
jugate of the differentiated signal. A threshold is then
selected based upon the normalized RMS value (as it gives
a measure of the noise content in the signal) of the Hilbert
transformed ECG signal. The time instants for which the
signal amplitude is greater than the threshold value are
stored in an array. Peak detection is performed on the
original signal. The peak values and the time at which they
occur are stored in separate arrays. The R–R intervals are

then calculated. If an R–R interval is > 130% of the pre-
vious R–R interval, then the algorithm is considered to
have missed an R-peak from the ECG signal. Hence a
correction for the missing beat is made based upon an
updated moving average of the previous R–R intervals.
The amplitude of the missing peak is estimated as the
average of the two previous R-peaks adjacent to it (13).

ECG Signal Telemonitoring

With advancements in bioinstrumentation, computer, and
telecommunications technologies now it is feasible to
design vital sign telemonitoring systems to acquire, record,
display, and transmit physiological signals (e.g., ECG)
from the human body to any location. At the same time,
it has become more practical and convenient for medical
and paramedical personnel to monitor vital signs from any
computer connected to the Internet.

Telemonitoring can improve the quality, increase the
efficiency, and expand access of the healthcare delivery
system to the under-staffed, remote, hard-to-access, or
under-privileged areas where there is a paucity of medical
practitioners and facilities. It seems reasonable to envision
that a telemonitoring facility could significantly impact
areas where there are needs for uniform healthcare access
such as under-served populations of rural areas, develop-
ing countries, space flights, remote military bases, combat
zones, and security healthcare facilities. Mobile patient
telemonitoring (i.e., emergency medicine), posthospital
patient monitoring, home care monitoring, patient educa-
tion and continuing medical education all will benefit from
telemonitoring. Figure 19 shows the graphical user inter-
face of a Web-based vital sign telemonitor accessed from a
client site (15).

APPENDIX

The PageWriter Touch Technical Specifications. (Courtesy
of Philips Medical Systems, USA.)

ECG Acquisition

R/T (real-time) ECG (12 leads)

AUTO (12 leads)

RHYTHM (up to 12 leads)

DISCLOSE (1–3 leads)

Keyboard

Full alphanumeric

Touch Screen Display

1024 � 768 pixel resolution

30.4 � 22.8 cm (15 in. diagonal) color liquid

crystal touch screen display with backlight

Patient Module

Action button allows user to take ECG snapshots from
the bedside

ELECTROCARDIOGRAPHY, COMPUTERS IN 51

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Filtered ECG signal 

 
First order differentiation 

 
Hilbert transform conjugate 

Threshold selector 

Peak ranges 

Peak detection in ECG
signal  

Automatic missing-R-peak
correction  

R-peaks in ECG signals 

 
QRS complexes  

Figure 18. Block diagram for the Enhanced Hilbert Transform-
based (EHT) QRS detection algorithm with automatic built-in
missing R-peak correction capability. (Courtesy of Ref. 13.)



Signal Processing/Acquisition

Sampling Rate

1000 samples per second per electrode/lead

12 bit A/D conversion provides 5 mV resolution

Auto Frequency Response

0.05–150 Hz, 0.15–150 Hz, 0.5–150 Hz,

0.05–100 Hz, 0.15–100 Hz, 0.5–100 Hz,

0.05–40 Hz, 0.15–40 Hz, 0.5–40 Hz

Rhythm Frequency Response

0.05–150 Hz, 0.15–150 Hz, 0.05–100 Hz,

0.15–100 Hz, 0.05–40 Hz, 0.15–40 Hz

Filters

AC noise

Baseline wander

Artifact

Printer

Printer Resolution

High resolution, digital-array printer using thermal-
sensitive paper

200 dpi (voltage axis) by 500 dpi (time axis)

Report Formats

3 � 4 (1R, 3R)

6 � 2

Panoramic 12 (Cabrera)

12 � 1

Rhythm (up to 12 selected leads)

Extended Measurements

One Minute Disclose (1 lead)

Full disclosure (5 min, 1 to s selected leads)

Battery Operation

Capacity

Typically 50 ECGs and copies on a single charge or
40 min of continuous rhythm recording

Recharge

Seven hours in standby mode to >90% capacity (typical)

Network Connections

10/100 Base-T IEEE 802.3 Ethernet Via RJ45 connector
(standard)

Optional software required for Proxim Range LAN
27410 CE PC card wireless LAN connection

FAX Capability (optional)

Group 3, Class 1 or 2 fax

Modem (optional for USA & Canada)

V.90, K56 flex, enhanced V.34, V32 bits, V.32, V.22 bits
and below

Barcode Reader (optional)

Reads Code 39 (standard and full ASCII)

Magnetic Card Stripe Reader (optional)

Reads cards adhering to ISO 7810, 7811-1, -2, -3, -4, and
JIS X6301 and X6302

52 ELECTROCARDIOGRAPHY, COMPUTERS IN

Figure 19. The graphical user interface of a web-
based telemonitor. (Courtesy of Ref. 15.)



ECG Storage

XML File Format

150 ECGs to internal flash memory

2–3 ECGs typical per 1.4 MB floppy disk

150 ECGs per 128 MB PCMCIA card (optional)

ECG File Formats

XML and XML SVG

Power and Environment

Line Power 100–240 Vac, 50/60 Hz, 150 VA max

Environmental Operating Conditions

15–35 8C (50–104 8F)

15–70% relative humidity (noncondensing)

Up to 4550 m (15,000 ft.) altitude

Environmental Storage Conditions

0–408C (32–122 8F)

15–80% relative humidity (noncondensing)

Up to 4550 m (15,000 ft) altitude

Cardiograph Dimensions

�45 � 45.8 � 16 cm (17.7 � 18.0 � 6.34 in.)

Cardiograph Weight

�13 kg (28 lb.) including accessories

Patient Interface Module

Remote, microprocessor-controlled module

Safety and Performance

Meets the following requirements for safety and
performance:

IEC 60601-1:1988 þ A1: 1991 þ A2: 1995 General
Requirements for Safety including all National
Deviations

IEC 60601-1-2: 1993 General Requirements for Safety
Electromagnetic Compatibility

IEC 60601-2-25: 1993 þ A1: 1999 Safety of Electrocar-
diographs

IEC 55011: 1998 Radio Frequency disturbance, Limits
and Methods of Test

AAMI EC11: 1991 Diagnostic Electrocardiographic
Devices

JIST 1202: 1998 Japanese Industrial Standard for Elec-
trocardiographs
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INTRODUCTION

Electroconvulsive therapy (ECT) is a technique for the
treatment of severe psychiatric disorders, which consists
of the deliberate induction of a generalized tonic-clonic
seizure by electrical means. Contemporary ECT devices
typically deliver bidirectional (alternating current) brief-
pulse square-wave stimulation through a pair of electrodes
that are applied externally to the patient’s scalp. The
procedure is now almost always performed under general
anesthesia, although, in some unusual situations, such as
in developing countries with limited medical resources, it
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may be occasionally done without anesthesia (1). As with
other convulsive therapies that historically preceded ECT,
the goal is to produce a seizure. The presence of seizure
activity appears to be essential; stimuli that are below the
seizure threshold appear to be clinically ineffective. How-
ever, although the production of a seizure appears to be
necessary, a seizure alone is not sufficient. Some forms of
seizure induction are, in fact, clinically ineffective. A vari-
ety of psychiatric and neurological conditions exist that
respond favorably to ECT, although the majority of
patients treated with ECT have mood disorders, such as
unipolar or bipolar depression, particularly when severe or
accompanied by psychotic symptoms. Certain other condi-
tions, such as mania, schizoaffective disorder, catatonia,
neuroleptic malignant syndrome, Parkinson’s disease, and
intractable seizures, may respond to ECT as well. Schizo-
phrenia has also been treated with ECT, although the
results tend to be less favorable than those obtained in
patients with mood disorders. Those patients with schizo-
phrenia who also have a prominent disturbance of mood
probably respond best to ECT (2,3). Typically, a series or a
course of treatments is prescribed. By convention, ECT
treatments are usually given two to three times per week.
A course usually consists of around six to eight treatments,
which may then be followed by maintenance treatment in
the form of either medication, additional ECT given at less
frequent intervals, or both. A number of questions still
remain regarding the most effective methods for perform-
ing ECT, the mechanism of action of ECT, and what role
there may be in the future for ECT and other forms of brain
stimulation, such as repeated transcranial magnetic sti-
mulation (rTMS), magnetic seizure therapy (MST), and
vagus nerve stimulation (VNS).

HISTORY

ECT was first used by the Italian psychiatrists Ugo Cerletti
(Fig. 1) and Lucio Bini to treat a disorganized, psychotic
man found wandering the streets of Rome in 1938. The
results were dramatic, with complete recovery reported (4).
The treatment was developed as an alternative to other,
higher risk forms of artificial seizure induction, specifically
Ladislas von Meduna’s convulsive therapy involving the
use of stimulants such as camphor, strychnine, and Metra-
zol (pentylenetetrazol) (4–6). ECT was welcomed due to its
effectiveness with otherwise treatment-resistant and pro-
foundly disabled patients. However, the procedure was at
risk of being abandoned due to the incidence of fractures
(up to 40%) caused by uncontrolled seizure activity. This
problem was resolved by the introduction of muscle relaxa-
tion (originally in the form of curare, and later with depo-
larizing muscle relaxants such as succinylcholine) and
general anesthesia (7). The use of anesthesia and muscle
relaxation was one of the most important innovations in
ECT treatment, another being the use of brief-pulse
square-wave stimulation in place of sine-wave alternating
current. Brief-pulse ECT was found to cause less cognitive
impairment compared with sine-wave ECT, as well as less
disruption of the EEG (8,9). The routine use of oxygen and
monitoring of vital signs, cardiac rhythm, pulse oximetry,

electromyography (EMG), and electroencephalography
(EEG) have also helped to reduce the risks associated with
the procedure.

PRE-ECT EVALUATION

In order to receive ECT, a patient must first be evaluated
by a physician (typically a psychiatrist) who is trained and
credentialed in the procedure and who agrees that the
patient is a suitable candidate, based on psychiatric history
and examination, physical condition, and capacity to con-
sent. If a patient is unable to consent, a suitable substitute
decision-maker must be identified, usually a family mem-
ber (in some states, a court-order may be required). The
process of evaluation typically consists, at a minimum, of a
psychiatric interview and mental status examination, a
medical history (including a past medical history, family
and social history, and review of systems) and physical
examination (including a screening neurological examina-
tion and fundoscopic examination to exclude papilledema)
(1,2,10). It is necessary to review the patient’s current
medications, including those that are prescribed for con-
current medical conditions as well as psychiatric medica-
tions, and to obtain some information about previous
medication trials for the psychiatric condition under con-
sideration. Usually, it is desirable to obtain some basic
laboratory studies (such as complete blood count, serum
electrolytes, BUN, glucose and creatinine, urinalysis, liver
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Figure 1. Ugo Cerletti 1877–1963. Reprinted with permission
from the American Journal of Psychiatry, (Copyright 1999). Amer-
ican Psychiatric Association.



function tests, and thyroid function tests) both to screen for
medical conditions that may cause depressive or psychotic
symptoms and to identify conditions of increased ECT or
anesthesia risk. Most patients, and especially older
patients or patients with a history of cardiovascular dis-
ease, should have an electrocardiogram (ECG). The use of
brain imaging is controversial; many practitioners prefer
some form of pre-ECT brain imaging to identify or exclude
the possibility of an intracranial mass, one of the few
conditions that may be associated with a high risk of
mortality with ECT (11). However, it has been argued that
a neurologic examination should be sufficient to screen for
this particular risk factor (12).

CONSENT

Prior to undergoing ECT or any other procedure, the
patient (or patient’s surrogate decision-maker) must
demonstrate a satisfactory understanding of the nature
of the procedure, its risks, benefits, and alternatives. In
some states, the physician may need to petition the court
for permission to perform ECT on patients who lack the
capacity to consent. The issue of consent is complex, as
those patients who are most in need of ECT are generally
those who are the most ill, and are often the most vulner-
able and impaired. It is possible to have a severe psychia-
tric illness and yet still retain the capacity to rationally
evaluate the necessary issues involved in making a deci-
sion as to whether to have ECT, but one can be seriously
incapacitated as well. Evaluating the patient’s capacity to
give informed consent is one of the most important parts of
the pre-ECT consultation process, along with establishing
the presence or absence of an appropriate indication for
treatment and identifying concurrent medical conditions
and medications that may increase the risk of treatment. It
is part of the consultant’s responsibility to educate the
patient about what is, for many, an unfamiliar or frighten-
ing treatment. Often, much of what a patient or family may
understand of ECT consists of disturbing images, such as
those presented in films like ‘‘One Flew over the Cuckoo’s
Nest’’ (13). In most cases, the patient will be able to under-
stand the information presented and engage in a rational
decision-making process despite their illness. However,
some patients may be able to express a superficial under-
standing of the facts at hand and yet be impaired in the
ability to make rational decisions (14), which may be
demonstrated through self-destructive behavior, lack of
self-care, or irrational refusal of necessary treatment. In
these cases, it becomes necessary to seek a substitute,
usually a family member, who can make medical decisions
on the patient’s behalf. State laws differ regarding the
details and circumstances under which another person
can make these types of treatment decisions, and it is
necessary to become familiar with the particular local laws
governing consent.

INDICATIONS

The most common indication for ECT is severe, treatment-
resistant depression, either of the unipolar or bipolar type

(Table 1). The syndrome of depression is characterized by a
sad or depressed mood, as well as disturbances in energy
level, sleep, and the capacity to experience pleasure (anhe-
donia) (15). It may include psychotic symptoms such as
delusions (fixed, false beliefs that are held despite evidence
to the contrary) or hallucinations. Patients with so-called
‘‘unipolar’’ depression exhibit one or more episodes of
depression without episodes of mania. Such patients will
usually be formally diagnosed as having a major depressive
disorder (MDD). Patients with so-called ‘‘bipolar’’ depres-
sion have also suffered from one or more episodes of mania,
frequently in a cyclical pattern of alternating mania fol-
lowed by depression. Those patients who are most severely
ill, particularly those who are delusional or catatonic, will
typically respond best to ECT. Although usually reserved for
those patients who have not had a successful response to one
or more medication trials, ECT is an appropriate first
treatment when the patient’s life is threatened by severe
illness in the form of aggressively self-destructive behavior,
refusal or inability to eat or drink, or extreme agitation.
Mania, a condition characterized by an abnormally elevated
or irritable mood, hyperactivity, agitation, impulsivity, and
grandiosity, also responds well to ECT. Schizophrenia is
often treated with ECT, particularly in some European and
Asian countries, but may respond less well, unless mood
disturbance is a prominent component of the patient’s ill-
ness. Neuroleptic malignant syndrome (an antipsychotic
drug-induced syndrome that shares many of the character-
istics of catatonia) is a less common indication for ECT and
may be used when the syndrome persists despite the usual
interventions such as discontinuing neuroleptics and treat-
ment with dopamine agonists. Catatonia (which may be an
expression of either a mood disorder or schizophrenia) is
characterized by mutism and immobility, sometimes with
alternating periods of agitation. These patients may respond
to treatment with benzodiazepines, but if they do not, ECT is
indicated and frequently effective. Recurrent, treatment-
refractory seizures may respond to ECT as well, suggesting
an anticonvulsant mechanism of action for ECT (16).
Patients with Parkinson’s disease may improve with
ECT, possibly due to the dopaminergic effect of ECT.

Certain conditions exist, such as personality disorders,
that do not respond well to ECT or may even reduce the
likelihood of successful treatment when they coexist with a
more suitable indication, such as a mood disorder (17–19).
In some cases, the burden of disability and suffering may be
so great (and the risk of serious complications so low) that
ECT may reasonably be offered even if the patient’s diag-
nosis is not one of those generally considered a standard
indication for the treatment (20).
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Table 1. Indications for ECT

Unipolar or bipolar depression
Mania
Schizoaffective disorder
Schizophreniform disorder
Schizophrenia
Catatonia
Neuroleptic malignant syndrome



CONDITIONS OF INCREASED RISK

As will be discussed later in this article, ECT as currently
practiced is a relatively low risk procedure. It can be safely
used to treat all patient groups including children and
adolescents (21–25), pregnant women (26,27), and the
elderly (28). In particular, age alone should not be consid-
ered a barrier to treatment; elderly patients are among
those who often have the most dramatic and favorable
responses to ECT (29). However, certain medical condi-
tions exist that may, to a greater or lesser degree, con-
tribute to an increase in risk of morbidity or mortality with
the procedure (Table 2). Most significant among these
would be severe or unstable cardiac disease or the presence
of a space-occupying lesion (such as a tumor) within the
cranial cavity, resulting in increased intracranial pressure.
Very small tumors without a visible mass effect on com-
puterized tomography (CT) or magnetic resonance imaging
(MRI) do not appear to pose a high risk with ECT (30).
Detecting such masses and making the distinction between
low and high risk lesions may help to support a rationale
for pre-ECT brain imaging as a screening tool (11).

COMPLICATIONS

Serious complications with ECT are rare (Table 3). The risk
of death has been estimated at 4 per 100,000 treatments
(31). The risk of other potentially life-threatening compli-
cations, such as myocardial infraction and stroke, is also
very low, although the risk of cardiac arrhythmias appears
to be higher in persons with pre-existing cardiac disease
(32,33). The introduction of general anesthesia and muscle
relaxation has almost eliminated the risk of fractures with
ECT. Both retrograde amnesia and anterograde amnesia
are common, but it is unusual for cognitive impairment to
be severe or prolonged. Minor side effects such as head-
aches, muscle aches, and nausea frequently occur; these
side effects are usually transient and easily managed with
symptomatic treatment.

The amnesia or memory loss that occurs with ECT
typically takes two forms: loss of memory for past or
previously learned information (retrograde amnesia) as
well as difficulty in learning new information (anterograde
amnesia). The retrograde amnesia associated with ECT
tends to be greater for ‘‘public’’ or ‘‘impersonal’’ knowledge
about the world than for autobiographical or personal
memories. Memories for remote events also tend to be

better preserved than that for more recent events. Bilateral
ECT appears to produce greater and more persistent mem-
ory deficits than right-unilateral ECT (34). ECT-induced
anterograde amnesia is typically greatest immediately
following treatment and tends to rapidly resolve in the
weeks following the last treatment of a series. Recovery
also typically occurs over time with retrograde amnesia,
although patients may notice some persistent gaps in
memory for past events. Although anecdotal, it may be
reassuring to patients to be made aware of the stories of
psychologists and physicians who have had ECT, benefited,
and resumed their professional activities (35). Uncommon
exceptions to these rules exist, however. A few patients
complain of severe and persistent problems with memory
that cause them much distress (36). No satisfactory expla-
nation exists for this phenomenon of severe ECT-induced
memory loss (37). No reliable evidence exists that ECT
causes damage or injury to the nervous system.

MEDICATIONS AND ECT

Experts in the past have recommended stopping antide-
pressants prior to ECT (38), although a recent study now
suggests that tricyclic antidepressants (TCAs) and selec-
tive serotonin reuptake inhibitors (SSRIs) may be safe in
combination with ECT (39). Evidence exists that certain
antipsychotic medications (such as haloperidol, risperi-
done, and clozapine) may have beneficial effects in com-
bination with ECT (40–44). Many drugs that were
originally developed and used as anticonvulsants (such
as carbamazepine, valproic acid, and lamotrigine) are
frequently used as either mood stabilizers or as adjunctive
agents in antidepressant regimens. As these drugs, by
definition, can be expected to inhibit seizure activity, they
are generally tapered and discontinued prior to beginning
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Table 2. Conditions of Increased Risk with ECT

Increased intra-cranial pressure
Recent myocardial infraction or stroke
Unstable angina
Severe cardiac valvular disease
Severe congestive heart failure
Unstable aneurysms
Severe pulmonary disease
Pheochromocytoma
Retinal detachment
Glaucoma

Table 3. Side Effects and Complications with ECT

Common:
Cognitive side effects

Transient postictal confusion or delirium
Retrograde and anterograde amnesia

Headaches
Muscle soreness
Nausea
Less common or rare:
Death (1/10,000 patients)
Aspiration
Brochospasm or laryngospasm
Cardiovascular

Arrhythmias
Severe hypertension or hypotension
Cardiac ischemia
Myocardial infarction
Cardiac arrest

Neurological
Prolonged or tardive seizures
Nonconvulsive status epilepticus
Stroke

Prolonged apnea due to pseudocholinesterase deficiency
Malignant hyperthermia of anesthesia



ECT. An exception would be those patients for whom
these drugs are prescribed for a concurrent seizure dis-
order. In these cases, anticonvulsant drugs should usually
be continued in order to minimize the risk of uncontrolled
seizure activity between treatments. Lithium, a com-
monly used mood stabilizer, has been associated with
prolonged delirium following ECT. In general, it should
be avoided, but, in special circumstances and with careful
monitoring, its use in combination with ECT may be
justified (45,46). Both chlorpromazine and reserpine, an
antipsychotic and antihypertensive agent that acts
through the depletion of neuronal dopamine, have been
associated with severe hypotension and death when com-
bined with ECT (47).

Certain drugs that are prescribed for concurrent med-
ical conditions (and not primarily for psychiatric condi-
tions) help to reduce the risks associated with ECT and
anesthesia. Patients who have gastro-esophageal reflux
disease (GERD) should be treated with a suitable medica-
tion (such as a histamine-2 receptor blocker or proton
pump inhibitor) in the morning prior to ECT to reduce
the risk of reflux and aspiration. Patients who may be
especially prone to aspiration can be treated with intrave-
nous metoclopramide to accelerate gastric emptying. Preg-
nant women may be given sodium citrate/citric acid
solution by mouth. Patients with known hypertension
should receive their usual antihypertensive regimen prior
to ECT; an exception would be made for diuretics, which
should be delayed until after ECT to avoid bladder filling
before or during the procedure. Some patients may have an
exaggerated hypertensive response to the outpouring of
catecholamines that occurs with seizure response to
ECT, which can usually be controlled with intravenous
beta-adrenergic antagonists such as esmolol or labetalol.
A patient with a pheochromocytoma (catecholamine-
secreting tumor) is at especially high risk of severe hyper-
tension (48). Such a patient may require more aggressive
measures (such as arterial blood-pressure monitoring and
intravenous sodium nitroprusside) in order to maintain
satisfactory blood pressure control (49). Patients with pul-
monary disease should have their pulmonary status
assessed prior to treatment and should receive their usual
medications, including inhaled beta-agonists or steroids.
As ECT and the resulting seizure produces a transient
increase in intraocular pressure (50), patients with retinal
detachment may be at risk of further eye injury and should
have this condition treated prior to ECT. Similarly, pati-
ents with glaucoma should have their intraocular pressures
controlled with suitable medications prior to ECT (51).

ANESTHESIA

Methohexital was previously a very popular anesthetic
drug for ECT, but manufacturing problems made it essen-
tially unavailable for several years, forcing changes in ECT
anesthesia practice (52). Anesthesia for ECT may be
induced with an intravenous injection of other short-acting
anesthetic agents such as propofol and etomidate. Etomi-
date may be substituted for methohexital or propofol in an
effort to produce seizures of longer duration (53) or to

stimulate seizures in those uncommon situations of no
seizure activity despite maximum stimulus and bilateral
electrode placement. Once anesthesia is induced (typically
within seconds following the injection), a muscle relaxant
is injected, typically succinylcholine, but a nondepolarizing
muscle relaxant such as mivacurium may be used when
there are coexisting medical conditions that increase the
risk of exaggerated hyperkalemic response with succinyl-
choline, such as burns, renal failure, or neurologic disease,
or if a history of malignant hyperthermia exists (54,55).
The ECT stimulus may elicit a vagal (parasympathetic)
response, which can lead to bradycadia, transient heart
block, or even asystole, which has been explained as the
result of forced expiration against a closed glottis during
the stimulus, or it may be a direct effect of the stimulus on
the central nervous system. Bradycardia and asystole have
been observed in the postictal period as well (56). An
anticholinergic compound such as glycopyrrolate or atro-
pine may be injected proximate to the anesthetic to reduce
the bradyarrhythmias that may occur with ECT (57). If the
stimulus is successful in producing a seizure, it results in
an outpouring of catecholamines and a sympathetic
response with resulting tachycardia and hypertension as
noted above, which is usually transient and without clin-
ical significance, but in some patients, especially those with
pre-existing hypertension or cardiovascular disease, it may
be desirable to limit this response using an antihyperten-
sive agent (54,55,58).

Patients are unable to breathe without assistance when
anesthetized and fully relaxed; ventilation and oxygena-
tion are provided by means of positive-pressure ventilation
with 100% oxygen through a bag and mask. Endotracheal
intubation is rarely required. In some patients (such
as pregnant women), the risk of reflux may be higher
and intubation may be the preferred option for airway
management (27). Some patients may have abnormalities
of the face and upper airway that interfere with mask
ventilation. Other options for airway management includ-
ing intubation, laryngeal mask airway (59,60), or even
tracheostomy may be considered.

MONITORING

The type of medical monitoring that is used during ECT
includes ECG blood pressure, pulse oximetry, EMG, and
EEG. Modern ECT devices typically include the capacity to
monitor and record ECG, EMG, and EEG; commonly, a
paired right and left fronto-mastoid EEG placement is
used. Two-channel EEG monitoring is helpful both to
ensure that the seizure generalizes to both hemispheres
and to evaluate the degree of inter-hemispheric EEG sym-
metry or coherence, as well as postictal EEG suppression,
all factors that may predict the therapeutic efficacy of the
seizure (61). Two EMG electrodes are placed on a foot,
usually the right, which is isolated from the rest of the
patient’s circulation with a blood pressure cuff acting as a
tourniquet, which minimizes the effect of the muscle relax-
ant and permits the observation and recording of motor
seizure activity in the foot, even with complete paralysis
otherwise.
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ECT STIMULUS

As noted previously, the ECT stimulus itself typically
consists of a series of brief electrical pulses. Early ECT
devices provided stimulation with sine-wave alternating
current; essentially the same type of current that is dis-
tributed through public utilities for use in household appli-
ances and lighting. Most modern ECT devices now provide
a stimulus that consists of brief pulses with a bidirectional
square-wave pattern (Fig. 2). (One exception is the Ectron
series 5A, manufactured by Ectron, Ltd, Letchworth, Hert-
fordshire, England. This device delivers unidirectional
pulses.) The American Psychiatric Association has recom-
mended the use of ‘‘constant-current’’ devices; so-called
because a relatively constant (rather than continuously
varying) current is maintained for the duration of the
pulse. The advantage of using a constant-current rather
than constant-voltage or constant-energy device is that the
clinician is able to deliver a predetermined quantity of
charge by varying the time interval of exposure to the
current (62).

At 100% of available output, a typical ECT device such as
the Thymatron System IV (Somatics, LLC, Lake Bluff, IL)
can provide approximately 504 mC of charge (Table 4) (64),
which will be delivered as brief pulses of 0.5 ms each at a
frequency of 70 Hz for a total stimulus duration of 8 s. Mem-
bers of the Thymatron (Fig. 3) series (DX, DGX, and System
IV) and similar devices such as those of the Spectrum series
(4000M, 4000Q, 5000M, and 5000Q manufactured by
MECTA, Lake Oswego, OR) are calibrated in such a way

that the user can select incremental quantities of charge. The
device labels and manuals will usually refer to these as
increments of ‘‘percent energy,’’ although the energy required
to deliver the charge is actually dependent on the particular
impedance of the patient being treated. The user (clinician)
may have the option of individually adjusting such para-
meters as ‘‘percent energy’’ (charge), pulse frequency, pulse-
width, and total duration of pulse train. Both voltage and
energy will be altered by the device to adjust for variations in
impedance. The average impedance for a human receiving
ECT is approximately 220 V, and the energy required to
deliver 504 mC is 99.4 J (63).

Over an 8 s total stimulus duration, the average power
for that interval is 99.4 J/8 s¼ 12.4 W, although the power
during each discrete electrical pulse is obviously much
greater. Assuming a pulse frequency of 70 Hz (140
pulses/s with bidirectional current), delivered over a total
stimulus duration (stimulus train) of 8 s, with a pulse-
width of 0.5 ms (or 0.0005 s), then the power during each
discrete electrical pulse of this stimulus would be:

99:4 J=ð140 pulses=s�8 s�0:0005 s=pulseÞ

¼ 99:4 J=0:56 s ¼ 177:5 W

The stimulus is transmitted to the head of the patient (and,
indirectly, to the brain) through externally applied scalp
electrodes. These electrodes may either be stainless-steel
discs held in place with an elastic band or self-adhesive
flexible conductive pads. The stimulus electrodes can be
applied in several configurations, including bilateral (also
called bifronto-temporal), right unilateral, and bifrontal.
In bilateral ECT, the electrodes are placed approximately
3 cm above the midpoint of a line between the canthus of
the eye and tragus of the ear. With right unilateral ECT,
the right electrode is placed in the conventional position for
bilateral ECT, with the second electrode just to the right of
the vertex of the skull. Bifrontal electrode placement is the
newest of these various methods of performing ECT.
Bifrontal placement is 5 cm above the angle of the orbit
of the eye, which is usually found near the outer edge of the
eyebrow. Comparative studies suggest that bilateral ECT
may be more effective at lower energy levels, although
right unilateral and bifrontal ECT may result in less
cognitive impairment (64–68).
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Figure 2. Brief-pulse square-wave ECT stimulus.

Table 4. ECT Device Specifications (Thymatron System
IV)

Current: 0.9 A (fixed)
Frequency: 10 to 140 Hz
Pulsewidth: 0.25 to 1.5 ms
Duration: 0.14 to 7.99 s
Output: approx. 25 to 504 mC

(5 to 99.4 J at 220V)
1008 mC (188.8 J at 220V)

with double-dose option
Input: 120 V AC, 60 Hz
Recording: 4 channel (2 EEG, EMG, ECG)

Figure 3. Somatics Thymatron system IV ECT device (Image
provided courtesy of Somatics, LLC).



We consider the patient and device (including electrodes
and cables) to be a circuit, and, for purposes of simplifica-
tion, impedance in this circuit is usually treated as more or
less equivalent to resistance. However, it should be recog-
nized that impedance in the circuits being discussed has
both resistive and reactive components (62). These reactive
components are capacitance and inductance. Both induc-
tance effects and capacitance in tissue are assumed to be
low, but the treatment cables and electrode–skin interface
may make a more significant contribution, altering both
the amplitude and frequency of the stimulus. Complicating
matters further, it should also be noted that the circuit
impedance varies with the intensity of the stimulus. ECT
devices typically provide a ‘‘static impedance’’ reading prior
to treatment, which can vary widely, but is usually around
2000V. The ‘‘dynamic impedance’’ can be measured during
the stimulus and is substantially less, an average of about
200 V. The static impedance is measured with a very small
test stimulus (insufficient to cause a seizure or even be
detected by the patient). This static impedance is used
primarily to test the integrity of the circuit. If the impe-
dance is greater than 3000V, it is assumed that either a
break in the circuit occured or inadequate contact exists at
the skin-electrode interface. Similarly, an excessively low
impedance suggests shunting through a very low impe-
dance channel (short-circuit) such as saline, conductive gel,
or skin between closely applied electrodes. Interestingly,
the seizure threshold (quantity of charge required to sti-
mulate a seizure) is typically lower for unilateral than
for bilateral ECT, despite the lower interelectrode
distance with potential for lower impedance and greater
shunting though scalp tissues with unilateral placement,
which is thought to be a result of differing patterns of
charge density, with maximum charge density in the
frontal region for bilateral electrode placement and max-
imum charge density for unilateral placement in the
region of the motor strip, an area of lower intrinsic seizure
threshold (62).

SEIZURE RESPONSE

A seizure is characterized neurophysiologically by the
paroxysmal synchronous discharge of populations of neu-
rons. It is recognized clinically as abnormal behavior asso-
ciated with abnormal neuronal activity and may present in
a variety of different forms such as simple partial seizures,
complex partial seizures, or generalized tonic-clonic sei-
zures (69). During ECT, the patient is anesthetized and
relaxed, so many of the clinical characteristics are altered.
However, the observable characteristics of the ECT sei-
zure are consistent with the generalized tonic-clonic type
of seizure. The ECT stimulus predictably results in a
pattern of spike and slow-wave activity that is distinctive
and recognizable on EEG (70). The seizure activity rapidly
spreads throughout both hemispheres and usually lasts
for less than 60 s. The immediate goal of ECT is to produce
such a seizure; stimuli that do not result in seizure activity
appear to lack therapeutic benefit. However, it is possible
to produce seizures, specifically with right unilateral ECT
at or only slightly above the seizure threshold, that have a

relatively weak therapeutic effect (64). Most experts
recommend that right unilateral ECT be given with a
stimulus that is at least five times the seizure threshold.
Threshold may either be determined by titration (i.e., by
giving a series of increasing stimuli), or the stimulus may
be given at maximum energy. If bilateral or bifrontal
electrode placement is used, energies just above the sei-
zure threshold may be sufficient, and seizure threshold
can be estimated based on the patient’s age (71).

Certain characteristics of the seizure activity may be
associated with therapeutic efficacy, including coherence
or symmetry between hemispheres of high amplitude slow
waves on EEG and marked postictal suppression following
the end of the seizure (61). Adjustments can be made in
technique to try to improve response based on these char-
acteristics and other seizure characteristics, including
overall seizure duration.

MECHANISM OF ACTION OF ECT

The precise mechanisms of action of ECT are not well
understood. A number of biochemical and physiological
changes exist that have been detected following both
ECT in humans and electroconvulsive shock (ECS) in
animals. Some of these parallel those of antidepressant
drugs, but others do not. In vivo studies of long-term ECS
(and repeated tricyclic antidepressant drug administra-
tion) show increases in postsynaptic 5-hydroxytryptamine
type 1a (5-HT-1a) receptor sensitivity. Long-term ECS
increases 5-HT-2a receptors, but antidepressant adminis-
tration in animals decreases 5-HT-2a receptors. Both anti-
depressant treatment and ECS reduce beta-adrenergic
receptors (72). Evidence for increased dopaminergic activ-
ity with ECS and ECT exists, probably as a result of
increased dopamine synthesis (73). Proton magnetic reso-
nance spectroscopy measurements following ECT have
demonstrated increases in concentrations of cortical
gamma-amino butyric acid (GABA), an inhibitory neuro-
transmitter (74). This observation, as well as the finding
that increasing seizure threshold during a course of ECT is
associated with clinical response, has led to the hypothesis
that a linked anticonvulsant and antidepressant response
to ECT exists (61).

Magnetic resonance imaging (MRI) scans obtained
before and after ECT have failed to demonstrate any
structural changes in the brain. Positron emission tomo-
graphy (PET) and single-photon emission computerized
tomography (SPECT) scans of the brain during the ECT
seizure show marked increases in global and regional
metabolic activity and blood flow (75). However, PET scans
taken several hours or days following ECT have shown a
marked reduction in absolute and prefrontal activity (76).
The majority of functional imaging studies with depressed
patients have shown pretreatment deficits in similar
regions (77). Paradoxically, those subjects with the great-
est post-ECT reduction in the left prefrontal cortex show
the greatest clinical response (78,79). One possible expla-
nation for this may be that specific areas of the brain exist
that are hypermetabolic in the depressed state and are
suppressed by the effects of ECT, although, as mentioned
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above, most scans show resting prefrontal hypoactivity in
depression.

At the level of gene expression, ECS appears to induce
brain-derived neurotrophic factor (BDNF) and its receptor,
protein tyrosine kinase B (TrkB). Using our current under-
standing of the effects of ECS and neurotransmitter signal
transduction, a model can be constructed that traces the
effects of ECS/ECT-induced neuronal depolarization
through pathways of norepinephrine (NE), 5-HT and
glutamate release, monoamine receptors and ionotropic
glutamate receptor binding by these neurotransmitters,
cyclic adenosine monophosphate (cAMP) and other second-
messengers coupled to these receptors, and protein kinases
stimulated by these second-messengers. Protein kinase A
(PKA), protein kinase C (PKC), and calcium/calmodulin-
dependent protein kinase (CaMK) phosphorylate and acti-
vate cAMP response element binding protein (CREB).
CREB is a transcription factor for BDNF. BDNF then
induces neuronal sprouting and may have other beneficial
effects that reverse stress-induced neuronal atrophy (80)
and, presumably, depression.

FUTURE DIRECTIONS FOR ELECTROMAGNETIC BRAIN
STIMULATION

A number of unanswered questions regarding ECT still
exist, including such questions as:

- What are the most effective methods of maintenance
therapy (medications, ECT, or both) following an
acute course of treatment?

- Which medications (including antidepressants, anti-
psychotics, and mood stabilizers) can be successfully
and safely combined with ECT?

- What is the best electrode placement from a treat-
ment efficacy and side-effect point of view?

- How can the ECT stimulus be modified to make it
more therapeutically effective and diminish side
effects (especially cognitive effects)?

- What is the actual mechanism (or mechanisms) by
which ECT exerts its antidepressant, antipsychotic,
and other beneficial effects?

ECT itself is no longer the only form of electromagnetic
brain stimulation. Both rTMS (often referred to simply as
TMS) and VNS have shown promise for the treatment of
mood disorders (79,81). As it does not involve the production
of seizures and therefore requires no anesthesia, TMS is a
particularly attractive alternative to ECT, especially for
mood disorders resistant to treatment with medication.
MST involves magnetic stimulation at frequencies designed
to provoke seizures. This technique obviously requires gen-
eral anesthesia and muscle relaxation just as ECT does. The
hope is that MST may be as effective as ECT, but with less
cognitive impairment due to the more focal nature of the
stimulus.

ECT will remain an important option for severe and
treatment-refractory psychiatric illness for the foreseeable
future. An improved understanding of the pathophysiology
of psychiatric illness as well as the mechanism of action of

electromagnetic brain stimulation will lead to further
refinements in technique that will make ECT and related
therapies safer, more effective, and more acceptable to
patients and their families. The availability of alternative
methods of brain stimulation will provide a wider range of
choices and will create opportunities for combining thera-
pies in ways that will be more compatible with individual
patients’ needs. Although changing social and political
conditions may affect its image and public acceptance, it
is unlikely that ECT will disappear or be replaced for some
time to come.
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INTRODUCTION

The following section will give an overview of the electro-
encephalogram (EEG), its origin, and its validity for diag-
nosis in clinical use. Since Berger (1) demonstrated in 1929
that the activity of the brain can be measured using
external electrodes placed directly on the intact skull,
the EEG has been used to study functional states of the
brain. Although the EEG signal is the most common indi-
cator for brain injuries and functional brain disturbances,
the complicated underlying process, creating the signal, is
still not well understood.
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The section is organized as follows. The biophysical
basis of the origin of the EEG signal is described first,
followed by EEG recordings and classification. Afterward,
the validity and scientific basis for using the EEG signal as
a tool for studying brain function and dysfunction is pre-
sented. Finally, logistical and technical considerations as
they have to be made in measuring and analyzing biome-
dical signals are mentioned.

ORIGIN OF EEG

Valid clinical interpretation of the electroencephalogram
ultimately rests on an understanding of the basic electro-
chemical and electrophysical processes through which the
patterns are generated and the intimate nature of the
brain’s functional organization, at rest and in action.
Therefore, the succeeding parts of the following discussion
deal with the gross organization of the cortex, which is
generally assumed to be the origin of brain electrical
activity that is recorded from the surface of the head (2–
4), the different kinds of electrical activity and resulting
potential fields developed by cortical cells. Figure 1 shows
the general organization of the human brain.

Organization of the Cerebral Cortex

Even though different regions of the cortex have different
cytoarchitectures and each region has its own morpholo-
gical patterns, aspects of intrinsic organization of the
cortex are general (6,7). Most of the cortical cells are

arranged in the form of columns, in which the neurons
are distributed with the main axes of the dendritic trees
parallel to each other and perpendicular to the cortical
surface. This radial orientation is an important condition
for the appearance of powerful dipoles. Figure 2 shows the
schematic architecture of a cortical column. It can be
observed that the cortex, and within any given column,
consist of different layers. These layers are places of spe-
cialized cell structures and within places of different func-
tions and different behaviors in electrical response. An
area of very high activity is, for example, layer IV, which
neurons function to distribute information locally to neu-
rons located in the more superficial (or deeper) layers.
Neurons in the superficial layers receive information from
other regions of the cortex. Neurons in layers II, III, V, and
VI serve to output the information from the cortex to
deeper structures of the brain.

Activity of a Single Pyramidal Neuron

Pyramidal neurons constitute the largest and the most pre-
valent cells in the cerebral cortex. Large populations of these
pyramidal neurons can be found in layers IV and V of the
cortex. EEG potentials recorded from electrodes placed on the
scalp represent the collective summation of changes in the
extracellular potentials of pyramidal cells (2–4).

The pyramidal cell membrane is never completely at
rest because it is continually influenced by activity arising
in other neurons with which it has synaptic connections (8).
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Figure 1. The major portions of the
human cerebrum called lobes. Areas
external to the cerebrum include the
midbrain areas such as the dience-
phalon and the hindbrain areas
such as the cerebellum, medulla,
and pons. (Adapted from Ref. 5.)



Such synaptic connections may be excitatory or inhibitory
and the respective transmitter changes the permeability of
the membrane for Kþ (and/or Cl�), which results in a flow
of current (for details, please see Ref. 8).

The flow of current in response to an excitatory post-
synaptic potential at the site on the apical dendrite of a
cortical pyramidal neuron is shown in Fig. 3. The excita-
tory postsynaptic potential (EPSP) is associated with an
inward current at the postsynaptic membrane carried by
positive ions and an outward current along the large
expanse of the extra-synaptic membrane. For simplicity,
only one path of outward current is illustrated through the
soma membrane. This current flow in the extracellular
space causes the generation of a small potential due to
extracellular resistance (shown by R in Fig. 3).

As an approximation it is possible to estimate the extra-
cellular field potential as a function of the transmembrane
potential (9)

fe ¼ a2si

4se

Z
@2vm=@x2

r
dx ð1Þ

where fe is the extracellular potential, a is the radius of
axon or dendrites, vm is the transmembrane potential, si,
is the intracellular conductance, and se is the extracel-
lular conductance. For a derivation of the above men-
tioned equation, please see Ref. 9.

Although these extracellular potentials individually are
small, their sum becomes significant when added over
many of cells. This is because the pyramidal neurons are
more or less simultaneously activated by this way of
synaptic connections and the longitudinal components of
their extracellular currents will add, whereas their trans-
versal components will tend to cancel out.

64 ELECTROENCEPHALOGRAPHY

Figure 2. Schematic of the different layers of the cerebral cortex. Pyramidal cells that are mainly in
layers III and V are mainly responsible for the generation of the EEG. (Adapted from Ref. 5.)

Figure 3. The current flow within a large pyramidal cell. Ionic
flow is established to enable charge balance. (Adapted from Ref. 2.)



Generation of EEG Potentials

The bulk of the gross potentials recorded from the surface
of the scalp results from the extracellular current flow
associated with summated postsynaptic potentials in syn-
chronously activated vertically oriented cortical pyramidal
neurons. The exact configuration of the gross potential is
related in a complex fashion to the site and the polarity of
the postsynaptic potentials. Considering two cortical pyr-
amidal neurons (shown in Fig. 3), the potential measured
by a microelectrode at the location P is given by (4)

FpðtÞ ¼
1

4ps

�
Ia

R1
cosð2p fat þ aaÞ �

Ia

R2
cosð2p fat þ aaÞ

þ Ib

R3
cosð2p fbt þ abÞ �

Ib

R4
cosð2p fbt þ abÞ

	
þ Similar contributions from other dipoles ð2Þ

where Ia and Ib are the peak magnitudes of current for each
dipole with phases aa and ab, respectively, and is the
conductivity of the medium. ‘‘Similar contribution from
other dipoles’’ refers to the contribution of dipoles other
than the two shown, most significantly from the dipoles
physically close to the electrode. Dipoles that are farther
from the recording electrode but in synchrony (aa¼ab¼
. . .¼a), and aligned in parallel, contribute an average
potential proportional to the number of synchronous
dipoles jFpj 
m. Dipoles that are either randomly oriented
or with a random phase distribution contribute an average
potential proportional to the square root of their number
Fpj ffi

ffiffiffiffiffi
m

p
. Thus, the potential measured by a microelec-

trode can be expressed by the following approximate rela-
tion (4):
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Here the subscripts i s, and a refer to local, remote syn-
chronous, and remote asynchronous dipoles. Is And Ia are
the effective currents for remote synchronous and remote
asynchronous sources, which may be less than the total
current, depending on the orientation of the sources with
respect to the electrode. Also l, m, and n are the numbers of
local, remote synchronous, and remote asynchronous
sources, which are located at average distances Ri, Rs,
and Ra respectively. Note that a microelectrode like the
scalp electrode used for EEG recordings measures a field
averaged over a volume large enough to contain perhaps
107–109 neurons.

Contribution of Other Sources

A decrease in the membrane potential to a critical level of
approximately 10 mV less than its resting state (depolar-
ization) initiates a process that is manifested by the action
potential (10). Although it might seem that action poten-
tials traveling in the cortical neurons are a source of EEG,
they contribute little to surface cortical records, because
they usually occur asynchronously in time in large num-
bers of axons, which run in many directions relative to the
surface. Other reasons are that the piece of membrane that
is depolarized by an action potential at any instant of time

is small in comparison with the portion of membrane
activated by an EPSP and that action potentials are of
short durations (1–2 ms) in comparison with the duration
of EPSPs or IPSPs (10–250 ms). Thus, their net influence
on potential at the surface is negligible. An exception
occurs in the case of a response evoked by the simultaneous
stimulation of a cortical input (11), which is generally
called a compound action potential.

Other cells in the cortex like the glial cells are unlikely to
contribute substantially to surface records because of their
irregular geometric organization, such that produced fields
of current flow sum to a small value when viewed from a
relatively great distance on the surface. There is also activ-
ity in deep subcortical areas, but the resulting potentials are
too much attenuated at the surface to be recordable.

The discussed principles show that the surface-recorded
EEG can be observed as the result of many active elements,
where the postsynaptic potentials from cortical pyramidal
cells are the dominant source.

Volume Conduction of EEG

Recording from the scalp has the disadvantage that there
are various layers with different conductivities between
the electrode and the area of cortical potential under the
electrode. Therefore, potentials recorded at the scalp are
not only influenced by the above mentioned patterns, but
also by regions with different conductivities. Layers lying
around the brain are such regions. These include the
cerebrospinal fluid (CSF), the skull, and the scalp. These
layers account, at least in part, for the attenuation of EEG
signals measured at the surface of the scalp, as compared
with those recorded with a microelectrode at the under-
lying cortical surface or with a grid of electrodes directly
attached to the cortex (ECoG). These shells surrounding
the brain account for an attenuation factor of 10 to 20 (12).
This attenuation mainly affects the high-frequency–low-
voltage component (the frequency range above 40 Hz),
which has been shown to carry important information
about the functional state of the brain, but it is almost
totally suppressed at the surface.

EEG SIGNAL

The EEG signal consists of spontaneous potential fluctua-
tions that also appear without a sensory input. It seems to
be a stochastic signal, but it is also composed of quasi-
sinusoidal rhythms. The synchrony of cerebral rhythms
may occur from pacemaker centers in deeper cortical layers
like the thalamus or in subcortical regions, acting through
diffuse synaptic linkages, reverberatory circuits incorpor-
ating axonal pathways with extensive ramifications, or
electrical coupling of neuronal elements (13). The range
of amplitudes is normally from 10 to 150mV, when recorded
from electrodes attached to the scalp. The EEG signal
consists of a clinical relevant frequency range of 0.5–50
Hz (10).

EEG Categories

Categorizing EEG signals into waves of a certain frequency
range has been used since the discovery of the electrical
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activity of the brain. Therefore, these different frequency
bands have been the most common feature in EEG analy-
sis. Although this feature contains a lot of useful informa-
tion as presented below, its use is not with criticism. It can
be observed that there is some physiological and statistical
evidence for the independence of these bands, but the exact
boundaries vary between people and change with the
behavioral state of each person (age, mental state, etc.).
In particular, between human EEG and EEG signals
recorded from different species of animals one can find
different EEG patterns and frequency ranges. Neverthe-
less, the different frequency bands for human EEG are
described below, because of their importance as an EEG
feature. Most of the patterns observed in human EEG could
be classified into one of the following bands or ranges:

Delta below 3.5 Hz (usually 0.1–3.5 Hz)

Theta 4–7.5 Hz

Alpha 8–13 Hz

Beta usually 14–22 Hz

A typical plot of these frequency bands is shown in Fig. 4,
and the different bands are described below.

Delta Waves. The appearance of delta waves is normal in
neonatal and infants’ EEGs and during sleep stages in adult
EEGs. When slow activity such as the delta band appears by
itself, it indicates cerebral injury in the waking adult EEG.
Dominance of delta waves in animals that have had sub-
cortical transections producing a functional separation of

cerebral cortex from deeper brain regions suggests that these
waves originate solely within the cortex, independent of any
activity in the deeper brain regions.

Theta Waves. This frequency band was included in the
delta range until Walter and Dovey (15) felt that an inter-
mediate band should be established. The term ‘‘theta’’ was
chosen to allude to its presumed thalamic origin.

Theta frequencies play a dominant role in infancy and
childhood. The normal EEG of a waking adult contains only
a small amount of theta frequencies, mostly ovserved in
states of drowsiness and sleep. Larger contingents of theta
activity in the waking adult are abnormal and are caused
by various forms of pathology.

Alpha Waves. These rhythmic waves are clearly a
manifestation of the posterior half of the head and are
usually found over occipital and parietal regions. These
waves are best observed under conditions of awakeness but
during physical relaxation and relative mental inactivity.
The posterior alpha rhythm can be temporarily blocked by
mental activities, or afferent stimuli such as influx of light
while eye opening (Fig. 4b). This alpha blocking response
was discovered by Berger in 1929 (1). Mainly thalamocor-
tical feedback loops are believed to play a significant role in
the generation of the alpha rhythm (16).

Beta Waves. Beta activity is found in almost every
healthy adult and is encountered chiefly over the frontal
and central regions of the cortex. The voltage is much
lower than in alpha activity (seldom exceeds 30mV). Beta
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Figure 4. (a) Examples of EEG from different
frequency bands. (b) The phenomenon of alpha
desynchronization. (From Ref. 14).



activity shows considerable increase in quantity and vol-
tage after the administration of barbiturates, some non-
barbituric sedatives, and minor tranquilizers. It also
appears during intense mental activity and tension.

Clinical EEG

To obtain EEG recordings, there are several standardized
systems for electrode placement on the skull. The most
common are those of the standard 10–20 system of the
International EEG Federation, which uses 30 electrodes
placed on four landmarks of the skull as observed in Fig. 5.

It is now possible to obtain unipolar (or monopolar) and
bipolar derivations from these electrodes. Using a bipolar
derivation, one channel is connected between a pair of
electrodes and the resultant difference in the potential
between these two electrodes is recorded. Therefore, bipo-
lar derivations give an indication of the potential gradient
between two cerebral areas. Unipolar (monopolar) deriva-
tions can either be obtained by recording the potential-
difference between the ‘‘active’’ electrodes and one ‘‘indif-
ferent’’ electrode, placed elsewhere on the head (ear, nose),
or with respect to an average reference, by connecting all
other leads through equal-valued resistances (e.g., 1 MV)
to a common point (17). The advantages of unipolar deriva-
tions are that the amplitude of each deflection is propor-
tional to the magnitude of the potential change that causes
it and the demonstration of small time differences between
the occurrence of a widespread discharge at several elec-
trodes. Small, nonpolarizable, disk Ag-AgCl electrodes are
used together with an electrode paste. Recorded potentials
are amplified using a high gain, differential, capacitivly
coupled amplifier. The output signals are displayed on a
chart recorder or a monitor screen. For more details about
unipolar or bipolar derivations and EEG-amplifiers, please
see (Ref. 11).

SCIENTIFIC BASIS FOR EEG MONITORING

The scientific basis for using EEG as a tool for studying
brain function and dysfunction rests on the following four
neurobiologic qualities of EEG.

Link With Cerebral Metabolism

The above presented discussion on the origin of potential-
differences, recorded from the brain, shows that the EEG
can be observed as a result of the synaptic and cellular
activity of cortical pyramidal neurons. These neuronal and
synaptic activities are directly linked to cerebral metabo-
lism. Cerebral metabolic activity in turn depends on
multiple factors including enzyme synthesis, substrate
phosphorylation, axonal transport, and adenosine tripho-
sphate (ATP) production from mitochondrial and glytolytic
pathways (18). Thus, the EEG is a composite phenomenon
reflecting complicated intracellular, intraneuronal, and
neuro-glial influences. Although this multifaceted system
makes it obvious that a selection of any single mechanism
underlying the electrocortical manifestations may not be
possible, the EEG is still a highly sensitive indicator of
cerebral function (19).

Sensitivity to Most Common Causes of Cerebral Injury

The most common causes of cerebral injury are hypoxia
and ischemia. It can be observed that hypoxia-ischemia
causes a severe neuronal dropout in the cortical layers 3
and 5, leading to well-known hisyophatologic patterns of
laminar necrosis. As pyramidal neurons that occupy the
cortical layers are the main source for EEG, this loss of
neuronal activity changes the cortical potentials and
therefore makes EEG very sensitive to these common
insults.

Correlation With Cerebral Topography

The standardized systems for electrode placement (Jung,
international 10–20 system, etc.) establish a consistent
relationship between electrode placement and underlying
cerebral topography (20). Therefore, changes in EEG
recorded from these electrodes of different areas of the
skull reflect a consistent topographical relationship with
underlying cerebral structures and allows useful infer-
ences about disease localization from abnormalities in
EEG detected at the scalp.
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Ability to Detect Dysfunctions at a Reversible Stage

Heuser and Guggenberger (21) showed in 1985 that EEG
deteriorates before the disruption of neuronal membrane
and before significant reduction of cellular ATP levels.
Siesjo and Wieloch (22) demonstrated in 1985 that during
cerebral ischemia, changes in EEG correlate with elevated
tissue lactate levels while ATP levels remain normal.
Astrup (23) showed that a reduction in cerebral blood flow
(CBF) affects EEG much before it causes neuronal death.
These and several other reports make it clear that EEG
offers the ability to detect injury at a reversible stage.

EEG also allows a prediction of recovery after brain
dysfunctions like cerebral ischemia after cardiac arrest
(24). Various studies in this report show that EEG record-
ings at several stages during recovery allow the prediction
of whether the patient has a favorable outcome. Goel (25)
showed that parameters obtained from EEG recordings
may serve as an indicator for the outcome after hypoxic-
asphyxic encephalophaty (HAE). These attributes make
the EEG a very attractive neurologic observational tool.

LOGISTICAL AND TECHNICAL CONSIDERATIONS

Although the last sections have shown that EEG signal
detection may serve as an important indicator for detection
of neurological status and disorders, its clinical use and
acceptance under a neurological care regime is limited. This
is due to the complicated nature of the EEG signal and
because of the difficulties regarding the interpretation of the
signals. Some challenges of EEG analysis are as follows.

Artifacts

Recordings of physiological signals, especially from the sur-
face of the body, have the problem that they are super-
imposed or distorted by artifacts. EEG signals are especially
prone to artifact distortions due to their weak character.
Therefore, a knowledge about the possible sources of dis-
tortion is necessary to estimate the signal-to-noise ratio
(SNR). These artifacts are mostly generated from various
kinds of sources. The sources of artifacts can be devided into
two mayor groups: the subject-generated artifacts and the
artifacts generated by the equipment. Subject-generated
artifacts include EMG artifacts like body movement, muscle
contraction of the neck, chewing, swallowing, coughing,
involuntary movements (like myoclonic jerks, palotal myo-
clonus, nystagmus, asymmetric oculomotor paralysis, and
decerebrate or decorticate posturing), and eye movements.
Scalp edema can produce artifactual reductions in ampli-
tude regionally or over an entire hemisphere. Pulse and
EKG could also contribute as artifacts in EEG.

Artifacts generated by the equipment include ventilator
artifacts that typically appear as slow wave like activity,
vibrations of electrical circuitry around the subject, and
power line interference. By taking the appropriate meth-
ods, a lot of these artifacts can be prevented [for more
details, see Mayer-Waarden (10)].

Another method, to eliminate both artifacts generated
by the equipment and the subject, is to use a differential
amplifier for the recording between two electrodes. The

assumption here is that the transmission time of artifacts
between two electrodes can be neglected, and therefore, the
artifacts at both electrodes are in-phase. The signal to be
recorded is assumed to have a time delay from one to
another electrode, and taking the difference therefore
eliminates the artifact but keeps the signals’ nature.

Inter-User Variability

Interpreting physiological signals is difficult, even for spe-
cialists, because of their subject-specific nature. The com-
plicated nature of EEG signals makes it even more difficult,
and data generated by different EEG analysis methods
(especially techniques like feature analysis, power spectral
analysis, etc.) may be interpreted in different ways by
different analysts. An analysis of inter-user-variability of
clinical EEG interpretation was presented by Williams et
al. (26), which showed that even EEG data interpretation
by EEG analysts could be different. Therefore, more stan-
dardized and objective methods of EEG analysis are extre-
mely desirable.

Inter-Individual Variability

As mentioned, the consistency of the human EEG is influ-
enced by many parameters and makes EEG unique for a
certain person and for a specific point-in-time. Intrinsic
parameters are the age and the mental state of the subject
(degree of wakefulness, level of vigilance), the region of the
brain, hereditary factors, and influences on the brain
(injuries, functional disturbances, diseases, stimuli, che-
mical influences, drugs, etc.). To detect deviations from
‘‘normal’’ EEG, it would be necessary to compare this
‘‘abnormal’’ EEG with the ‘‘normal’’ EEG as a reference.
Therefore, attempts have been made to obtain normative
EEG for each of the classes discussed above (i.e, normative
EEG for various age groups, normative EEG under the
influence of varying amounts of different drugs, etc.), but
these databases of normative data are still not sufficient to
cover the variety of situations possible in real-life record-
ings. On the other hand, these normative data vary too
much for considering them as one person’s ‘‘normal’’ EEG.

Labor-Intensive and Storage Problems

For patient monitoring in the operating room or for chronic
monitoring tasks that are necessary for cases of gradual
insults and injuries, the EEG recordings can be extremely
labor intensive. This makes it necessary to have either
efficient means of collecting, storing, and displaying the
long-term recordings or to come up with new techniques of
compressing the EEG data, while preserving its character-
istic features. Better methods to overcome these problems
have been developed in both directions, although primarily
toward efficient storage and display techniques. Methods of
compressed spectral array representation overcome the
limitation of compressed display to a great extent.

DISCUSSION

The review presented above emphasizes that the EEG is
sensitive to different states of the brain and therefore may
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serve as a useful tool for neurological monitoring of brain
function and dysfunction. In various clinical cases, the
EEG has been used to observe patients and to make critical
decisions. Nevertheless, its complicated nature and diffi-
culty of interpretation has limited its clinical use. The
following section should give an overview of the common
techniques in analyzing EEG signals.

TECHNIQUES OF EEG ANALYSIS

Introduction

The cases presented above show that EEG has significant
clinical relevance in detecting several diseases as well as in
different stages of recovery. Still the complex nature of
EEG has so far restricted its use in many clinical situa-
tions. The following discussion should give an overview of
the state-of-the-art EEG monitoring and analysis techni-
ques. The presented EEG analysis methods are divided
into two basic categories, parametric and nonparametric,
respectively, assuming that such a division is conceptually
more correct than the more common differentiation
between frequency and time-domain methods because they
represent two different ways of describing the same
phenomena.

NonParametric Methods

In most of these analysis methods, the statistical properties
of EEG signals are considered realizations of a Gaussian
random process. Thus, the statistics of an EEG signal can
be described by the first-and second-order moments.

These nonparametric time-domain and frequency-
domain methods have been the most common way in
analyzing EEG signals. In the following description of
the different methods, it is also mentioned whether the
technique is still being used in clinical settings.

Clinical Inspection. The most prevalent method of
clinically analyzing the EEG is the visual inspection of
chart records obtained from EEG machines. It uses the
features observed in real-time EEG (like low frequency-
high amplitude activity, burst suppression activity, etc.)
for diagnostic and prognostic purposes. Several typical
deviations from the normal EEG are related to different
stages of the brain. This method suffers from the limita-
tions like inter-user variability, labor intensiveness, and
storage problems. A detailed description of logistical and
technical considerations faced with EEG analysis is given
later in this section.

Amplitude Distribution. Amplitude distribution is
based on the fact that a random signal can be characterized
by the distribution of its amplitude and accompanying
mean, variance, and higher order moments. It can be
observed that the amplitude distribution of an EEG signal
most of the time can be considered as Gaussian (27) and the
deviations from Gaussianity and its time-varying proper-
ties have been clinically used to detect and analyze differ-
ent sleep stages (28,29). This method is now less popular
because of more powerful and sophisticated EEG analysis
techniques.

Interval Distribution. This is one of the earliest methods
of quantitating the EEG (30). The method is based on
measuring the distribution of intervals between either zero
or other level crossings, or between maxima and minima.
Often, the level crossings of the EEG’s first and second
derivatives are also computed to obtain more information
about the spectral properties of the signal. Due to its ease of
computation, the method has been shown to be useful in
monitoring long-term EEG changes during anesthesia or
sleep stages. Although simple, some theoretical problems
are associated with this technique: It is extremely sensitive
to high-frequency noise in the estimation of zero crossings
and to minor changes in EEG. Also the zero crossing fre-
quency (ZXF), the number of times the EEG signal crosses
the zero voltage line, is not unique to a given waveform. Very
different waveforms could give rise to the same ZXF. Despite
the limitations, modified versions of period analysis are still
used for clinical applications (30).

Interval-Amplitude Analysis. Interval-amplitude analy-
sis is the method by which the EEG decomposed in waves
or half-waves, both defined in time, by the interval between
zero crossings, and in amplitude by the peak-to-through
amplitudes. The amplitude and the interval duration of a
half-wave are defined by the peak through differences in
amplitude and time; the amplitude and the interval dura-
tion of a wave are defined by the mean amplitude and the
sum of the interval durations of two consecutive half-waves
(31,32). This method has been used clinically for sleep
monitoring and depth of anesthesia studies (33).

Correlation Analysis. The computation of correlation
functions constituted the forerunner of contemporary spec-
tral analysis of EEG signals (34,35). The correlation func-
tion for random data describes the general dependence of
the values of the data at one time on the values of the same
data in the case of autocorrelation analysis (or of different
data in the case of cross-correlation analysis) at another
time. The cross-correlation between two signals x and y is
defined as

FxyðtÞ :¼ EfxðtÞyðt þ tÞg ð4Þ

where t is the lag time (note that Fxy(t) becomes the
autocorrelation function for x¼ y and it can be estimated
for discrete data by

F̂FxyðmÞ ¼ 1

N � jmj
XN�jmj�1

n¼0

xðnÞyðn þ mÞ;

m ef0; 1; 2; : . . . ; M< <Ng ð5Þ

and m is the lag number, M is the maximum lag number
and F̂FxyðmÞ is the estimate of the correlation function at lag
number m. This estimation is unbiased but not consistent
(36). The following modifications of this method have been
used clinically:

1. Polarity coincidence correlation function: In this
method, the signals are replaced by their signum
equivalents, where sign[x(t)]¼ þ 1 for x(t)> 0 and
sign[x(t)]¼�1 for x(t)< 0. This modification achieves
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computational simplification and has been shown
(37) to be useful for EEG analysis.

2. Auto- or cross-averaging: This method consists of
making pulses at a certain phase of the EEG (e.g.,
zero-crossing, peak, or through) that are then used to
trigger a device that averages the same signal (auto-
averaging) or another signal (cross-averaging). In
this way, rhythmic EEG phenomena can be detected
(38,39).

3. Complex demodulation: This method is related to cor-
relation functions and allows one to detect a particular
frequency component and to follow it over time. This is
done by multiplying EEG signals with a sine wave of a
desired frequency to give a product at 0 Hz. The 0 Hz
component is then retained using a low-pass filter,
obtaining the frequency component of interest. This
method has been used to analyze visual potentials (40)
and sleep spindles (41). However, correlation analysis
has lost much of its attractiveness for EEG analysis
since the advent of the Fourier transformation (FT)
computation of power spectra.

Power Spectra Analysis. The principal application for a
power spectral density function measurement of physical
data is to establish the frequency composition of the data,
which in turn bears an important relationship to the
basic characteristics of the physical or biological system
involved. The power spectrum provides a statement of the
average distribution of power of a signal with respect to
frequency. The FT serves as a bridge between the time
domain and the frequency domain by identifying the fre-
quency components that make up a continous waveform.
An equivalent of the FT for discrete time signals is the
discrete Fourier transform (DFT), which is given by

XðvÞ ¼
Xþ1

n¼�1
xðnÞexpð� jvnÞ ð6Þ

An approximation of this DFT can be easily computed
using an algorithm, developed in 1965 by Cooley and Tukey
(42) and known as the fast Fourier transform (FFT).

An estimation of the power spectrum can now be
obtained by Fourier-transforming (using FFT/DFT) either
the estimation of the autocorrelation function, as devel-
oped in the previous section (Correlogram), or the signal
and calculating the square of the magnitude of the result
(Periodogram). Many modifications of these methods have
been developed to obtain unbiased and consistent esti-
mates (for details, please see Ref. 43). One estimator for
the power spectrum, developed by Welch (44), will be used
in the last section of this work.

Based on the frequency contents, human EEG has been
classified into different frequency bands, as described.
Correlations of normal function as well as dysfunctions
of the brain have been made with the properties (frequency
content, powers) of these bands. Time-varying power spec-
tra have also been used to analyze time variations in EEG
frequency properties (45). One of the main advantages of
this kind of analysis is that it retains almost all the
information content of EEG, while separating out the
low-frequency artifacts into a small band of frequencies.

On the other hand, it suffers from some of the limitations of
feature analysis, namely, inter-user variability, labor
intensiveness, and storage problems. There have been
attempts to reduce the labor intensiveness by creating
displays like linear display of spectral analysis and grays-
cale display of spectral analysis (30), which compromises
the amount of information presented.

Cross-Spectral Analysis. This kind of analysis allows
quantification of the relationship between different EEG
signals. The cross-power spectrum {Pxy(f)} is the product of
the smoothed DFT of one signal and the complex conjugate
of the other [see for details, Jenkins and Watts (46)]. As
Pxyð f Þ is a complex quantity, it has a magnitude and phase
and can be written as

Pxyð f Þ ¼ jPxyð f Þjexp½ jfxyð f Þ� ð7Þ

where j¼ sqrt(�1), and fxy(f) is the phase spectrum. With
the cross-power spectrum, a normalized quantity, the
coherence function, can be defined as follows:

cohxyð f Þ ¼ jPxyð f Þj2

Pxyð f ÞPyyð f Þ ð8Þ

where Pxx(f) and Pyy(f) are the autospectral densities of x(t)
and y(t). The spectral coherence can be observed as a
measurement of the degree of the ‘‘phase synchrony’’ or
‘‘shared activity’’ between spatially separated generators.
Therefore, unity in this quantity indicates a complete
linear relationship between two electrode sites, whereas
a low value for the coherence function may indicate that
the two EEG locations are connected via a nonlinear path-
way and that they are statistically mostly independent.

Coherence functions have been used in several investi-
gations of the EEG signal generation and their relation to
brain functions, including studies of hippocampal theta
rhythms (47), on limbic structures in humans (48), on
thalamic and cortical alpha rhythms (49), on sleep stages
in humans (29), and in EEG development in babies (50).

A more generalized form of coherence is the so called
‘‘spectral regression-amount of information analysis’’
[introduced and first applied to EEG analysis by Gersch
and Goddard (51)] which expresses the linear relationship
that remains between two time series after the influence of
a third time series has been removed by a partial regres-
sion analysis. If the initial coherence decreases signifi-
cantly, one can conclude that the coherence between the
two initially chosen signals is due to the effect of the third
one. The partial coherence between the signals x and z,
when the influence of y is eliminated, can be derived from

Pzz; yðf Þ ¼ Pzzð f Þð1 � cohzyð f ÞÞ ð8Þ

and

Pxx;yðf Þ ¼ Pxxð f Þð1 � cohxyð f ÞÞ ð9Þ

Pxz,y(f) is the conditioned cross-spectral density and can be
calculated as

Pxz;yðf Þ ¼ Pxzð f Þð1 � Pxyð f ÞPyzð f Þ
Pyyð f ÞPxzð f ÞÞ ð10Þ
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This method has been mainly used to identify the source of
EEG seizure activity (51,52).

Bispectrum Analysis. The power spectrum essentially
contains the same information as autocorrelation and
hence provides a complete statistical description of a pro-
cess only if it is Gaussian. In cases where the process is non-
Gaussian or is generated by nonlinear mechanisms, higher
order spectra defined in terms of higher order moments or
cumulants provide additional information that cannot be
obtained from the power spectrum (e.g., phase relations
between frequency components). There are situations, due
to quadratic nonlinearity, in which phase coupling between
two frequency components of a process results in a con-
tribution to the power at a frequency equal to their sum.
Such coupling affects the third moment sequence, and
hence, the bispectrum is used in detecting such nonlinear
effects. Although used in experimental settings (53,54),
bispectral analysis techniques have not yet been used in
clinical settings, probably due to both the complexity of the
analysis and the difficulty in interpreting results.

The bispectrum of a third-order stationary process can
be estimated by smothing the triple product

Bð f1; f2Þ ¼ EfFxxð f1ÞFxxð f2Þ
Fxxð f1 þ f2Þg ð11Þ

where Fxx(f) represents the complex FT of the signal and
Fxx(f)


 is the complex conjugate of Fxx(f) [for details, please
see Huber et al. (55) and Dumermuth et al. (56)].

Hjorth Slope Descriptors. Hjorth (57) developed the
following parameters, also called descriptors, to quantify
the statistical properties of a time series:

activity; A ¼ a0

mobility; M ¼ a2

a0

� �� 	1
2

complexity; C ¼ a4

a2

� �
� a2

a0

� �� 	1
2

where

an ¼
Zþ1

�1

ð2p f ÞnSxx ðdf Þ

Note here that a0 is the variance of the signal (a0¼ s2), a2 is
the variance of the first derivative of the signal, and a4 is
the variance of the signal’s second derivative. Hjorth also
developed a special hardware for real-time computation of
these three spectral moments, which allows the spectral
moments to vary as a function of time. Therefore, this form
of analysis can be applied to nonstationary signals, and it
has been used in sleep monitoring (58) and in quantifying
multichannel EEG recordings (59). It should be noted that
Hjorth’s descriptors give a valid description of an EEG
signal only if the signals have a symmetric probability
density function with only one maximum. As this assump-
tion cannot be made in general practice, the use of the
descriptors is limited.

Parametric Methods

The motivation for parametric models of random processes
is the ability to achieve better power spectrum density
(PSD) estimators based on the model, than produced by
classical spectral estimators. In the last section, the PSD
was defined as the FT of an infinite autocorrelation
sequence (ACS). This relationship may be considered as
a nonparametric description of the second-order statistics
of a random process. A parametric description of the sec-
ond-order statistic may also be devised by assuming a time-
series model of the random process. The PSD of the time-
series model will then be a function of the model para-
meters (and not of the ACS). A special class of models,
driven by white noise processes and processing rational
system functions, is the autoregressive (AR), the moving
average (MA), and the autoregressive moving average
(ARMA) model.

One advantage of using parametric estimators is, for
example, better spectral resolution. Periodogram and cor-
relogram methods construct an estimate from a windowed
set of data or ACS estimates. The unavailable data or
unestimated ACS values outside the window are implicitly
zero, which is an unrealistic assumption, that leads to
distortions in the spectral estimate. Some knowledge about
the process from which the data samples are taken is often
available. This information may be used to construct a
model that approximates the process that generated the
observed time sequence. Such models will make more
realistic assumptions about the data outside the window
instead of the null data assumption. Thus, the need for
window function can be eliminated. Therefore, a para-
metric PSD estimation method is useful in real-time esti-
mation because a short data sequence is sufficient to
determine the model. The following parametric approaches
have been used to analyze EEG signals.

ARMA Model. The ARMA model is the generalized
form of the AR and MA model, which represents the time
series xðnÞ in the following form:

xðnÞ þ að1Þxðn � 1Þ þ að2Þxðn � 2Þ . . .þ aðpÞxðn � pÞ
¼ wðnÞ þ bð1Þwðn � 1Þ þ bð2Þwðn � 2Þ . . .
þ bðqÞwðn � qÞ ð12Þ

where a(n) are the AR parameters, b(n) are the MA para-
meters, w(n) is the error in prediction, and p,q are the
model orders for the AR and MA model, respectively.

The power spectrum Pxx(z) of this time series x(n) can be
obtained by using the ARMA parameters in the following
fashion:

PxxðzÞ ¼ j
Pq

i¼01 þ bð1Þz�1 þ bð2Þz�2 þ . . . bðqÞz�qPp
i¼01 þ að1Þz�1 þ að2Þz�2 þ . . .aðpÞz�p

j2WðzÞ

ð13Þ

where W(z) is the z-transform of w(n). Note here that if we
set all b(q) equal to zero, we obtain an AR model, repre-
sented by poles close to the unit circle only and therefore an
all-pole-system, and if we set all a(p) equal to zero, we
obtain an MA model. The ARMA spectrum can model both
sharp peaks as they are obtained from an AR spectrum and
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deep nulls as they are typical for an MA spectrum (60).
Although ARMA is a more generalized form of the AR
model, in most EEG applications, it is sufficient to compute
the AR model becuase EEG signals have been found to be
represented effectively by such a model (45). The AR model
will be described in more detail in the following section.

Inverse AR Filtering. Assuming that an EEG signal
results from a stationary process, it is possible to approx-
imate it as a filtered noise with a normal distribution.
Consequently, passing such an EEG signal through the
inverse of its estimated autoregressive filter could be per-
formed to obtain the generator noise (also called the resi-
dues) of the signals, which is normally distributed with
mean zero and variance s2. The deviation from a noise with
a normal distribution can be used as an important tool to
detect nonstationarity and nonlinearities in the original
signal. This method has been used to detect transient
nonstationarities present in epileptiform EEG (45).

Kalman Filtering. A method of analyzing time-varying
signals consists of applying the so-called Kalman estima-
tion method of tracking the parameters describing the
signal (61,62). The Kalman filter recursively obtains esti-
mates of the parametric model coefficients (such as those of
an AR model) using earlier as well as current data. These
data are weighted by the Kalman filter, depending on the
signal-to-noise ratio (SNR) of the respective data. For the
estimation of the parametric model, coefficients data with a
high SNR are weighted higher than data with a lower SNR
(37).

This method is not easy to implement due to its sensi-
tivity to model order and initial conditions; it also tends to
be computationally extensive. Despite these limitations,
recursive Kalman filtering has been used in EEG analysis
for deriving a measure of how stationary the signal is and
for EEG segmentation signal (61,62). This segmentation of
the EEG signal into quasi-stationary segments of variable
length is necessary and useful in reducing data for the
analysis of long EEG recordings under variable behavioral
conditions. Adaptive segmentation based on Kalman filter-
ing has been used to analyze a series of clinical EEGs to
show a variety of normal and abnormal patterns (63).

BURST AND ANALYZING METHODS

Introduction

This article has shown that EEG signals are sensitive to
various kinds of diseases and reflect different stages of the
brain. Specific EEG patterns can be observed after
ischemic brain damage and during deep levels of anesthe-
sia with volatile anesthetics like enflurane, isoflurane, or
babiturate anesthesia (64). The patterns are recognized as
periods of electrical silence disrupted by bursts of high-
voltage activity. This phenomenon has been known since
Derbyshire et al. (65) showed that wave bursts separated
by periods of electrical silence may appear under different
anesthetics. The term ‘‘burst suppression’’ was introduced
to describe the occurrence of alternating wave bursts and
blackout sequences in narcotized animals (66), in the iso-

lated cerebral cortex (67), during coma with dissolution of
cerebral functions (68), after drama associated with cere-
bral anoxia (69), and in the presence of a cortical tumor
(70). Other bursting-like patterns in the EEG are seizures
as they occur during epilepsy. Although also episodes of
high voltage, the background EEG is not suppressed in the
presence of seizures.

The knowledge about occurrence of these bursts and
perods of electrical silence in the EEG is of important
clinical value. Although burst suppression during anesthe-
sia with modern anesthetics is reversible and harmless, it
often is an ominous sign after brain damage (71). Fre-
quently occurring seizures may indicate a severe injury
state. Thus, it is of great interest to detect these burst and
burst suppression sequences during surgery or in other
clinical settings. We have already presented several meth-
ods to analyze EEG signals, their advantages and disad-
vantages. In the case of short episodes of burst suppression
or spikes, however, methods that maintain the time-vary-
ing character of the raw EEG signal are necessary.

In this section, we want to present the mechanisms of
the underlying processes, which cause burst-suppression
or spiking. Methods that show the loss of EEG signal power
during the occurrence of burst suppression and methods
that can follow the time-varying character of the raw input
signal are presented. Finally, we will present some meth-
ods that have been used to detect bursts and seizures based
on detection of changes in the power of the signal.

Mechanisms of Bursts and Seizures

Bursts can be observed as abrupt changes in the activity of
the entire cortex. These abrupt changes led to the assump-
tion that a nonlinear (ON-OFF or bang-bang control system)
inhibiting mechanism exists in the central nervous system
(CNS) that inhibits the burst activity in the EEG. Recent
studies confirm this theory and have shown that during
burst-suppression, the heart rate also is decreased (72,73).
At the end of the suppression, this inhibition is released
abruptly, permitting burst activity in EEG and increase in
heart rate. The task of such a control system in the CNS
may be to decrease the chaotic activity in a possibly injured
or intoxicated brain. As cortical energy consumption is
correlated with the EEG, decreased cortical activity also
avoids excessive, purposeless energy consumption (74).
Studies on humans under isoflurane anesthesia have
shown that increased burst-suppression after increased
anesthesia concentration does correlate with cerebral oxy-
gen consumption (75).

Another interesting observation is the quasi-sinusoidal
character of the EEG signal during bursting. This has been
shown by Gurvitch et al. (76) for the case of hypoxic and
posthypoxic EEG signals in dogs. In contrast to anesthesia
evoked bursts, which also contain higher frequency com-
ponents up to 30 Hz, these hypoxic and posthypoxic bursts
are high-voltage slow-wave signals, with frequency com-
ponents in the delta range (77). Figure 6 shows two typical
cortical EEG recordings from an isoflurane-anesthetized
dog and a piglet after hypoxic insult. The power spectrum
of the first burst in each recording is shown, respectively.
Bispectral analysis as described has shown that there is
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significant phase coupling during bursting (78). Due to
these observations, we assume the EEG signal to be qua-
siperiodic during bursting and seizure sequences. Note
that this observation is an important characteristic and
will be used in the next section as a basic assumption for
the use of an energy estimation algorithm.

The first cellular data on EEG burst suppression pat-
terns were presented by Steriade et al. in 1994 (79). This
study examined the electrical activity in cells in the thala-
mus, the brain stem, and the cortex during burst suppres-
sion in anesthetized cats. They showed that although the
activity of intracellularly recorded cortical neurons matches
the cortical EEG recording, the recording from thalamic
neurons displays signs of activity during the periods of
electrical silence in the cortex and the brain stem. But it
has also been observed that the cortical neurons are not
unresponsive during periods of electrical silence. Thalamic
volleys delivered during the epochs of electrical silence were
able to elicit neuronal firing or subthresholding depolarizing
potentials as well as the revival of EEG activity. This
observation led to the assumption that full-blown burst
suppression is achieved through complete disconnection
within the prethalamic, thalamocortical, and corticothala-
mic brain circuits and indicates that, in some instances, a
few repetitive stimuli or even a single volley may be enough
to produce recovery from the blackout during burst suppres-
sion. Sites of disconnection throughout thalamocortical sys-
tems are mainly inhibited synaptic transmissions due to an
increase in GABAergic inhibitory processes at both thalamic
and cortical synapses. Note that we showed that postsynap-
tic extracellular potentials at cortical neurons are the origin
of the EEG signal. Therefore, this failure of synaptic trans-
mission explains the flatness in the EEG during burst
suppression. The spontaneous recurrence of cyclic EEG
wave bursts may be observed as triggered by remnant
activities in different parts of the affected circuitry, mainly
in the dorsothalamic-RE thalamic network in which a sig-

nificant proportion of neurons remains active during burst
suppression. However, it is still unclear why this recovery is
transient and whether there is a real periodicity in the
reappearance of electrical activity. According to the state
of the whole system, the wave bursts may fade and be
replaced by electrical silence or may recover toward a
normal pettern.

Seizures are sudden disturbances of cerebral function.
The underlying causes of these disorders are heterogenous
and include head trauma, lesions, infections, and genetic
predisposition. The most common injury that causes sei-
zures is epilepsy. Epileptic seizures are short, discrete
episodes of abnormal neuronal activity involving either a
localized area or the entire cerebrum. The abnormal time
series may demonstrate abrupt decreases in amplitude,
simple and complex periodic discharges, and transient
patterns such as spikes (80) and large amplitude bursts.

Generalized seizures can be experimentally induced by
either skull shocks to the animal or through numerous
chemical compounds like pentylenetetrazol (PTZ). Several
studies have shown that there are specific pathways
through which the seizure activity is mediated from deeper
cortical areas to the superficial cortex (81). Figure 7 shows a
cortical EEG recording from a PTZ-treated rat. Nonconvul-
sive seizures are not severe or dangerous . In contrast,
convulsive seizures like the seizures caused by epilepsy
might be life threatening, and a detection of these abnorm-
alities in the EEG at an early stage of the insult is desirable.

Reasons for Burst and Seizure Detection

We have seen in the previous section that there are various
possible sources that can cause EEG abnormalities, like
seizures or burst suppression interrupted by spontaneous
activity outbreaks. In this section, now we want to describe
why it is of importance to detect these events. Reasons for
detecting bursts or seizures are as follows.
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Figure 6. Burst suppresion under the inluence of iso-
flurane and after hypoxic insult. (a) Cortical EEG from a
dog anesthetized with isoflurane/DEX. (b) Cortical EEG
from a piglet during recovery from a hypoxic insult. Note
the similarities in electrically silent EEG interrupted by
high voltage EEG activity.



Confirmation of the Occurrence. In the case of seizures,
it is obvious that it is desirable to detect these seizures as
an indicator of possible brain injuries like epilepsy. Epi-
leptic or convulsive seizures might be life-threatening, and
detection at an early stage of the injury is necessary for
medication. The frequency with which seizures occur in a
patient is the basis on which the diagnosis of epilepsy is
made. No diagnosis for epilepsy will be made based only on
the occurrence of occasional seizures. Burst suppression
under anesthesia is an indicator for the depth of anesthesia
(82), and the relationship between the duration of burst
suppression parts and bursting episodes is therefore desir-
able. In the case of hypoxia, however, burst suppression
indicates a severe stage of oxygen deficiency and a possible
risk of permanent brain damage or brain death. In the
recovery period, in post-hypoxic analysis, the occurance of
bursts might be of predictive value whether or not the
patient has a good outcome (83–85).

To Further Analyze Seizure or Burst-Episodes. Not only
the presence of bursts or seizures can serve as an physio-
logical indicator, furthermore special features or charac-
teristics of these EEG abnormalities are of importance.
Intracranial EEG patterns at seizure onset have been
found to correlate with specific pathology (86), and it has
been suggested that the different morphologies of intra-
cranial EEG seizure onset have different degrees of localiz-
ing value (87).

In the case of anesthesia or hypoxia-induced bursts, the
duration of the bursts and the burst suppression parts may

indicate the depth of anesthesia or the level of injury,
respectively. Frequency or power analysis of these bursts
may help discriminating these two kinds of bursts from one
another (77). This is important, for example, in open heart
surgery to detect reduced blood flow to the brain at a
reversible stage.

Localization. Localization of the source of an injury or
an unknown phenomenon is always desirable. This is valid
especially in the case of epilepsy, where the injured, sei-
zure-causing part of the brain can be operatively removed.
Detecting the onsets of bursts or seizures in different
channels from different regions of the brain may help us
to localize the source of these events. In particular, record-
ings from different regions of the thalamus and the cortex
have been used to study pathways of epileptic seizures.

Ability to Present Signal-Power Changes During Bursting

We have already mentioned that bursts can be observed as
a sequence in the EEG signal with increased electrical
activity and within sequences of increased power or energy.
Therefore, looking at the power in the EEG signal can give
us an idea about the presence of bursts and burst suppres-
sion episodes in the signal. Looking at the power in differ-
ent frequences of a signal is classically done by estimating
the PSD. We will present three methods here that have
already been used in EEG signal analysis. First is a method
to estimate the PSD by averaging over a certain number of
periodograms, which is known as the Welch method. After
obtaining the power spectrum over the entire frequency
range, the total power in some certain frequency bands can
then be obtained by summing together the powers in the
discrete frequencies that fall in this frequency band. For
this method, the desired frequency bands have to be known
in advance. One method to obtain the knowledge where the
dominant frequencies may be found in the power spectrum
is to model the EEG signal with an AR model. Beside the
fact that this method calculates the dominant frequencies,
we also obtain the power in these dominant frequencies
and can use this method directly to follow the power in the
dominant frequencies. The third method will be a method
to perform time-frequency analysis as a method to obtain
the energy of a signal as a function of time as well as a
function of frequency. We will present the short-time Four-
ier transform (STFT) as such a time-frequency distribu-
tion. As mentioned, these methods have been already used
in EEG signal processing.

Feature Extraction. One major problem with these
methods is the large amount of data that become avail-
able. Therefore, attempts have been made to extract
spectral parameters out of the power spectrum that for
themselves contain enough necessary information about
the nature of the original EEG signal. The classic division
of the frequency domain in four major subbands (called
alpha, beta, theta, and delta waves) as described in the
first section, has been one possibility of feature extraction
and data reduction. However, we have also observed that
these subbands may vary among the population and the
major frequency components of a human EEG might be
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Figure 7. PTZ-induced generalized clonic seizure activity in the
cortex and the thalamus of a rat. The figures from the top to the
bottom show seizure activity recorded from the trans-cortex, the
hippocampus, the posterior thalamus, and the anterior thalamus.
Note the occurrence of spikes in the cortical recording before the
onset of the seizure. At time point 40, one can see the onset of the
seizure in the cortical recording, whereas the hippocampus shows
increased activity already at time point 30. Such recordings can be
used to study the origin and the pathways of seizures.



different from the predominant frequency components of
an EEG recorded from animals. Furthermore, some spe-
cific EEG changes typically involve an alteration or loss of
power in specific frequency components of the EEG (88) or
a shift in power over the frequency domain from one
frequency range to another. This observation led to the
assumption that the pre-devision of the frequency domain
into four fixed subbands may not give features that are
sensitive to such kinds of signal changes. We therefore
propose the use of ‘‘dominant frequencies’’ as parameters;
these are frequencies at which one can find a peak in the
power spectrum, and therefore, these dominant frequen-
cies can be observed as the frequencies with an increased
activity. Recent studies (25) have shown that following
the power in these dominant frequencies over time has a
predictive value after certain brain injuries, whether or
not the patient has a good outcome. In fact, detecting
changes in power in dominant frequencies may be used as
a method to visualize changes in the activity in certain
frequency ranges. Another method to reduce some of the
information of the power spectrum to one single value is to
calculate the mean frequency of the spectrum at an
instant point of time. This value can be used as a general
indicator for changes in the power spectrum from one
instant time point to another. Other spectral parameters
that will not be described here are, for example, peak
frequency or various different defined edge frequencies
like the medium frequency. However, the effectiveness of
these EEG parameters in detecting changes in the EEG,
especially in detecting injury and the level at which they
become sensitive to injury, has not been well defined.
After the description of each method, we will present
how we can obtain the power in the desired frequency
bands and the mean frequency.

Power Spectrum Estimation Using the Welch-Method.
We have already observed the use of the FT and its discrete
performance in the DFT in the first section. In this section,
we now want to show how we can use the DFT to obtain an
estimator for the PSD.

To estimate the PSD there are two classic possibilities.
The first and most direct method is the periodogram built
by using the discrete-time data sequence and transforming
it with DFT/FFT. We describe the algorithm in detail:

IðNÞ ¼ 1

N
j
Xn¼N

n¼1

xðnÞexpð� jvnÞj ð14Þ

where x(n) is the discrete time signal and N is the number
of FFT points. It can be observed that this basic estimator
is not statistically stable, which means that the estimation
has a bias and is not consistent because the variance does
not tend to be zero for large values of N. The second
method to achieve the PSD estimation is more indirect, in
which the autocorrelation function of the signal is
estimated and transformed via DFT/FFT. This estimation
is called a correlogram:

INðvÞ ¼
XN�1

m¼�ðN�1Þ
F̂Fxxexpð� jvmÞ ð15aÞ

where F̂FxxðmÞ is the estimated autocorrelation function of
a time signal x(n):

F̂FxxðmÞ ¼ 1

N

XN�jmj�1

n¼0

xðnÞxðn þ jmjÞ ð15bÞ

To avoid these disadvantages of the periodogram as an
estimator for PSD, many variations of this estimator were
developed, reducing the bias and variance of the estima-
tion. The most popular method among these estimators is
the method of Welch (44). The given time sequence is
devided into k overlapping segments of L points each, and
the segments are windowed and transformed via DFT/FFT.
The estimator of the PSD is then obtained by the mean of
these spectra. It can be observed that as more spectral
samples are used to build this estimator, the more the
variance is reduced. Assuming a given sequence length of N
points, the variance of the estimate will decrease if the
number of points in each segment decreases. Note that a
decrease in number of points results in a loss of good
spectral resolution. Therefore, a compromise has to be
found to achieve a small variance and a sufficient spectral
resolution. To increase the number of segments, which are
used to build the mean, an overlap of the segments of 50%
is used.

Use of a finite segment length, n¼ 0,. . ., N� 1, of the
signal x(n) for computation of the DFT is equivalent to
multiplying the signal x(n) by a rectangular window w(n).
Therefore, due to the filtering effects of the window func-
tion, sidelobe energy is generated where the spectrum is
actually zero. The window function also causes some
smoothing of the spectrum when N is sufficiently large.
To reduce the amount of sidelobe leakage caused by win-
dowing, a nonrectangular window that has smaller side-
lobes may be used. Examples of such windows include the
Blackman, Hamming, and Hanning windows. However,
use of these windows for reduction of sidelobe leakage also
causes an increase in smoothing of the spectrum. Figure 8
shows the difference of sidelobe leakage effects between a
rectangular and a Blackman window. In our case, a Tukey
window is used in respect to a sufficient suppression of
sidelobes and to obtain sharp mainlobes at the containing
frequencies (90):

uðxÞ ¼
0:5ð1 � cosðpx=dÞÞ 0 � x � d

1 d � x � 1 � d

0:5ð1 � cosðpð1 � xÞ=dÞÞ 1 � d � x � 1

8><
>:

The resultant estimator of PSD is obtained by using the
equation:

ŜSxxðexpð jVÞÞ ¼ 1

kA

XK
i¼1

1

L

����XL�1

k¼0

xiðkÞ flðkÞexpð� jVkÞ
����2 ð16Þ

where k is the number of segments, L is the number of
points in each segment, fL(k) is the data window function,
and

A ¼ 1

L

XL�1

k¼0

f 2
LðkÞ ð17Þ
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which is a factor to obtain an asymptotically unbiased
estimation. Even if the PSD estimator (using the Welch
method) is a consistent estimator, we have to note that it
is only an approximation of the real PSD. Beside the
above-mentioned limitations, unwanted effects also result
from using DFT/FFT. These include aliasing, leakage, and
the picket fence effect. Most of these effects may be
avoided by using a window of appropriate characteristic
and by fulfilling the Nyquist criterion, which is that the
highest signal frequency component has to be less than
one half the sampling frequency.

The FT and autocorrelation method can compute the
power spectrum for a given segment of the EEG signal. The
spectrum over this segment must therefore be assumed to
be stationary. Loss of information will occur if the spectrum
is changing over this segment, because temporal localiza-
tion of spectral variations within the segment is not pos-
sible. Because burst suppression violates the assumptions
(91) underlying power spectrum analysis and may cause
misleading interpretations (92,93), it is necessary to
increase time resolution. To track changes in the EEG
spectrum over time, spectral anlysis can be performed
on succesive short segments (or epochs) of data. Note that
we used the spectral analysis of such epochs for our method
above. We therefore may expect that the spectral analyses
for the short segments are less consistent and that the
effects of signal windowing will play a more important role.

Parameter Extraction. For selected sequences of EEG at
each stage during a recording, spectral analysis might be

performed using the Welch method. To obtain the power in
the dominant frequencies, the powers in the average power
spectrum are summed together over the frequency range of
interest. This summation is made because the dominant
frequency may vary in a small frequency range:

Pð fdÞ ¼
Xnþ1

k¼n

SðkÞn þ ‘<N=2 ð18Þ

where S(k) is the average power spectrum, N is the FFT
length, fd is the dominant frequency, and tN/2fs is the
bandwidth of the frequency band. Following the power in
these specific frequency bands over time, we obtain a
trend-plot of the power in different dominant frequency
bands. This is shown in Fig. 9, where three sequences of
30 s are presented, which are recorded from a dog during
different stages of isoflurane anesthesia. The dominant
frequencies have been found using an AR model and are in
the range of 0.5–5 Hz, 10–14.5 Hz, and 18–22.5 Hz. The
recorded data are sampled with fs¼ 250, and the sampled
sequence is divided into segments of 128 points each with
an overlap of 50%. The PSD estimator is obtained as
described in Eq. 16.

The mean frequency (MF) of the power spectrum is
computed from the following formula:

MF ¼
PN=2

K¼1 SðKÞðKFs=NÞPN=2
K¼1 SðKÞ

ð19Þ
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Figure 8. Comparison of sidelobe leakage effects
in the spectrum using (a) rectangular window
versus (b) Blackman window. Spectra are
computed for a signal with (voltage spectrum
X(f)¼ 1, abs(f)<1; X(f)¼0 otherwise. The
Blackman window reduces sidelobe effects and
increases smoothing of the spectrum. (Adapted
from Ref. 89.)



where S(K) is the average power spectrum, N is the FFT
length, and Fs is the sampling frequency. The mean
frequency can be observed as the frequency instant at
which one can find the ‘‘center of mass’’ in the power
spectrum.

Short-Time Spectral Analysis
The Algorithm. The STFT is one of the most used time-

frequency methods. Time-frequency analysis is performed
by computing a time-frequency distribution (TFD), also
called a time-frequency representation (TFR), for a given
signal. The main idea of a TFD is to allow determination of
signal energy at a particular time as well as frequency.
Therefore, these TFDs are functions of two dimensions,
time and frequency, which have an inherent tradeoff
between time and frequency resolution that can be
obtained. This tradeoff between time and frequency reso-
lution arises due to the required windowing of the signal to
compute the time-frequency distribution. For good time
resolution, a short time window is necessary; meanwhile a
good frequency resolution requires a narrowband filter,
which corresponds to a long time window. But these two
conditions, a window with arbitrarily small duration and
arbitrarily small bandwidth cannot be fulfilled at the same
time. Thus, a compromise has to be found to achieve
sufficiently good time and frequency resolution.

The STFT as one possible realization of a TFD is per-
formed by sliding an analysis window across the signal
time series and computing the FT for the current time
point. The STFT for a continous-time signal x(t) is defined
as follows:

STFTðyÞ
x ðt; f Þ ¼

Z
t0

½xðt0Þg
ðt0 � tÞ�0e� j2pft0dt0 ð20Þ

where g(t0) is the analysis window and 
 denotes the com-
plex conjugate. As discussed the analysis window chosen
for the STFT greatly influences the result. Looking at the
two extremes shows this influence best. Consider the case
of the delta function as analysis window: g(t)¼ d(t). In this
case, the STFT¼

PN�1
t¼0 xðtÞexpð� j2pftÞ, which is essen-

tially x(t) and yields perfect time resolution, but no fre-
quency resolution. On the other hand, if the analysis
window is chosen to be a constant value g(t)¼ 1 for all
time, then the STFT becomes the Fourier transform X(f),
with perfect frequency resolution but no time resolution.
Therefore, an appropriate window to provide both time and
frequency resolution lies somewhere between these two
extremes. In our case, a Hanning window is chosen as the
analysis window. Figure 10 shows a plot of the STFT as it is
obtained by transforming segments of the data, sampled
with 250 points. The segments of 128 points each and an
overlap of 50% are transformed via a 256 point FFT.

Feature Extraction. Calculating the power of the three
dominant frequency bands in each segment, as described in
equation 18, we obtain a contour plot of the power in these
bands as shown in Fig 11. Also the mean frequency can be
calculated in each segment, as described in Eq. 19.

Power Spectrum Estimation using AR-Model
The Algorithm. In the last section, the PSD was defined

as the FT of an infinite ACS. This relationship may be
considered a nonparametric description of the second-order
statistics of a random process. A parametric description of
the second-order statistic may also be devised by assuming
a time-series model of the random process. The PSD of the
time-series model will then be a function of the model
parameters (and not of the ACS). A special class of models,
driven by white noise processes and processing rational
system functions, is AR, ARMA, and MA. One advantage of
using parametric estimators is, for example, better spectral
resolution. Periodogram and correlogram methods con-
struct an estimate from a windowed set of data or ACS
estimates. The unavailable data or unestimated ACS
values outside the window are implicitly zero, which is
an unrealistic assumption that leads to distortion in the
spectral estimate. Some knowledge about the process from
which the data samples are taken is often available. This
information may be used to construct a model that approx-
imates the process that generated the observed
time sequence. Such models will make more realistic
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Figure 9. Trend in power in dominant fre-
quency bands. The top row shows three input
signals as they are obtained at different stages
of anesthesia in a dog. The recordings show
from left to right a baseline EEG followed by
an EEG epoch obtained after administration
of a sedative drug and finally the EEG after
reversing the process. The three epochs were
recorded in a distance of 1000 s to one another.
The second row shows the averaged power
spectra obtained with the Welch method, re-
spectively. The data were sampled with f
¼250 p and the FFT length is 128 points.
The bottom row shows the trend in the three
dominant frequency bands 0.5–5, 10–14.5, and
18–22.5 Hz. Note that this method does not
provide the possibility to visualize the bursts
in the EEG recording, but it can give a trend in
power changes in dominant frequency bands.



assumptions about the data outside the window instead of
the null data assumption. In our case, the AR-modeling is
used instead of AM or ARMA because of the advantage that
the model parameter can be obtained by solving linear
equations. The assumption is that if the model order p is
chosen correctly, and the model parameters are calculated
correctly, we obtain a PSD estimation with p/2 or (pþ 1)/2
sharp peaks in the spectrum at the so-called dominant
frequencies.

The AR parameters have been shown to follow a recur-
sive relation (94):

a pðnÞ¼ap�1ðnÞþKpa

p�1ðp � nÞ for n¼1 . . . ðp � 1Þ ð21Þ

where ap(n) are the parameters for model order p, and
ap� 1(n) for model order (p� 1). Kp is the reflection coeffi-
cient for order p, and in Burg’s maximum entropy method,
Kp is determined by minimizing the arithmetic mean of the
forward and backward linear prediction error power, i.e.,
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Figure 10. STFT. (a) Epoch of an EEG signal recor-
ded from an isoflurane/DEX-treated dog. The time-
varying character of this signal can be presented in
the power spectrum using the STFT as shown in
(b).STFT was performed with a 256 point FFT and
a window length (Hamming window) of 128 points
with an overlap of 50%. Data were sampled at
f¼250 samples.

Figure 11. Energy profile in dominat frequency
bands using the STFT. (a) EEG epoch recorded
from isoflurane/DEX-treated dog. Summing toge-
ther the energy in the frequency bands 0.5–5, 9–
14.5, and 17–22.5 Hz, we obtain the energy pro-
files in the dominant frequency bands as shown in
(b). Note that burst sequences and sequences of
electrical silence in the EEG signal can be clearly
distinguished with this method.



minimizing
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where ef and eb are the forward and backward linear
prediction errors. Minimizing this equation gives us the
reflection coefficients Kp for model order p:

K p ¼
�2
PN

n¼pþ1e f
p�1ðnÞeb
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f
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To choose the right model order, we use the Akaike criter-
ion (95), which is based on the maximum likelihood
approach and is termed the Akaike Information Criterion
(AIC) (95):

AICðpÞ ¼ N
lnðrpÞ þ 2 p ð24Þ

where rp is the error variance for model order p. The error
variance follows the relation:

rp ¼ rp�1ð1 � jK2
pjÞ ð25Þ

The optimum model order p has to minimize AIC. With the
obtained model parameter, it is now possible to present the
data sequence x(n) in the following way (44):

xðnÞ ¼ wðnÞ � að1Þxðn � 1Þ � að2Þxðn � 2Þ
� . . .� aðpÞxðn � pÞ ð26Þ

where the a(i) are the model parameters, p is the model
order, and w(n) is the error in prediction. If we now choose
the model order and the model parameters correctly for our
estimation, w(n) turns out to be zero. Taking the z-trans-
form of this equation, we obtain

XðzÞ ¼ WðzÞ
1 þ að1Þz�1 þ að2Þz�2 þ . . .þ aðpÞz�p

ð27Þ

where W(z) is the z-transform of w(n). Squaring the abso-
lute value of X(z), we obtain the estimated power spectrum:

PðzÞ ¼ j WðzÞ
1 þ að1Þz�1 þ að2Þz�2 þ . . .þ aðpÞz�p

j2 ð28Þ

Parameter Extraction. From equation 27, we can now
obtain the dominant frequencies in the estimated power
spectrum. The poles of X(z) are obtained from the equation:

z p þ að1Þz p�1 þ . . .þ aðpÞ ð29Þ

Evaluating this expression at the unit circle, we get fre-
quencies v at which there is a peak in the frequency
spectrum of the data sequence and the analog frequencies
of the spectral peaks are

Fdo min ant ¼
Fsampling

2p
vdo min ant ð30Þ

It is now possible to evaluate the power in these
frequencies either by integrating the power spectrum
between desired frequencies or by the method of Johnsen
and Anderson (96), which uses the residues to find the
power in the peaks.

Thus, AR modeling provides the possibility to estimate
the power spectrum of a signal, to calculate the frequencies
at which we find a peak in the spectrum, and to obtain the
power in these dominant frequencies. Note that an impor-
tant assumption for a correct use of AR-modeling is a
stationary signal. As this assumption cannot be made for
EEG signals in long data sequences, the sample data have
to be divided into small overlapping segments, in which the
signal can be observed as quasi-stationary. The right seg-
ment length can be found using AIC criterion and that
segment length is taken that minimizes the variance for
the calculated model order. In our case for anesthetized
dogs, a model order of eight was found to be appropriate.
This leads to four dominant frequencies in the following
frequency ranges: 0.5–5, 10–14.5, 18–22.5 Hz, and 27–
31 Hz. However, it has been observed that the power in
the highest dominant frequency is very small in compar-
ison with the power in the lowest three dominant frequen-
cies and this band is therefore ignored in our study.

Another problem with using AR models for single-chan-
nel EEG analysis during nonstationary events like burst
suppression or seizures is the possibly change in model
order (97). Therefore, AR models can be observed to be
more appropriate for multichannel analysis.

Feature Extraction. The dominant frequencies and the
power in the dominant frequencies are calculated in each
segment, respectively. Therefore, a summation of power in
a certain frequency band is not necessary. Figure 12 shows
the power in the dominant frequencies over time. The input
signal is sampled with 125 Hz and subdivided into seg-
ments of 50 points each. The segments are allowed to have
an overlap of 50%.

Burst Detection Methods

The computerized detection of seizures and bursts requires
differentiation of bursts from episodes of electrical silence
and ictal (signal during seizure) from interictal (normal
signal activity) parts. We already mentioned the character-
istics of bursts and seizures, like high amplitude, high
energy, and an increase in phase coupling. The change in
energy at the onset and offset of bursts and seizures has
been used to detect bursts in many applications. Babb et al.
(98) constructed a circuit that signaled seizure detection
when high amplitude–high frequency activity was observed
for at least 5 s. Ives et al. (99) employed amplitude discri-
mination after summing and band pass filtering the EEG
from 16 channels. Gotman (100) employs a detection para-
digm based on measures of amplitude and time period
obtained after a ‘‘half-wave decomposition’’ of the signals.
Gotman has tested this method on numerous cases; many
false positive are generated by this method. Murro et al.
(101) used a discriminant function based on signal spectra.
The advantage of this method is that it does not rely on
visual determination of normal and abnormal signal char-
acteristics. Recent studies have used wavelet analysis to
detect the onset of bursts or seizures (102). The detection
scheme is based on monitoring the variance structure of the
wavelet coefficients over a selected scale range and power
fluctuations in these scales individually. Webber et al. (103)
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presented in 1994 a detector for epileptiform discharges
using an artificial neural network. The detector can detect
seizure onsets and offsets in real time and was tested for raw
EEG signals as well as for parametrized signals. Similar
detectors have been developed by Oezdamer et al. (104) and
Yaylali et al. (105). Bullmore et al. (106) presented in 1994 a
detection method of ictal events based on fractal analysis of
the EEG signal. The basic idea of this detector is that the
EEG signal during bursts or seizures tends to have rela-
tively low values for fractal dimensions. However, display-
ing the onsets and offsets of bursts and seizures very well,
this method requires a visual inspection of the obtained
image. Lehnerts and Elger (107) presented a detection
algorithm in 1995 based on the neuronal complexity loss
during ictal signal events. Alarkon et al. (108) presented a
detector of seizure onsets in partial epilepsy based on fea-
ture changes extracted from the power spectrum. Features
used were the total amplitude within specific frequency
bands and the parameters activity, mobility, and complexity
as developed by Hjorth (58) and presented earlier. The time
course of these parameters was then displayed, and the
onsets of ictal events were assessed when the parameter
changes were above a preset threshold for more than four
consecutive epochs. Franaszczuk et al. (109) presented a
method in 1994, that allows not only the visualization of
seizure onsets but also the flow of activity through different
regions of the brain caused by epileptic discharges. The DFT
method, a multichannel parametric method of analysis
based on an AR model, was used for the analysis. Note that
for localization of seizure onsets, this method requires
recordings from different regions of the brain, especially
recordings made with subdural grid and depth electrode
arrays. A study that also used energy measurements in
different frequency bands is that of Darcey and Williamson
(110). The energy in different frequency bands is obtained
from sequentially calculated power spectra, using short
analysis windows to provide good time resolution. This
method has been described in the previous section as STFT.

The energy ratio of the energy in the ictal EEG with respect
to the energy of the preictal baseline EEG was calculated,
and detection was performed by comparing this quantity
with a threshold. However, it has also been observed in their
study that the time resolution obtained with the STFT
cannot be increased upon a certain limit, due to simulta-
neous decrease in frequency resolution.

Agarwal and Gotman present a method of segmentation
and clustering based on the nonlinear Teager Energy
algorithm or TEA (111). The Teager Energy algorithm is
a critical advance in energy measurement methods; based
on the nonlinear operators or the second order Volterra
kernel (112), it measures the frequency-dependent energy
in a signal. The method uses multipliers beyond the simple
square law detector (x2(t)) to capture the energy in a
filtered portion of the signal. It is based on the energy in
a spring concept. The TEA is a two-term time-domain
Agarwal, and Gotman uses a TEA variant that does not
depend on a square law term. This enables studying the
energy function without the evident emphasis of the
equivalent zero-lagged autocorrelation term. This would
cause undo emphasis of apparent white noise contaminant.
For sleep staging and burst detection studies, the TEA
turns out to be an essential preliminary analysis compo-
nent. Sherman et al. (113) use it for burst detection, burst
counting, and burst duration calculation in a cardiac arrest
(CA) and recovery model in fetal pigs. This study paralleled
earlier results highlighting the fact that early bursting in
the recovery EEG after CA is indicative of potentially
favorable outcomes. High burst counts and time spent in
bursting was shown to afford group separability based on a
neuro-deficit score (NDS).

CONCLUSIONS

We have presented that bursts during burst-suppression
and seizures are signals of short duration with high
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Figure 12. Energy profiles in dominant frequencies
using an AR model. (a) EEG epoch recorded from an
isoflurane/DEX-treated dog. An AR model (model
order 8) was fitted to the EEG sample using segments
of 50 points each and an overlap of 50%. The power in
the three lowest dominant frequencies (ranges from
0.5–5, 10–14.5, and 18–22.5) was calculated with the
residues. Note that this method provides the possi-
bility to distinguish bursts from periods of electrical
silence in the EEG signal.



amplitude and therefore episodes of high energy. This led
to the assumption that a discrimination of bursting epi-
sodes from burst-suppression parts could be made based on
detecting a change in the energy in dominant frequency
bands. However, representing the energy of a time-varying
signal has its difficulties. The abrupt change from bursting
parts to burst-suppression parts and the possibly short
duration of these sequences make it impossible to visualize
the change in energy at a certain point of time in the
average power spectrum. Other methods like the STFT
or parametric methods like the AR model provide the
possibility to obtain both a time and a frequency resolution.
Nevertheless, both methods still require a certain window
length to estimate the power spectrum, and the estimated
energy in each window represents the averaged energy
over a certain number of sampling points.
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INTRODUCTION

Electrogastrography, a term similar to electrocardiogra-
phy (ECG), is usually referred to as the noninvasive
technique of recording electrical activity of the stomach
using surface electrodes positioned on the abdominal skin
(1–3). The cutaneous recording obtained using the elec-
trogastrographic technique is called electrogastrogram
(EGG). In this article, both electrogastrography and elec-
trogastrogram are abbreviated to EGG. Due to the non-
invasive nature and recent advances in techniques of
EGG recording and computerized analysis, EGG has
become an attractive tool to study the electrophysiology
of the stomach and pathophysiology of gastric motility
disorders and is currently utilized in both research and
clinical settings (4–7).
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Although there are now several commercially available
hardware–software packages making recording and ana-
lysis of EGG relatively easy to perform, many centers still
use home-built equipment because the interpretations of
specific frequency and EGG amplitude parameters are still
debated and the clinical utility of EGG is still under
investigation (6–10). Therefore, there are definite needs
for better definition of the normal frequency range of EGG
and dysrhythmias as well as standardization of EGG
recording and advanced analysis methods for extraction
and interpretation of quantitative EGG parameters. More
outcome studies of EGG are also needed to determine the
usefulness of EGG in the clinical settings. This article
covers the following topics: a brief historic review of
EGG, basics of gastric myoelectrical activity, measurement
and analysis of EGG including multichannel EGG, inter-
pretation of EGG parameters, clinical applications of EGG
and future development of EGG.

HISTORIC REVIEW OF EGG

Electrogastrography was first performed and reported by
Walter Alvarez back in the early 1920s (1,11). On October
14, 1921, Walter Alvarez, a gastroenterologist recorded the
first human EGG by placing two electrodes on the abdom-
inal surface of ‘‘a little old woman’’ and connected them to a
sensitive string galvanometer. A sinusoid-like EGG with a
frequency of 3 cycles/min (cpm) was then recorded. As
Alvarez described in his paper, ‘‘the abdominal wall was
so thin that her gastric peristalsis was easily visible’’ (1).
Alvarez did not publish any other paper on EGG probably
because of a lack of appropriate recording equipment.

The second investigator to discover the EGG is I. Har-
rison Tumpeer, a pediatrician who probably performed the
first EGG in children (12). In a note in 1926 (12) and in a
subsequent publication (13), Tumpeer reported the use of
limb leads to record the EGG from a 5 week old child who
was suffering from pyloric stenosis and observed the EGG
as looking like an ECG (electrocardiogram) with a slowly
changing baseline (11).

However, it took � 30 years for EGG to be recovered by
R.C. Davis, a psychophysiologist in the mid-1950s (14). Davis
published two papers on the validation of the EGG using
simultaneous recordings from needle electrodes and a swal-
lowed balloon (14,15). Although Davis made only slow pro-
gress in EGG research, his two papers had stimulated several
other investigators to begin doing EGG research, such as Dr.
Stern who started working in Davis’ lab in 1960 (11).

Stevens and Worrall (1974) were probably the first ones
who applied the spectral analysis technique to EGG (16).
They obtained simultaneous recordings from a strain
gauge on the wall of the stomach and EGG in cats to
validate the EGG. They not only compared frequencies
recorded from the two sites visually in the old fashion
way, but also used a fast paper speed in their polygraph
and digitized their records by hand once per second, and
then analyzed EGG data using Fourier transform (11).

Beginning in 1975, investigators in England published a
number of studies on frequency analysis of the EGG signal
and made numerous advances in techniques for analysis of
the EGG, including fast Fourier transform (FFT) (17),

phase-lock filtering (18), and autoregressive modeling
(19). In some of their studies, they compared the EGG with
intragastric pressure recordings and reported their find-
ings similar to those of Nelson and Kohatsu (20). They
found that there was no 1:1 correlation between the EGG
and the contractions. The EGG could be used to determine
the frequency of the contractions, but could not be used to
determine when contractions were occurring (21).

During this same time, Smout and co-workers at Eras-
mus University in Rotterdam, The Netherlands, conducted
several validation studies of the EGG and made major
contributions in the area of signal analysis. In their land-
mark 1980 paper (22), they were the first ones who showed
that the amplitude of the EGG increases when contractions
occur. In 1985, Dr. Koch and Dr. Stern reported their study
on simultaneous recordings of the EGG and fluoroscopy
(23). They repeatedly observed the correspondence
between EGG waves and antral contractions during simul-
taneous EGG-fluoroscopy recordings.

To extract information about both the frequency of EGG
and time variations of the frequency, a running spectral
analysis method using FFT was introduced by van der
Schee and Grashus in 1987 (24), later used by some others
(2,25,26) and now still used in most laboratories (5). To
avoid the averaging effect introduced by the block proces-
sing of the FT, Chen et al. (27,28) developed a modern
spectral analysis technique based on an adaptive autore-
gressive moving average model. This method yields higher
frequency resolution and more precise information about
the frequency variations of the gastric electrical activity. It
is especially useful in detecting dysrhythmic events of the
gastric electrical activity with short durations (29).

In 1962, Sobakin et al. (30) performed the EGG in 164
patients and 61 healthy controls and reported that ulcers
caused no change in the EGG, but that pyloric stenosis
produced a doubling of amplitude, and stomach cancer
caused a breakup of the normal 3 cpm rhythm. This
was probably the first large-scale clinical use of the
EGG. In the past two decades, numerous studies have
been reported on the clinical use of the EGG including
understanding the relationship between the EGG and
gastric motility (22,23,31–37), gastric myoelectrical activ-
ity in pregnant women (38–40), gastric myoelectrical activ-
ity in diabetics or gastroparetic patients (41–44), gastric
myoelectrical activity in patients with dyspepsia (45–50),
and prediction of delayed gastric emptying using the EGG
(42,46,47,49,51).

As Dr. Stern wrote in 2000, ‘‘the history of EGG can be
described as three beginnings, a length period of incuba-
tion, and a recent explosion’’ (11). It is beyond the scope of
this article to cover every aspect of EGG studies. For more
information about the EGG, readers are referred to some
excellent articles, reviews, dissertations, and chapters
(2,5,6,21,27,52–56).

ELECTROPHYSIOLOGY OF THE STOMACH

Normal Gastric Myoelectrical Activity

Along the gastrointestinal tract, there is myoelectrical
activity. In vitro studies using smooth muscle strips of
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the stomach have revealed independent gastric myoelec-
trical activity (GMA) from different regions of the stomach.
The highest frequency of the gastric myoelectrical activity
was recorded in the corpus and the lowest frequency in
distal antrum. However, in vivo studies demonstrated a
uniform frequency in the entire stomach under healthy
conditions, because the myoelectrical activity in the corpus
with the highest frequency drives or paces the rest of
stomach into the same higher frequency (see Fig. 1).

Gastric myoelectrical activity is composed of slow waves
and spike potentials. The slow wave is also called the
pacesetter potential, or electrical control activity (57–59).
The spike potentials are also called action potentials or
electrical response activity (57–59). While slow waves are
believed originated from the smooth muscles, recent
in vitro electrophysiological studies suggest that intersti-
tial cells of Cajal (ICC) are responsible for the generation
and propagation of the slow wave (60). The frequency of
normal slow waves is species-dependent, being � 3 cpm in
humans and 5 cpm in dogs, with little day-to-day varia-
tions. The slow wave is known to determine the maximum
frequency and propagation of gastric contractions. Figure 1
presents an example of normal gastric slow waves mea-
sured from a patient. Normal 3 cpm distally propagated
slow waves are clearly noted.

Spike potentials are known to be directly associated
with gastric contractions, that is, gastric contractions occur
when the slow wave is superimposed with spike potentials.

Note, however, that in vivo gastric studies have failed to
reveal a 1:1 correlation between spike potentials measured
from the electrodes and gastric contractions measured
from strain gauges although such a relationship does exist
in the small intestine. In the stomach, it is not uncommon
to record gastric contractions with an absence of spike
potentials in the electrical recording. Some other forms
of superimposed activity are also seen in the electrical
recording in the presence of gastric contractions.

Abnormal GMA: Gastric Dysrhythmia and Uncoupling

Gastric myoelectrical activity may become abnormal in dis-
eased states or upon provocative stimulations or even spon-
taneously. Abnormal gastric myoelectrical activity includes
gastric dysrhythmia and electromechanical uncoupling. Gas-
tric dysrhythmia includes bradygastria, tachygastria, and
arrhythmia. Numerous studies have shown that gastric
dysrhythmia is associated with gastric motor disorders
and/or gastrointestinal symptoms (4–7,20,61,62).

A recent study has revealed that tachygastria is ectopic
and of an antral origin (63). In > 80% of cases, tachygastria
is located in the antrum and propagates retrogradely
toward the pacemaker area of the proximal stomach. It
may partially or completely override the normal distally
propagating slow waves. However, most commonly it does
not completely override the normal gastric slow waves. In
this case, there are two different slow wave activities:
normal slow waves in the proximal stomach and tachygas-
trial slow waves in the distal stomach. A typical example is
presented in Fig. 2.

Unlike tachygastria, bradygastria is not ectopic and
reflects purely a reduction in frequency of the normal
pacemaking activity. That is, the entire stomach has one
single frequency when bradygastria occur (63). Bradygas-
tria is originated in the corpus and propagates distally
toward the pylorus. The statistical results showing the
origins of tachygastria and bradygastria are presented
Fig. 3. The data was obtained in dogs and gastric dysrhyth-
mias were recorded postsurgically or induced with various
drugs including vasopressin, atropine and glucagon (63).

MEASUREMENT OF THE EGG

Gastric myoelectrical activity can be measured serosally,
intraluminally, or coutaneously. The serosal recording can
be obtained by placing electrodes on the serosal surface of
the stomach surgically. The intraluminal recording can be
acquired by intubating a catheter with recording electrodes
into the stomach. Suction is usually applied to assure a
good contact between the electrodes and the stomach
mucosal wall. The serosal and intraluminal electrodes
can record both slow waves and spikes, since these record-
ings represent myoelectrical activity of a small number of
smooth muscle cells. These methods are invasive and their
applications are limited in animals and laboratory settings.

The EGG, a cutaneous measurement of GMA using
surface electrodes, is widely used in humans and clinical
settings since it is noninvasive and does not disturb on-
going activity of the stomach. A number of validation
studies have documented the accuracy of the EGG by
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comparing it with the recording obtained from mucosal and
serosal electrodes (19,22,31,61,64–66). Reproducibility of
the EGG recording has been demonstrated, with
no significant day-to-day variations (67). In adults, age
and gender do not seem to have any influences on the
EGG (68–71).

EGG Recording Equipment

The equipment required to record the EGG includes ampli-
fiers, an analog-to-digital (A/D) converter and a personal
computer (PC) (Figs. 4 and 5). The EGG signal must be
amplified because it is of relatively low amplitude
(50–500 mV). An ideal EGG amplifier should be able to

enhance the gastric signal and effectively reduce interfer-
ences and noise. Abnormal frequencies of gastric slow
waves may be as low as 0.5 and as high as 9 cpm. To
effectively record the gastric slow wave, an appropriate
recording frequency range is 0.5–18 cpm (5,6,72). It is
recommended that a good choice of the sampling frequency
should be three to four times of the highest signal fre-
quency of interest (73,74). Therefore, a sampling rate for
digitization of the EGG signal � 1 Hz (60 cpm) is a proper
choice.

A typical EGG recording system is shown in Fig. 4. It is
composed of two parts: data acquisition and data analysis.
Venders who currently offer or have offered EGG equip-
ment in the past included 3CPM Company, Medtronic/
Synectics, Sandhill Scientific, Inc., RedTech, and MMS
(The Netherlands), and so on (2,6). To date, there are
two U.S. Food and Drug Administration (FDA)-approval
EGG systems: one from Medtronic Inc (Minneapolis, MN)
and the other from 3CPM Company (Crystal Bay, NV). The
3CPM Company’s EGG device is a work station that con-
sists of an amplifier with custom filters, strip chart recor-
der, and computer with proprietary software—the EGG
Software Analysis System (EGGSAS). However, this
device is only to record and analyze single-channel EGG.

The newly FDA-approved Medtronic’s ElectroGastro-
Graphy system provides multichannel EGG recordings
and analysis (75–78). It can be either running on Medtro-
nic’s Gastro Diagnostic Workstation or consisting of the
Medtronic’s Polygraf ID with a laptop to make a portable
system (see Fig. 5). This system provides an Automatic
Impedance Check function and optional Motion Sensor.
With the Automatic Impedance Check, all EGG electrodes
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are verified to be in good electrical contact with the skin
within 10 s. The optional Motion Sensor can record respira-
tion and patient movements during data capture. This
assists physicians to more easily identify motion artifacts,
which can then be excluded from subsequent analysis.
Currently, this system has been configured to make
four-channel EGG recordings with placement of six surface
electrodes on the subject’s abdomen (75–78) (see Fig. 5a).

An ambulatory recording device is also available and
has been used frequently in various research centers
(42,46,48,71,76). For example, the ambulatory EGG recor-
der (Digitrapper EGG) developed by Synectics Medical Inc.
(Shoreview, MN) is of the size and shape of a ‘‘walkman’’
(79). It contains one channel amplifier, an A/D conversion

unit, and memories. It can be used to record up to 24-h one-
channel EGG with a sampling frequency of 1 Hz. Informa-
tion colleted during recording can be downloaded into a
desktop computer for data storage and analysis (42,79).

Procedures for Recording EGG

Due to the nature of cutaneous measurement, the EGG is
vulnerable to motion artifacts. Accordingly, a careful and
proper preparation before the recording is crucial in obtain-
ing reliable data.

Skin Preparation. Since the EGG signals are very weak,
it is very important to minimize the impedance between
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Figure 4. (a) Position of abdominal
electrodes for the measurement of
one-channel EGG. (b) Block dia-
gram of an EGG recording system.

Electrodes
Amplifier Filter

Filter
15 CPM 1:105

Decimation

Sampling

Database

Raw

RSA

OSA

Review

Printer

Report

1 Sample/ Second

105 Samples/ Second

Polygraf ID

(b)

(a)

D
G

Ch#4

Ch#3

Ch#2

Ch#1
R

Figure 5. (a) Electrogastrogram electrodes placement for making four-channel EGG recordings
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over the xyphoid process, and a ground electrode on the patient’s left side. (b) Block diagram of
Medtronic POLYGRAM NETTM ElectroGastroGraphy System (RSA: Running Spectral Analysis;
OSA: Overall Spectral Analysis). (Reprinted with permission of Medtronic, Inc.).



the skin and electrodes. The abdominal surface where
electrodes are to be positioned should be shaved if neces-
sary, cleaned and abraded with some sandy skin-prepara-
tion jelly (e.g., Ominiprep, Weaver, Aurora, CO) in order to
reduce the impedance between the bipolar electrodes to
> 10 kV. The EGG may contain severe motion artifacts if
the skin is not well prepared.

Position of the Electrodes. Standard electrocardio-
graphic-type electrodes are commonly used for EGG
recordings. Although there is no established standard, it
is generally accepted that the active recording electrodes
should be placed as close to the antrum as possible to yield a
high signal-to-noise ratio (80). The EGG signals can be
recorded with either unipolar or bipolar electrodes, but
bipolar recording yields signals with a higher signal-to-
noise ratio. One commonly used configuration for recording
one-channel EGG is to place one of two active electrodes on
the midline halfway between the xiphoid and umbilicus
and the other active electrode 5 cm to the left of the first
active electrode, 30 cephalad, at least 2 cm below the rib
cage, in the midclavicular line. The reference electrode is
placed on the left costal margin horizontal to the first active
electrode (42,81) (Fig. 4a). One commonly used configura-
tion of electrodes for making four-channel EGG recordings
is shown in Fig. 4a, including four active electrodes along
the antral axis of the stomach, a reference EGG electrode
over the xyphoid process, and a ground EGG electrode on
patient’s left side (75–78).

Positioning the Patient. The subject needs to be in a
comfortable supine position or sit in a reclining chair in
a quiet room throughout the study. Whenever possible, the
supine position is recommended, because the subject is

more relaxed in this position, and thus introduces fewer
motion artifacts. The subject should not be engaged in any
conversations and should remain as still as possible to
prevent motion artifacts (7,8,79).

Appropriate Length of Recording and Test Meal

The EGG recording is usually performed after a fast of 6 h
or more. Medications that might modify GMA (prokinetic
and antiemetic agents, narcotic analgesics, anticholinergic
drugs, non-steroidal anti-inflammatory agents) should be
stopped at least 48 h prior to the test (6,7). The EGG should
be recorded for 30 min or more (no < 15 min in any case) in
the fasting state and for 30 min or more in the fed state. A
recording < 30 min may not provide reliable data and may
not be reproducible attributed to different phases of
migrating motor complex (82) in the fasting state.

The test meal should contain at least 250 kcal with no
> 35% of fat (82). Solid meals are usually recommended
although a few investigators have used water as the test
‘‘meal’’ (see Table 1).

EGG DATA ANALYSIS

In general, there are two ways to analyze EGG signals.
One is time-domain analysis or waveform analysis, and
the other is frequency-domain analysis. Numerous
EGG data analysis methods have been proposed
(18,19,24,27,53,55,56,84–97).

Time-Domain Data Analysis

Like other surface electrophysiological recordings, the
EGG recording contains gastric signal and noise.
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Table 1. List of Systems and Procedures for Recording EGG Used by Different Groups

References Hardware System Analysis Method Procedure (Duration and Meal)

Dutch research
groups (8,83)

Custom-built four-
channels (band-pass
filter: 0.01–0.5 Hz,
sampling rate: 1 Hz)

Running spectral
analysis by short-
time Fourier
transform (STFT)

2 h before and 3 h
after meal (a pancake, 276 kcal)

McCallum and
Chen (42,79),
Parkman et al. (46,71)
Chen et al. (75,76)

MicroDigitrapper
(Synectics Medical,
Inc.): single channel
(cut-off frequency:
1–16 cpm, sampling
rate: 1 or 4 Hz).
Commercial four-
channel EGG
recording device (cut-
off frequencies: 1.8–16
cpm) (Medtronic-
Synectics,
Shoreview, MN)

Running spectral
analysis by STFT
(Gastrosoft Inc.,
Synetics Medical)
or adaptive
analysis method )

(1) 30 min before and 2 h after meal
(turkey sandwich, 500 kcal)

(2) 60 min before and 60 min after meal
(two scrambled egg with two
pieces of toasted bread 200 mL
water, 282 kcal)

Penn State groups
(2,84)

An amplifier with
custom filters, a strip
chart recorder (cut-
off frequency: 1–18
cpm, sampling
frequency: 4.27 Hz)

Running spectral
analysis by STFT
and a data sheet
with percentage
distribution of
EGG power in
four frequency
ranges

Water load test (45 min)



Compared with other surface recordings, such as ECG, the
quality of EGG is usually poor. The gastric signal in the
EGG is disturbed or may even be completely obscured by
noise (see Table 2). The frequency of gastric signals is from
0.5 to 9.0 cpm, including normal (regular frequency of 2–
4 cpm) and abnormal frequencies. The gastric signals with
abnormal frequencies may be divided further into brady-
gastria (regular frequency of 0.5–2.0 cpm), tachygastria
(regular frequency of 4–9 cpm) and arrhythmia (irregular
rhythmic activities) (62).

The noise consists of respiratory artifacts, interferences
from the small bowel, ECG, and motion artifacts (see
Table 2). The respiratory artifact has a frequency from
12 to 24 cpm. It is a common and thorny problem. It is
superimposed upon almost every EGG recording if not
appropriate processed. Occasionally, the slow wave of
the small intestine may be recorded in the EGG. The
frequency of intestinal slow waves is 12 cpm in duodenum
and 9 cpm in the ileum. The intestinal slow wave is usually
weaker than the gastric slow wave. One can avoid record-
ing intestinal slow waves by placing electrodes in the
epigastric area. The frequency of ECG is between 60 and
80 cpm. It can be eliminated using conventional low pass
filtering because its frequency is much higher than that of
the gastric signal component. The frequency of motion
artifacts is in the whole recording frequency range. To

minimize motion artifacts, the subject must not talk and
should remain still during recording.

The time-domain analysis methods with the aid of
computers that were introduced to facilitate the EGG data
analysis include (1) adaptive filtering. It is used to reduce
noise such as respiratory artifacts with minimal distortion
of the gastric signal component of interest (27,90,91), (2)
coherent averaging. It is applied to filter out random noise
by averaging a large number of EGG waves (85), (3) use of
feature analysis and artificial neural networks to automa-
tically detect and delete motion artifacts (93,94), and (4)
use of independent component analysis to separate gastric
signals from multichannel EGGs (97).

When noise level is low, it is possible to visually analyze
the raw EGG tracing (3,6,84,98) to identify periods of
artifact and provide a qualitative determination of record-
ing segments with normal frequencies of � 3 cpm and those
of abnormally high (tachygastria) or low (bradygastria)
and the presence or absence of a signal power increase
after eating a test meal. Artifacts usually are readily
recognized visually as sudden, high amplitude off-scale
deflections of the EGG signal (see Fig. 6). Artifactual
periods must be excluded before analysis. This is because
(a) they are usually strong in amplitude and may comple-
tely obscure the gastric signal; (b) they have a broad-band
spectrum and their frequencies overlap with that of the
gastric signal; therefore they are not separable using even
spectral analysis method, and jeopardize any kind of quan-
titative analyses of the EGG data (79).

EGG Parameters (99)

Although a noise-free EGG signal is attainable by means of
advanced signal processing techniques (27,86), the wave-
form analysis of the EGG has rarely been used, because the
waveform of the EGG is related to many factors, including
the thickness of the abdominal wall of the subject, skin
preparation, position of the electrodes, and characteristics
of the recording equipment (100). Furthermore, the num-
ber of specific characteristics of the EGG is limited. With
single-channel EGG recording, only frequency and
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Table 2. Composition of the EGG

Components Frequency (cpm)

Signal Normal slow wave 2.0–4.0
Bradygastria 0.5–2.0
Tachygastria 4.0–9.0
Arrhythmia NAa

Noise Respiratory 12–24
Small bowel 9–12
ECG 60–80
Motion artifacts Whole range

aNot available

Figure 6. The EGG data analysis. (a) A
30 min EGG recording. (b) The power spec-
tra of the 30 min EGG data. The EGG
dominant frequency (DF) and power at
DF can be determined from the spectrum,
(c) adaptive running spectra. Each curve
(from bottom to top) is the spectrum of
2 min EGG data. The percentage of normal
slow waves (or dysrhythmias) can be deter-
mined from the spectra by counting spec-
tral peaks in each frequency band.
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amplitude can be measured. Recent computer simulations
and experiments have shown that the propagation of the
gastric slow wave can be identified from the multichannel
EGG recordings (27,100), it is, however, difficult to get this
information from waveform analysis (27). Accordingly,
quantitative data analyses of the EGG are mostly based
on spectral analysis methods. Some important EGG para-
meters obtained by the spectral analysis methods are
described as in the following sections.

EGG Dominant Frequency and Dominant Power. The fre-
quency believed to be of gastric origin and at which the
power in the EGG power spectrum has a peak value in the
range of 0.5–9.0 cpm is called the EGG dominant fre-
quency. The dominant power is the power at the dominant
frequency. The EGG power can be presented in a linear or
decibel (dB) unit. The dominant frequency and power of the
EGG are often simplified as EGG frequency and EGG
power. Figure 6 shows the definition of the dominant
frequency and power of the EGG. Simultaneous cutaneous
and serosal (13,17–19) or mucosal (11,16) recordings of
GMA have shown that the dominant frequency of the
EGG accurately represents the frequency of the gastric
slow wave. The dominant power of the EGG reflects the
amplitude and regularity of gastric slow waves. The gastric
slow wave is regarded as abnormal if the EGG dominant
frequency is not within a certain frequency range (e.g.,
2–4 cpm). Although there is no established definition for
the normal range of the gastric slow wave, it is generally
accepted that the dominant frequency of the EGG in
asymptomatic normal subjects is between 2.0 and
4.0 cpm (5,6,41,72). The EGG, or a segment of the EGG,
is defined as tachygastria if its frequency is > 4.0 cpm, but
< 9.0 cpm, bradygastria if its frequency is < 2.0 cpm and
arrhythmia if there is a lack of a dominant frequency (see
Table 2).

Power Ratio or Relative Power Change. As the absolute
value of the EGG dominant power is related to many
factors, such as the position of the electrodes, the prepara-
tion of skin and the thickness of the abdominal wall, it may
not provide much useful information. One of the commonly
used EGG parameters associated with the EGG dominant
power is the power ratio (PR) or the relative power change
after an intervention such as meal, water, or medication.
Note that the power of the EGG dominant frequency is
related to both the amplitude and regularity of the EGG.
The power of the EGG dominant frequency increase when
EGG amplitude increases. It also increases when the EGG
becomes more regular. Previous studies have shown that
relative EGG power (or amplitude) change reflects the
contractile strength of the gastric contractions (22,33,37).

Percentage of Normal Gastric Slow Waves. The percen-
tage of normal slow waves is a quantitative assessment of
the regularity of the gastric slow wave measured from the
EGG. It is defined as the percentage of time during which
normal gastric slow waves are observed in the EGG.

Percentage of Gastric Dysrhythmias Including Bradygas-
tria, Tachygastria, and Arrhythmia. The percentage of gas-

tric dysrhythmia is defined as the percentage of time
during which gastric dysrhythmia is observed in the
EGG. In contrast to the percentage of normal gastric slow
waves in an EGG recording, this parameter represents the
abnormality of the EGG or gastric slow waves.

Instability Coefficients. The instability coefficients are
introduced to specify the stability of the dominant fre-
quency and power of the EGG (99). The instability coeffi-
cient (IC) is defined as the ratio between the standard
deviation (SD) and the mean:

IC¼SD/mean� 100%

The clinical significance of the instability coefficient has
been demonstrated in a number of previous studies
(37,40,99). The instability coefficients defined by Geldof
et al. is slightly different from the one defined above. More
information can be found in Refs. 83,101.

Percentage of EGG Power Distribution. The percentage of
EGG power distribution was introduced by Koch and Stern
(102) and is defined as the percentage of total power in a
specific frequency range in comparison with the power in
the total frequency range from 1 to 15 cpm. For example;

% of (2.4–3.6 cpm)¼ the power within 2.4–3.6 cpm/(the
total power from 1 to 15 cpm)� 100%

Using this parameter, Koch et al. (102) found that the
percentage of power in the 3-cpm range was significantly
lower in patients with idiopathic gastroparesis compared to
patients with obstructive gastroparesis. They also found
that the percentage of power in the tachygastria range
(3.6–9.9 cpm) correlated significantly with the intensity of
nausea reported during vector-induced motion sickness
(103). The advantage of this method is that it is easy for
computation. We should be aware, however, that only
relative values of this parameters in comparison with
the control data should be used. Even in normal subjects,
the percentage of normal EGG activity computed in this
way will never be 100%. Note that this parameter is
sensitive to noise, since any noise component in the fre-
quency band of 1–15 cpm affects the computation of this
parameter. Harmonics of the fundamental 3 cpm slow
wave may be computed as tachygastria (8,74).

Percentage of Slow Wave Coupling. Slow wave coupling
is a measure of the coupling between two EGG channels.
The percentage of slow wave coupling is defined as the
percentage of time during which the slow wave is deter-
mined to be coupled. The slow waves between two EGG
channels are defined as coupled if the difference in their
dominant frequencies is < 0.2 (77,78,95) or 0.5 cpm (76).

Methods to Obtain EGG Parameters

Spectral analysis methods are commonly used for calcula-
tion of the EGG parameters, including power spectral ana-
lysis and running spectral analysis (RSA) or time-frequency
analysis. The frequency and power of the EGG can be
derived from the power spectral density. The periodogram
is one of the commonly used methods for the calculation of
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the power spectrum density (73). In this method, EGG data
samples are divided into consequent segments with certain
overlap. A FT is performed on each data segment, and the
resultant functions of all segments are averaged. The per-
iodogram method is more appropriate for the computation of
the power spectrum of a prolonged EGG recording. When-
ever there are enough data samples, the periodogram
method instead of the sample spectrum should be used
for the calculation of the dominant frequency and power
of the EGG (21). Another method to estimate the frequency
and power of EGG is to use a parametric method such as
autoregressive modeling (AR) parameters (19). These AR
parameters are initially set at zeros and are iteratively
adjusted using the EGG samples. After a certain number
of iterations, the EGG signal can be represented by these AR
parameters. That is, the power spectrum of the EGG signals
can be calculated from these parameters (19,27). The pro-
blem is the appropriate selection of the model order or the
number of parameters. Too few parameters reduce the
accuracy, and too many increasing the computing time
(98). Although this method is somewhat time consuming,
the advantage is that compared to FFT-based methods, the
period over which the signal is analyzed can be much shorter
(19).

To extract not only information about the frequency of
the EGG, but also information about time variations of the
frequency, a running spectral analysis method using FFT
was first introduced by a Dutch group (24) and later used
by others (25,26,39). This method consists of a series of
sequential sample spectra. It is calculated as follows: For a
given data set of EGG, a time window (e.g., Hanning
window) with a length of D samples is applied to the first
D samples, a FFT with the same length is calculated, and a
sample spectrum is obtained for the first block of data. The
sample spectrum of the next time step is obtained in the
same way by shifting the windows of some samples for-
ward. The advantage of this method is easy for implanta-
tion. Its drawback is that it may not be able to provide
accurate time frequency estimations when the character-
istics of the EGG signal change rapidly (72,104).

To avoid the averaging effect introduced by the FFT,
Chen et al.(28) developed an adaptive spectral analysis
based on the adaptive autoregressive moving average model
(27). The main advantage of this method is that it is able to
provide the instantaneous frequency of an EGG signal with
short duration (29). Thus it is very useful for the detection of
gastric dysrhythmias with brief duration, but may not be a
good choice for the estimation of the EGG power (104).
Recently, an exponential distribution (ED) method was also
introduced for representation of EGG (92). The performance
of the ED method is in between the RSA and the adaptive
method. The cross-terms may deteriorate the performance
of the ED method if the EGG signal contains several dif-
ferent frequency components (104). Time–frequency analy-
sis methods other than those mentioned above have also
been used, such as wavelet transform and fast Hartley
transform (89). The description of these methods is math-
ematically complex and beyond the scope of this article. The
detailed information can be found in (5) and (89).

An example of the calculation of the EGG parameters is
shown in Fig. 6. The upper panel presents an EGG record-

ing obtained in a human subject. The power spectrum of
this 30-min EGG is shown in the lower left panel. The lower
right panel shows the power spectra of the 30-min EGG
calculated by the adaptive spectral analysis method (28).
Each line in Fig. 6c represents the power spectrum of 2-min
nonoverlap data (from bottom to top). The percentage of
normal slow wave and dysrhythmias can be calculated
from these spectra. Of 15 spectra, 12 have peaks in the
2–4 cpm range, that is, 80% of the EGG recording has
normal slow waves. Three spectra (two in the bradygastria
range and one in the tachygastria range) have peaks
outside the normal slow wave range. The percentage of
dysrhythmias is then 20%.

EGG IN ADULTS

EGG in Healthy Subjects

Definitions of what constitutes a normal EGG have been
provided by careful analysis of EGG recordings from nor-
mal volunteers (6).

Normal EGG Frequency Range. Several studies
(4,41,49,68,70,71) in healthy adults have shown that
EGG in the fasting state is characterized by a stable slow
wave dominant frequency (DF) (median: 3.0 cpm; range: 2–
4 cpm) with a relatively small amplitude. Immediately
after the test meal, the EGG frequency decreases from
the baseline for a short period [� 5 min. (4)] and then
gradually increases to above the baseline level (media:
3.2 cpm; range: 2–4 cpm). It has been shown that the
postprandial EGG DF is also dependent on the type and
specific qualities of the ingested test meal (99). Solid meals
slightly, but significantly, increase EGG DF, whereas
liquid meals temporarily reduce the EGG DF.

Based on the normal EGG frequency range of 2–4 cpm,
the overall results of four studies in 189 normal subjects
suggest that 70% is an appropriate lower limit of normal for
the percentage of the recording time for the EGG rhythm to
be in the 2.0–4.0-cpm range (4,41,49,68,70,71).

Note that the definition of normal EGG frequency range
reported in the literature varies considerately (see
Table 1). The Penn State group defined the percentage
of normal EGG activity as the percentage of the power in
the frequency range of 2.4–3.6 cpm compared to the total
power from 1 to 15 cpm (84). Accordingly, dysrhythms are
considered present when too much power is in the low
frequency range (bradygastria) or in the high frequency
range (tachygastria). This approach is debatable due to the
following reasons: (1) The EGG is not sinusoid and thus its
power spectrum contains harmonics that are related to the
waveform, but not at all associated with gastric rhythmi-
city. In this method, however, the harmonics are consid-
ered as tachgastria (8). (2) The method is very sensitive to
motion artifacts that can result in abnormal frequency
spectra with significant power in the low frequency range
(8,9). Apparently, the differences in the definitions of the
normal frequency range of EGG or dysrhthmias are at least
related the following two factors: (1) Relative small num-
bers of subjects were included in the above EGG studies; (2)
different analysis methods were used to analyze the EGG
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data. To establish better definitions of normal frequency
rang and dysrhythmias, an international multicenter EGG
study with a relative large sample size is needed and the
currently used analysis methods should be applied to
compare the results.

EGG Power in the Fasting and EGG Power Ratio. Absolute
values of EGG power during fasting and the postprandial
period are affected by a number of variables including body
habitus, electrodes placement, and body position (6,105).
However, these factors do not influence the relative value
in EGG power, that is, the power ratio between the pre- and
postprandial powers. Depending on meals consumed, 90–
95% of healthy volunteers exhibit increased postprandial
power at DF (6,41,71). Note that different meals may have
different effects on the EGG. The main results for the
effects of different meals on the EGG power are summar-
ized as follows (99):

Water: Water induces an increase in EGG dominant
power and a decrease in EGG dominant frequency. In a
study with 10 normal subjects drinking 140 mL water
(106), it was found that the EGG dominant frequency
was slightly, but significantly, lower than the baseline in
the fasting state during the first 10 min after the drink
(2.95 vs. 2.73 cpm, p< 0.05). The power of the EGG at the
dominant frequency was significantly higher after the
drink than the baseline. A 3 dB increase in EGG dominant
power (equivalent to 41% increase in 3 cpm amplitude) was
observed. Similar observations were reported by several
other investigators (66,107). In a recently performed study,
simultaneous EGG and serosal recordings of gastric myoe-
lectrical activity were made in patients before and after a
drink of water (66). Statistical analysis demonstrated that
the EGG dominant power change after a drink of water was
correlated with that observed in the serosal recording
(Spearman’s correlation coefficient: r¼ 0.757, p¼ 0.007)
and the change of EGG dominant frequency was the same
as that from serosal recordings.

Milk: To investigate whether there is a different effect
between non-nutritive (water) and a nutritive liquid meal,
Chenetal.repeated the study procedure mentioned above in
Ref. 106 by asking volunteers to drink 140 mL of 2% milk.
The results showed that milk decreases the amplitude of
EGG. The average decrease in EGG power in the 10 subjects
within the first 10 min was 3.8 dB (equivalent to � 50%
decrease in amplitude (108).

Solid meal: The effects of solid meal on the EGG have
been studied by numerous investigators (5,16,33,101,106).
More significant increase in EGG dominant power was
observed after the solid meal than after a drink of water.
For example, the average EGG dominant power after a
solid meal over 10 subjects was 6 dB higher than the
preprandial value, equivalent to a 100% increase in ampli-
tude (106) (see Fig. 7a and b). The actual amount of
increase in EGG dominant power is believed to be asso-
ciated with the volume and content of the meal (see next
section). The dominant frequency of the EGG seems to
increase as well after a test meal. Similar to the change
in EGG dominant frequency after a drink of water, this
increase is often small, but significant (106).

EGG IN PATIENTS

Abnormal EGG

A variety of abnormalities have been described on EGG
recordings from patients with motility disorders. For
example, abnormal EGGs are noted with nausea, vomiting,
early satiety, anorexia, and dyspepsia including gastropar-
esis (41–44,102), nonulcer or functional dyspepsia (46–
50,76,109), motion sickness (5,25,110), pregnancy (38–
40), and eating disorders (35). Typical EGG abnormalities
in patients with motility disorders or symptoms include (1)
absence of normal slow waves, which is shown in the EGG
power spectra as a lack of peaks in the 2–4 cpm frequency
range; (2) gastric dysrhythmias, including bradygastria,
tachygastria, and arrhythmia (see Fig. 8); (3) deterioration
of the EGG after a test meal, which is shown as a decrease
in EGG power in the 2–4 cpm frequency range (see Fig. 7c
and d), (4) slow wave uncoupling between different gastric
segments detected from a multichannel EGG recording
(76–78,95,96).

Definition of an abnormal EGG is mainly determined by
comparison of EGG findings in healthy volunteers and
symptomatic patients (41). At present, it is widely accepted
that an EGG is considered as abnormal if the DF is in the
tachy- and/or bradygastric frequency ranges for > 30% of
the time. This number takes into account the observation
that healthy volunteers exhibit periods of time represent-
ing up to 30% of recording time in which recognizable EGG
rhythms are not distinguishable from background electri-
cal noise either on visual inspection or computer analysis.
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Figure 7. Pre- and postprandial EGG recordings in humans. (a)
and (b): normal EGG patterns that show an increase in EGG
amplitude postprandialy; (c) and (d): dysryhthmic EGG pattern
and a substantial decrease in EGG amplitude after the meal.



In addition, a decreased power ratio after a solid meal is
also an indication of an abnormal EGG (6,7,41,68–71).

Some institutions have advocated the use of percentage
distribution of EGG power in the three major frequency
bands to summarize the absolute signal amplitude in the
bradygastric, normal rhythm, and tachygastria ranges
(2,84,111). For this parameter, an EGG is considered
abnormal if the percentage distribution of total EGG power
in the tachygastric range is > 20% (6,112). Power distribu-
tions in the bradygastric frequency range are highly vari-
able and may be affected by minor variations in the signal
baseline or subtle motion artifacts. Thus the calculation of
the percentage of the total EGG power in the bradygastric
frequency range may not be reliable for the determination
of bradygastria (6).

Clinical Role of EGG. The FDA approved EGG as a test
for patient evaluation in 2000. The FDA statement on EGG
concluded that EGG is a noninvasive test for detecting
gastric slow waves and is able to differentiate adult
patients with normal myoelectrical activity from those
with bradygastrias and techygastrias. The EGG can be
considered as part of a comprehensive evaluation of adult
patients with symptoms consistent with gastrointestinal
motility disorders (6).

The members of the American Motility Society Clinical
GI Motility Testing Task Force proposed the following
indications for EGG as a diagnostic study to noninvasively
record gastric myoelectrical activity in patients with unex-
plained persistent or episodic symptoms that may be
related to a gastric motility and/or myoelectrical disorder
(6). The EGG can be obtained: (1) to define gastric myo-
electric disturbances in patients with nausea and vomiting
unexplained by other diagnostic testing or associated with
functional dyspepsia and (2) to characterize gastric myo-
electric disturbances associated with documented gastro-
paresis.

The future clinical applications of EGG are in three
main areas: (1) To assist in the clinical evaluation and
diagnosis of patients with gastric motility disorders. (2) To
determine the gastric response to either caloric stimuli or
exogenous stimuli, such as pharmacologic and prokinetic
agents or gastrointestinal hormones or gastric electrical
stimulation or for patients before and after kidney–
pancreas (KP) transplant (113–115). (3) To further evalu-
ate the role of EGG in research and clinical work in infants
and children (6,7,116).

EGG IN INFANTS AND CHILDREN

Although the majority of EGG studies are being performed
in adults, there is an increased interest for the clinical
application of EGG to pediatric patients. In infants, cur-
rent diagnostic methods for the assessment of gastric
motility, such as intraluminal manometry and radionu-
clide isotope study, are very much limited. Consequently,
little is known on gastric myoelectrical in infants since
mucosal–serosal recordings are not feasible, and much less
information is available in infants than adults on gastric
motility. The EGG is therefore an attractive noninvasive
alternative to study gastric myoelectrical and motor activ-
ities in infants and children. In recent years, a small
number of pediatric gastroenterologists and researchers,
including Peter Milla, Alberto Ravelli, Salvatore Cuc-
chiara, Giuseppe Riezzo, and Jiande Chen, et al. have
began to use the EGG to study the pathophysiology of
gastric motility in infants and children (11).

Patterns of GMA in Healthy Pediatric Subjects
with Different Ages

To investigate whether EGG patterns are associated with
ages, Chen et al. (117) performed EGG studies in five
groups of healthy subjects including 10 preterm newborns,
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Figure 8. The EGG recordings in a
patient with gastroparesis: (a) 30-min
preprandial EGG recording, (b) 30-min
postprandial EGG. Lower left panel:
Power spectra of preprandial EGG
(solid line) and postprandial EGG (line
with star) shows abnormal response to
a meal (decrease in postprandial EGG
power) and tachgastria after meal
(EGG dominant frequency: 7.4 cpm).
Lower right panel shows the running
spectra of 30-min preprandial EGG and
30-min postprandial EGG demonstrat-
ing the presence of 7–8 cpm tachygas-
trial peaks before meal and normal
3-cpm peaks after meal.



8 full-term newborns, 8 full-term infants (ages 2–6
months), 9 children (ages 4–11 years), and 9 adults. The
Digitrpper EGG recorder was used to record EGG signals
for 30 min before and 30 min after a test meal in each
subject. Spectral analysis methods were applied to compu-
ter EGG parameters. The results showed that the percen-
tage of 2–4 cpm slow waves was 26.6�3.9% in the preterm
newborns, 30.0�4.0% in full-term newborns, 70�6.1% in
2–6-months old infants (P< 0.001 compared with new-
borns), 84.6�3.2% in 4–11-year old children (P< 0.03 com-
pared with infants), and 88.9�2.2% in the adults (P> 0.05
compared with children). This study has shown that reg-
ular gastric slow waves (2–4 cpm) are absent at birth,
present at age of 2–4 months, and well developed at the
age of 4–11 years. The EGG in healthy children is similar to
that in healthy adults.

Using the percentage of total EGG power in the fre-
quency range 2.5–3.6 cpm as a measure of normal gastric
slow waves, Koch et al. reported similar findings in pre-
term and full-term infants with ages from 3 to 50 days: a
low percentage of normal gastric slow waves, no difference
between preterm and fullterm infants, and no difference
between fasting EGG and fed EGG (111). These studies
suggest that gastric slow waves are largely absent at birth,
and there is a maturing process after birth.

To study the development or maturation of gastric slow
waves in preterm infants, Liang et al. (118) performed a
follow-up EGG study in 19 healthy preterm infants at
postnatal ages of 1 and 2 weeks and 1, 2, 4, and 6 months
(gestational age at birth: 33.5� 2.6 week). The results
showed that the percentage of normal slow waves was
low at birth and there was a progressive increase with
age during the first 6 months of life (see Fig. 9). These
results suggest that normative EGG data should be estab-
lished for different age groups and age-matched controls

are necessary for the interpretation of EGG from diseased
neonates and infants.

EGG Norms in Healthy Children and Effects of Age, Gender,
and BMI

As with any novel technique, the establishment of normal
values is a prerequisite for reliable application across popu-
lations. Studies on EGG performed in healthy adults have
found no major differences in EGG characteristics among
age group (68,69,71). Using the same EGG recording and
analysis system as utilized in healthy adults, Riezzo et al.
performed EGG studies before and after a meal in 114
healthy children (age range: 6–12 years) (69) and Levy
et al.conducted EGG studies in 55 healthy children (age
range: 6–18 years) fora 1 h baseline preprandial periodanda
1 h postprandial period after consummation of a standard
448 kcal meal (119). These studies have shown that the EGG
patterns in the healthy children ages from 4 to 18 years are
very similar to those in the healthy adults and the key
normative values are not influenced by age and gender.

Applications in Pediatric Patients

Electrogastrogram has also been applied to evaluate pedia-
tric patients with various diseases that are associated with
gastric motility disorders. Functional dyspepsia presents as
a challenge to clinicians with its debilitating features and no
organic findings. Invasive diagnostic tests are limited in
pediatric practice. Whereas, noninvisive EGG has been used
and will be increasingly used to identify possible malfunc-
tioning of the stomach, Cucchiara et al. (120) detected
abnormal patterns of the EGG, encompassing all range of
dysrhythmia, in 12 out of 14 patients with functional dys-
pepsia. Abnormalities in gastric myoelectrical activity were
also observed from the EGG in pediatric patients with
central nervous system disorders, chronic renal failure,
and intestinal pseudoobstruction (98,121,122).

FUTURE PROSPECTS

The recording and analysis of the EGG are well established
although not yet completely standardized. It is clear that
the EGG is a reliable measurement of gastric slow waves
and reflects relative contractile activity of the stomach.
Clinical applications of the EGG are indicated in numerous
studies. However, cautions should be made during record-
ing to minimize motion artifact and in the interpretation of
the EGG parameters. Future development in EGG meth-
odology should be focused to reveal more information
regarding spatial abnormalities of gastric slow waves
and relevant information directly related to gastric con-
tractility. In this regard, multichannel EGG may play a
more important role in both electrophysiological studies of
the stomach and clinical applications. Recently, several
studies have been performed using a four-channel EGG
system to derive spatial information from the multichannel
EGG. These include spatial distribution of slow-wave fre-
quency and amplitude, slow-wave coupling and propaga-
tion (75–78). The gastric slow wave propagation was
measured by analyzing the phase shifts or time lags of
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the EGG signal among different recording channels using
cross-covariance analysis (75). Slow-wave coupling was
defined as similar frequencies of the EGG signals in dif-
ferent channels and a cross-spectral analysis method has
been established to compute the percentage of slow-wave
coupling (93). Two single-center studies have suggested
that patients with functional dyspepsia have impaired
slow-wave propagation and coupling (76,78). Further mul-
ticenter studies are needed to determine how the expanded
utility of the multichannel EGG.

The EGG is not only of great clinical significance in
diagnosing gastric motility disorders, but may also play an
important role in predicting and validating gastric elec-
trical stimulation (GES) (116,123). Previous studies have
established the efficacy of GES in reducing symptoms of
gastroparesis. However, approximately one-third of the
patients were shown to have poor response to GES therapy
and the mechanism by which GES acts to improve gastro-
paretic symptoms is currently unclear (124,125). Physio-
logical studies have demonstrated that gastric slow wave
activity depends on the function of interstitial cells of Cajal
(ICC) in the stomach (126–128). The ICC networks in the
myenteric region of the gastric corpus and antrum (IC–
MY) have been identified as the source of electrical slow
waves that control the maximum frequency and propaga-
tion direction of gastric contractions. Ordog et al. (127)
demonstrated that the loss of gastric IC–MY resulted in the
loss of electrical slow waves and eliminated the ability the
musculature to generate slow waves in response to depo-
larizing stimuli. Thus functional ICC is critical for the
production and maintenance of normal slow wave activity
and gastric motility. Degeneration of ICC is often found in
some GI tract conditions characterized by ineffective moti-
lity of the affected segment. Recently, preliminary experi-
ments have demonstrated (a) a normal baseline EGG is
significantly correlated with an improved symptomatic
outcome after chronic high frequency GES for refractory
gastroparesis compared to an abnormal baseline EGG with
which � 50% of patients were nonresponders to the high
frequency GES therapy; (b) the absence of ICC was corre-
lated with abnormal EGG and patients with an absence of
ICC showed less symptom improvement (123,129). These
data suggest that baseline EGG status could be used to
predict long-term symptom improvement in gastroparetic
patients treated with GES. Specifically, marked gastric
dysrhythmias as determined by the baseline EGG study
is a predictor to a poor response to high frequency GES.
Further studies are required to determine the role of EGG
in the management of GI motility disorders.
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INTRODUCTION

Electromyography is the discipline that deals with the
detection, analysis, and use of the electrical signal that
emanates from contracting muscles.

This signal is referred to as the electromyographic
(EMG) signal, a term that was more appropriate in the
past than in the present. In days past, the only way to
capture the signal for subsequent study was to obtain a
‘‘graphic’’ representation. Today, of course, it is possible to
store the signal on magnetic tape, disks, and electronics
components. Even more means will become available in the
near future. This evolution has made the graphics aspect of
the nomenclature a limited descriptor. Although a growing
number of practitioners choose to use the term ‘‘myoelectric
(ME) signal’’, the term ‘‘EMG’’ still commands dominant
usage, especially in clinical environments.

An example of the EMG signal can be seen in Fig. 1.
Here the signal begins with a low amplitude, which when
expanded reveals the individual action potentials asso-
ciated with the contractile activity of individual (or a small
group) of muscle fibers. As the force output of the muscle
contraction increases, more muscle fivers are activated and
the firing rate of the fibers increases. Correspondingly, the
amplitude of the signal increases taking on the appearance
and characteristics of a Gaussian distributed variable.
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The novice in this field may well ask, why study elec-
tromyography? Why bother understanding the EMG sig-
nal? There are many and varied reasons for doing so. Even
a superficial acquaintance with the scientific literature will
uncover various current applications in fields such as
neurophysiology, kinesiology, motor control, psychology,
rehabilitation medicine, and biomedical engineering.
Although the state of the art provides a sound and rich
complement of applications, it is the potential of future
applications that generates genuine enthusiasm.

HISTORICAL PERSPECTIVE

Electromyography had its earliest roots in the custom
practiced by the Greeks of using electric eels to ‘‘shock’’
ailments out of the body. The origin of the shock that
accompanied this earliest detection and application of
the EMG signal was not appreciated until 1666 when an
Italian, Francesco Redi, realized that it originated from
muscle tissue (1). This relationship was later proved by
Luigi Galvani (2) in 1791 who staunchly defended the
notion. During the ensuing six decades, a few investigators
dabbled with this newly discovered phenomenon, but it
remained for DuBois Reymond (3) in 1849 to prove that the
EMG signal could be detected from human muscle during a
voluntary contraction. This pivotal discovery remained
untapped for eight decades awaiting the development of
technological implements to exploit its prospects. This
interval brought forth new instruments such as the cath-
ode ray tube, vacuum tube amplifiers, metal electrodes,
and the revolutionary needle electrode which provided
means for conveniently detecting the EMG signal. This
simple implement introduced by Adrian and Bronk (4) in
1929 fired the imagination of many clinical researchers
who embraced electromyography as an essential resource
for diagnostic procedures. Noteworthy among these was
the contribution of Buchthal and his associates.

Guided by the work of Inman et al. (5), in the mid-1940s
to the mid-1950s several investigations revealed a mono-
tonic relationship between the amplitude of the EMG
signal and the force and velocity of a muscle contraction.
This significant finding had a considerable impact: It dra-
matically popularized the use of electromyographic studies
concerned with muscle function, motor control, and kine-
siology. Kinesiological investigations received yet another
impetus in the early 1960s with the introduction of wire
electrodes. The properties of the wire electrode were dili-
gently exploited by Basmajian and his associates during
the next two decades.

In the early 1960s, another dramatic evolution occurred
in the field: myoelectric control of externally powered
prostheses. During this period, engineers from several
countries developed externally powered upper limb pros-
theses that were made possible by the miniaturization of
electronics components and the development of lighter,
more compact batteries that could be carried by amputees.
Noteworthy among the developments of externally pow-
ered prostheses was the work of the Yugoslavian engineer
Tomovic and the Russian engineer Kobrinski, who in the
late 1950s and early 1960s provided the first examples of
such devices.

In the following decade, a formal theoretical basis for
electromyography began to evolve. Up to this time, all
knowledge in the field had evolved from empirical and
often anecdotal observations. De Luca (6,7) described a
mathematical model that explained many properties of the
time domain parameters of the EMG signal, and Lindstrom
(8) described a mathematical model that explained many
properties of the frequency domain parameters of the EMG
signal. With the introduction of analytical and simulation
techniques, new approaches to the processing of the EMG
signal surfaced. Of particular importance was the work of
Graupe and Cline (9), who employed the autoregressive
moving average technique for extracting information from
the signal.

The late 1970s and early 1980s saw the use of sophis-
ticated computer algorithms and communication theory to
decompose the EMG signal into the individual electrical
activities of the muscle fibers (10–12). Today, the decom-
position approach promises to revolutionize clinical elec-
tromyography and to provide a powerful tool for
investigating the detailed control schemes used by the
nervous system to produce muscle contractions. In the
same vein, the use of a thin tungsten wire electrode for
detecting the action potential from single fibers was popu-
larized for clinical applications (13,14). Other techniques
using the surface EMG signal, such as the use of median
and mean frequencies of the EMG signal to describe the
functional state of a muscle and the use of the conduction
velocity of the EMG signal to provide information on the
morphology of the muscle fibers began to take hold. For a
review, see De Luca (15).

The 1990s saw the effective application of modern signal
processing techniques for the analysis and use of the EMG
signal. Some examples are the use of time and frequency
analysis of the surface EMG signal for measuring the
relative contribution of low back muscles during the
presence and absence of low back pain (16); the use of
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Figure 1. The EMG signal recorded with surface electrodes loca-
ted on the skin above the first dorsal interosseous muscle in the
hand. The signal increases in amplitude as the force produced by
the muscle increases.



systematic measurements of the muscle fiber conduction
velocity for measuring the severity of the Duchenne Dys-
trophy (17); the analysis of motor unit action potential delay
for locating the origin, the ending and the innervation zone
of muscle fibers (18); and the application of time–frequency
analysis of the EMG signal to the field of laryngology (19).

New and exciting developments are on the horizon. For
example, the use of large-scale multichannel detection of
EMG signals for locating sources of muscle fiber abnorm-
ality (20); application of neural networks to provide greater
degrees of freedom for the control of myoelectric prostheses
(21), and for the analysis of EMG sensors data for assessing
the motor activities and performance of sound subjects (22)
and Stroke patients (23). Yet another interesting develop-
ment is the emerging use of sophisticated Artificial Intelli-
gence techniques for the decomposing the EMG signal (24).
The reader who is interested in more historical and factual
details is referred to the book Muscles Alive (25).

DESCRIPTION OF THE EMG SIGNAL

The EMG signal is the electrical manifestation of the
neuromuscular activation associated with a contracting
muscle. The signal represents the current generated by
the ionic flow across the membrane of the muscle fibers
that propagates through the intervening tissues to reach
the detection surface of an electrode located in the envir-
onment. It is a complicated signal that is affected by the
anatomical and physiological properties of muscles and the
control scheme of the nervous system, as well as the
characteristics of the instrumentation used to detect and
observe it. Some of the complexity is presented in Fig. 2
that depicts a schematic diagram of the main physiological,
anatomical and biochemical factors that affect the EMG
signal. The connecting lines in the diagram show the
interaction among three classes of factors that influence
the EMG signal. The causative factors have a basic or
elemental effect on the signal. The intermediate factors
represent physical and physiological phenomena that are

influenced by one or more of the causative factors and in
turn influence the deterministic factors that represent
physical characteristics of the action potentials. For
further details see De Luca (26).

In order to understand the EMG signal, it is necessary to
appreciate some fundamental aspects of physiology. Mus-
cle fibers are innervated in groups called motor units,
which when activated generate a motor unit action poten-
tial. The activation from the central nervous system is
repeated continuously for as long as the muscle is required
to generate force. This continued activation generates
motor unit action potential trains. These trains from the
concurrently active motor units superimpose to form the
EMG signal. As the excitation from the Central Nervous
System increases to generate greater force in the muscle, a
greater number of motor units are activated (or recruited)
and the firing rates of all the active motor units increases.

Motor Unit Action Potential

The most fundamental functional unit of a muscle is called
the motor unit. It consists of an a-motoneuron and all the
muscle fibers that are innervated by the motoneuron’s
axonal branches. The electrical signal that emanates from
the activation of the muscle fibers of a motor unit that are
in the detectable vicinity of an electrode is called the motor
unit action potential (MUAP). This constitutes the funda-
mental unit of the EMG signal. A schematic representation
of the genesis of a MUAP is presented in Fig. 3. Note the
many factors that influence the shape of the MUAP. Some
of these are (1) the relative geometrical relationship of the
detection surfaces of the electrode and the muscles fibers of
the motor unit in its vicinity; (2) the relative position of the
detection surfaces to the innervation zone, that is, the
region where the nerve branches contact the muscle fibers;
(3) the size of the muscle fibers (because the amplitude of
the individual action potential is proportional to the dia-
meter of the fiber); and (4) the number of muscle fibers of an
individual motor unit in the detectable vicinity of the
electrode.
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The last two factors have particular importance in
clinical applications. Considerable work has been per-
formed to identify morphological modifications of the
MUAP shape resulting from modifications in the morpho-
logy of the muscle fibers (e.g., hypertrophy and atrophy) or
the motor unit (e.g., loss of muscle fibers and regeneration
of axons). Although usage of MUAP shape analysis is
common practice among neurologists, interpretation of
the results is not always straightforward and relies heavily
on the experience and disposition of the observer.

Motor Unit Action Potential Train

The electrical manifestation of a MUAP is accompanied by
a contractile twitch of the muscle fibers. To sustain a
muscle contraction, the motor units must be activated
repeatedly. The resulting sequence of MUAPs is called a
motor unit action potential train (MUAPT). The waveform
of the MUAPs within a MUAPT will remain constant if the
geometric relationship between the electrode and the
active muscle fibers remains constant, if the properties
of the recording electrode do not change, and if there are
no significant biochemical changes in the muscle tissue.
Biochemical changes within the muscle can affect the
conduction velocity of the muscle fiber and the filtering
properties of the muscle tissue.

The MUAPT may be completely described by its inter-
pulse intervals (the time between adjacent MUAPs) and
the waveform of the MUAP. Mathematically, the inter-
pulse intervals may be expressed as a sequence of Dirac
delta impulses diðtÞ convoluted with a filter hðtÞ that repre-
sents the shape of the MUAP. Figure 4 presents a graphic
representation of a model for the MUAPT. It follows that
the MUAPT, uiðtÞ can be expressed as

uiðtÞ ¼
Xn

k¼1

hiðt � tkÞ

where

tk ¼
Xk

l¼1

xl for k; l ¼ 1; 2; 3; . . . ;n

In the above expression, tk represents the time locations of
the MUAPs, x represents the interpulse intervals, n is the
total number of interpulse intervals in a MUAPT, and i, k,
and l are integers that denote specific events.

By representing the interpulse intervals as a renewal
process and restricting the MUAP shape so that it is
invariant throughout the train, it is possible to derive
the approximations

Mean rectified value

¼ Efjuiðt;FÞjgffiliðt;FÞ
Z 1

0
jhiðtÞjdt

Mean squared value

¼ MSfjuiðt;FÞjgffi liðt;FÞ
Z 1

0
h2

i ðtÞdt

where F is the force generated by the muscle and is the
firing rate of the motor unit.

The power density spectrum of a MUAPT was derived
from the above formulation by LeFever and De Luca [(27)
and independently by Lago and Jones (28)]. It can be
expressed as

Sui
ðv; t;FÞ ¼ Sdi

ðv; t;FÞjHið jvÞj2

¼liðt;FÞ
f1�jMð jv;t;FÞj2g
1�2 
RealfMðjv;t;FÞgþjMð jv;t;FÞj2 fjHiðjvÞj2g

for 6¼ 0
where is the frequency in radians per second, Hið jvÞ is

the Fourier transform of hiðtÞ, and Mð jv; t;FÞ is the Fourier
transform of the probability distribution function, pxðx; t;FÞ
of the interpulse intervals.
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The EMG Signal

The EMG signal may be synthesized by linearly summing
the MUAPTs. This approach is expressed in the equation

mðt;FÞ ¼
Xp

i¼1

uiðt;FÞ

and is displayed in Fig. 5, where 25 mathematically gen-
erated MUAPTs were added to yield the signal at the
bottom. This composite signal bears striking similarity
to the real EMG signal.

From this concept, it is possible to derive expressions for
commonly used parameters: mean rectified value, root-
mean-squared (rms) value, and variance of the rectified
EMG signal. The interested reader is referred to Muscles
Alive (25).

Continuing with the evolution of the model, it is possible
to derive an expression for the power density spectrum of
the EMG signal:

Smðv; t;FÞ ¼ Rðv;dÞ
XpðFÞ

i¼1

Sui
ðv; tÞ þ

XqðFÞ

i; j¼1
i 6¼j

Sui
ujðv; tÞ

2
64

3
75

where Rðv;dÞ ¼ K sin2ðvd=2yÞ is the bipolar electrode fil-
ter function; d is the distance between detection surfaces of
the electrode; is the angular frequency; y is the conduction
velocity along the muscle fibers; Sui

ðvÞ is the power density
of the MUAPT, uiðtÞ; Suiuj

ðvÞ is the cross-power density
spectrum MUAPTs uiðtÞ and ujðtÞ; p is the total number of
MUAPTs that constitute the signal; and q is the number of
MUAPTs with correlated discharges.

Lindstrom (8), using a dipole model, arrived at another
expression for the power density spectrum:

Smðv; t;FÞ ¼ Rðv;dÞ 1y2ðt;FÞG vd2yðt;FÞð Þ
h i

This representation explicitly denotes the interconnection
between the spectrum of the EMG signal and the conduc-
tion velocity of the muscle fibers. Such a relationship is
implicit in the previously presented modeling approach
because any change in the conduction velocity would
directly manifest itself in a change in the time duration

of h(t) as seen by the two detection surfaces of a stationary
bipolar electrode.

ELECTRODES

Two main types of electrodes are used to detect the EMG
signal: one is the surface (or skin) electrode and the other is
the inserted (wire or needle) electrode. Electrodes are
typically used singularly or in pairs. These configurations
are referred to as monopolar and bipolar, respectively.

Surface Electrodes

There are two categories of surface electrode: passive and
active. Passive electrode consists of conductive (usually
metal) detection surface that senses the current on the
skin through its skin electrode interface. Active electrodes
contain a high input impedance electronics amplifier in the
same housing as the detection surfaces. This arrangement
renders it less sensitive to the impedance (and therefore
quality) of the electrode–skin interface. The current trend
is towards active electrodes.

The simplest form of passive electrode consists of silver
disks that adhere to the skin. Electrical contact is greatly
improved by introducing a conductive gel or paste between
the electrode and skin. The impedance can be further
reduced by removing the dead surface layer of the skin
along with its protective oils; this is best done by light
abrasion of the skin.

The lack of chemical equilibrium at the metal electrolyte
junction sets up a polarization potential that may vary with
temperature fluctuations, sweat accumulation, changes in
electrolyte concentration of the paste or gel, relative move-
ment of the metal and skin, as well as the amount of
current flowing into the electrode. It is important to note
that the polarization potential has both a direct current
(dc) and an alternating current (ac) component. The ac
component is greatly reduced by providing a reversible
chloride exchange interface with the metal of the electrode.
Such an arrangement is found in the silver–silver chloride
electrodes. This type of electrode has become highly pop-
ular in electromyography because of its light mass (0.25 g),
small size (< 10 mm diameter), and high reliability and
durability. The dc component of the polarization potential
is nullified by ac amplification when the electrodes are used
in pairs. This point is elaborated upon in later sections of
this article.

The active surface electrodes have been developed to
eliminate the need for skin preparation and conducting
medium. They are often referred to as ‘‘dry’’ or ‘‘pasteless’’
electrodes. These electrodes may be either resistively or
capacitively coupled to the skin. Although the capacitively
coupled electrodes have the advantage of not requiring a
conductive medium, they have a higher inherent noise
level. Also, these electrodes do not have long term relia-
bility because their dielectric properties are susceptible to
change with the presence of perspiration and the erosion of
the dielectric substance. For these reasons, they have not
yet found a place in electromyography.

An adequately large input impedance is achieved when
resistance is on the order of 10 TV and capacitance is small
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Figure 5. An EMG signal formed by adding (superimposing) 25
mathematically generated MUAPTs.



(typically, 3 or 4 pF). The advent of modern microelectro-
nics has made possible the construction of amplifiers
housed in integrated circuitry which have the required
input impedance and associated necessary characteristics.
An example of such an electrode is presented in Fig. 6. This
genre of electrodes was conceptualized and first con-
structed at the NeuroMuscular Research Laboratory at
Children’s Hospital Medical Center, Boston, MA in the
late 1970s. They each have two detection surfaces and
associated electronic circuitry within their housing.

The chief disadvantages of surface electrodes are that
they can be used effectively only with superficial muscles
and that they cannot be used to detect signals selectively
from small muscles. In the latter case, the detection of
‘‘cross-talk’’ signals from other adjacent muscles becomes a
concern. These limitations are often outweighed by their
advantages in the following circumstances:

1. When representation of the EMG signal correspond-
ing to a substantial part of the muscle is required.

2. In motor behavior studies, when the time of activa-
tion and the magnitude of the signal contain the
required information.

3. In psychophysiological studies of general gross
relaxation of tenseness, such as in biofeedback
research and therapy.

4. In the detection of EMG signals for the purpose of
controlling external devices such as myoelectrically
controlled prostheses and other like aids for the
physically disabled population.

5. In clinical environments, where a relatively simple
assessment of the muscle involvement is required, for
example, in physical therapy evaluations and sports
medicine evaluations.

6. Where the simultaneous activity or interplay of activ-
ity is being studied in a fairly large group of muscles
under conditions where palpation is impractical, for
example, in the muscles of the lower limb during
walking.

7. In studies of children or other individuals who object
to needle insertions.

Needle Electrodes

By far, the most common indwelling electrode is the needle
electrode. A wide variety is commercially available. (see
Fig. 7). The most common needle electrode is the ‘‘con-
centric’’ electrode used by clinicians. This monopolar con-
figuration contains one insulated wire in the cannula. The
tip of the wire is bare and acts as a detection surface. The
bipolar configuration contains a second wire in the cannula
and provides a second detection surface. The needle elec-
trode has two main advantages. One is that its relatively
small pickup area enables the electrode to detect individual
MUAPs during relatively low force contractions. The other
is that the electrodes may be conveniently repositioned
within the muscle (after insertion) so that new tissue
territories may be explored or the signal quality may be
improved. These amenities have naturally led to the devel-
opment of various specialized versions such as the multi-
filar electrode developed by Buchthal et al. (29), the planar
quadrifilar electrode of De Luca and Forrest (30), the single
fiber electrode of Ekstedt and Stålberg (13), and the macro-
electrode of Stålberg (14). The single-fiber electrode con-
sists of a thin, stiff, sharpened metal filament, usually
made of tungsten. When inserted into a muscle it detects
the action potentials of individual fibers. This electrode has
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Figure 6. Examples of active surface electrode in bipolar config-
urations from Delsys Inc. The spacing between the bars is 10 mm,
the length of the bars is 10 mm and the thickness is 1 mm. These
electrodes do not require any skin preparation or conductive paste
or gels.

a

b

c

d

e

f

g

Figure 7. Examples of various needle electrodes: (a) A solid tip
single-fiber electrode. If it is sufficiently thin, it can be inserted into
a nerve bundle and detect neuroelectrical signals. (b) Concentric
needle with one monopolar detection surface formed by the beveled
cross-section of centrally located wire typically 200 mm in diame-
ter. Commonly used in clinical practice. (c) Bipolar needle elec-
trode with two wires exposed in cross-section, typically 100 mm in
diameter. Used in clinical practice. (d) Single-fiber electrode with
25 mm diameter wire. Used to detect the activity of individual
muscle fibers. (e) Macroelectrode with 25 mm diameter wire and
with the cannula of the needle used as a detection surface. Used to
detect the motor unit action potential from a large portion of the
motor unit territory. (f) Quadrifilar planar electrode with four
50 mm wires located on the corners of a square 150mm apart
(center to center). Used for multiple channel recordings and in
EMG signal decomposition technique. (g) Multifilar electrode con-
sisting of a row of wires, generally used to study the motor unit
territory.



proven to be useful for neurological examinations of dein-
nervated muscles. Examples of these electrodes may be
seen in Fig. 7.

Wire Electrodes

Since the early 1960s, this type of electrode has been
popularized by Basmajian and Stecko (31). Similar elec-
trodes that differ only in minor details of construction were
developed independently at about the same time by other
researchers. Wire electrodes have proved a boon to kine-
siological studies because they are extremely fine, they are
easily implanted and withdrawn from skeletal muscles,
and they are generally less painful than needle electrodes
whose cannula remains inserted in the muscle throughout
the duration of the test.

Wire electrodes may be made from any small diameter,
highly nonoxidizing, stiff wire with insulation. Alloys of
platinum, silver, nickel, and chromium are typically used.
Insulations, such as nylon, polyurethane, and Teflon, are
conveniently available. The preferable alloy is 90% plati-
num, 10% iridium; it offers the appropriate combination of
chemical inertness, mechanical strength, stiffness and
economy. The Teflon and nylon insulations are preferred
because they add some mechanical rigidity to the wires,
making them easier to handle. The electrode is constructed
by inserting two insulated fine (25–100 mm in diameter)
wires through the cannula of a hypodermic needle.
Approximately 1–2 mm of the distal tips of the wire is
deinsulated and bent to form two staggered hooks (see
Fig. 8 for completed version). The electrode is introduced
into the muscle by inserting the hypodermic needle and
then withdrawing it. The wires remain lodged in the
muscle tissues. They may be removed by gently pulling
them out: They are so pliable that the hooks straighten out
on retraction.

In kinesiological studies, where the main purpose of
using wire electrodes is to record a signal that is propor-
tional to the contraction level of muscle, repositioning of
the electrode is not important. But for other applications,
such as recording distinguishable MUAPTs, this limitation
is counterproductive. Some have used the phrase ‘‘poke and
hope’’ to describe the standard wire electrode technique for
this particular application. Another limitation of the wire
electrode is its tendency to migrate after it has been
inserted, especially during the first few contractions of
the muscle. The migration usually stops after a few con-
tractions. Consequently, it is recommended to perform a
half dozen or so short duration contraction before the
actual recording session begins.

Electrode Maintenance

Proper usage of wire and needle electrodes requires con-
stant surveillance of the physical and electrical character-
istics of the electrode detection surfaces. Particular
attention should be given to keeping the tips free of debris
and oxidation. The reader is referred to the book Muscles
Alive (25) for details on these procedures as well as sugges-
tions for sterilization.

How to Choose the Proper Electrode

The specific type of electrode chosen to detect the EMG
signal depends on the particular application and the con-
venience of use. The application refers to the information
that is expected to be obtained from the signal; for example,
obtaining individual MUAPs or the gross EMG signal
reflecting the activity of many muscle fibers. The conve-
nience aspect refers to the time and effort the investigator
wishes to devote to the disposition of the subject or patient.
Children, for example, are generally resistant to having
needles inserted in their muscles.

The following electrode usage is recommended. The
reader, however, should keep in the mind that crossover
applications are always possible for specific circumstances.

Surface Electrodes

Time force relationship of EMG signals.

Kinesiological studies of surface muscles.

Neurophysiological studies of surface muscles.

Psychophysiological studies.

Interfacing an individual with external electromechan-
ical devices.

Needle Electrode

MUAP characteristics.

Control properties of motor units (firing rate, recruit-
ment, etc.).

Exploratory clinical electromyography.

Wire Electrodes

Kinesiological studies of deep muscles.

Neurophysiological studies of deep muscles.

Limited studies of motor unit properties.

Comfortable recording procedure from deep muscles.

Where to Locate the Electrode

The location of the electrode should be determined by three
important considerations: (1) signal/noise ratio, (2) signal
stability (reliability), and (3) cross-talk from adjacent mus-
cles. The stability consideration addresses the issue of the
modulation of the signal amplitude due to relative move-
ment of the active fibers with respect to the detection
surfaces of the electrode. The issue of cross-talk concerns
the detection by the electrode of signals emanating from
adjacent muscles.

For most configurations of needle electrodes, the ques-
tion of cross-talk is of minor concern because the electrode
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Figure 8. A bipolar wire electrode with its carrier needle used for
insertion.



is so selective that it detects only signals from nearby
muscle fibers. Because the muscle fibers of different motor
units are scattered in a semirandom fashion throughout
the muscle, the location of the electrode becomes irrelevant
from the point of view of signal quality and information
content. The stability of the signal will not necessarily be
improved in any one location. Nonetheless, it is wise to
steer clear of the innervation zone so as to reduce the
probability of irritating a nerve ending.

All the considerations that have been discussed for
needle electrodes also apply to wire electrodes. In this case,
any complication will be unforgiving in that the electrode
may not be relocated. Since the wire electrodes have a
larger pickup area, a concern arises with respect to how the
location of the insertion affects the stability of the signal.
This question is even more dramatic in the case of surface
electrodes.

For surface electrodes, the issue of cross-talk must be
considered. Obviously, it is not wise to optimize the signal
detected, only to have the detected signal unacceptably con-
taminated by an unwanted source. A second consideration
concerns the susceptibility of the signal to the architecture of
the muscle. Both the innervation zone and the tendon muscle
tissue interface have been found to alter the characteristics of
the signal. It is suggested that the preferred location of an
electrode is in the region halfway between the center of the
innervation zone and the further tendon. See the review article
by De Luca (12) for additional details.

SIGNAL DETECTION: PRACTICAL CONSIDERATIONS

When attempting to collect an EMG signal, both the novice
and the expert should remember that the characteristics of
the observed EMG signal are a function of the apparatus
used to acquire the signal as well as the electrical current
that is generated by the membrane of the muscle fibers.
The ‘‘distortion’’ of the signal as it progresses from the
source to the electrode may be viewed as a filtering
sequence. An overview of the major filtering effects is
presented in Fig. 9. A brief summary of the pertinent facts
follows. The reader interested in additional details is
referred to Muscles Alive (25).

Electrode Configuration

The electrical activity inside a muscle or on the surface of
the skin outside a muscle may be easily acquired by placing
an electrode with only one detection surface in either
environment and detecting the electrical potential at this
point with respect to a ‘‘reference’’ electrode located in an
environment that either is electrically quiet or contains
electrical signals unrelated to those being detected. (‘‘Unre-
lated’’ means that the two signals have minimal physiolo-
gical and anatomical associations.) A surface electrode is
commonly used as the reference electrode. Such an
arrangement is called monopolar and is at times used in
clinical environments because of its relative technical sim-
plicity. A schematic arrangement of the monopolar detec-
tion configuration may be seen in Fig. 10. The monopolar
configuration has the drawback that it will detect all the
electrical signals in the vicinity of the detection surface;
this includes unwanted signals from sources other than the
muscle of interest.

The bipolar detection configuration overcomes this lim-
itation (see Fig. 10). In this case, two surfaces are used to
detect two potentials in the muscle tissue of interest each
with respect to the reference electrode. The two signals are
then fed to a differential amplifier which amplifies the
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Figure 9. Block diagram of all the major aspects of the signal
acquisition procedure. Note the variety of physical properties that
act as filters to the EMG signal before it can be observed. The term
‘‘physiological EMG signal’’ refers to the collection of signals that
emanate from the surface of the muscle fibers. These are not
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difference of the two signals, thus eliminating any ‘‘com-
mon mode’’ components in the two signals. Signals ema-
nating from the muscle tissue of interest near the detection
surface will be dissimilar at each detection surface because
of the localized electrochemical events occurring in the
contracting muscle fibers, whereas ‘‘ac noise’’ signals ori-
ginating from a more distant source (e.g., 50 or 60 Hz
electromagnetic signals radiating from power cords, out-
lets, and electrical devices) and ‘‘dc noise’’ signals (e.g.,
polarization potentials in the metal electrolyte junction)
will be detected with an essentially similar amplitude at
both detection surfaces. Therefore, they will be subtracted,
but not necessarily nullified prior to being amplified. The
measure bf the ability of the differential amplifier to elim-
inate the common mode signal is called the common mode
rejection ratio.

Spatial Filtering

1. As the signal propagates through the tissues, the
amplitude decreases as a function of distance. The
amplitude of the EMG signal decreases to approxi-
mately 25% within 100 mm. Thus, an indwelling
electrode will detect only signals from nearby muscle
fibers.

2. The filtering characteristic of the muscle tissues is a
function of the distance between the active muscle
fibers and the detection surface(s) of the electrode. In
the case of surface electrodes, the thickness of the
fatty and skin tissues must also be considered. The
tissues behaves as a low pass filter whose bandwidth
and gain decrease as the distance increases.

3. The muscle tissue is anisotropic. Therefore, the orien-
tation of the detection surfaces of the electrode with
respect to the length of the muscle fibers is critical.

Electrode Electrolyte Interface

1. The contact layer between the metallic detection
surface of the electrode and the conductive tissue
forms an electrochemical junction that behaves as a
high pass filter.

2. The gain and bandwidth will be a function of the area
of the detection surfaces and any chemical electrical
alteration of the junction.

Bipolar Electrode Configuration

1. This configuration ideally behaves as a bandpass
filter; however, this is true only if the inputs to the
amplifier are balanced and the filtering aspects of the
electrode electrolyte junctions are equivalent.

2. A larger interdetection surface spacing will render a
lower bandwidth. This aspect is particularly signifi-
cant for surface electrodes.

3. The greater the interdetection surface spacing, the
greater the susceptibility of the electrode to detecting
measurable amplitudes of EMG signals from adja-
cent and deep muscles. Again, this aspect is parti-
cularly significant for surface electrodes.

4. An interdetection surface spacing of 1.0 cm is recom-
mended for surface electrodes.

Amplifier Characteristics

1. These should be designed and/or set for values that
will minimally distort the EMG signal detected by
the electrodes.

2. The leads to the input of the amplifier (actually, the
first stage of the amplification) should be as short as
possible and should not be susceptible to movement.
This may be accomplished by building the first stage
of the amplifier (the preamplifier) in a small config-
uration which should be located near (within 10 cm)
the electrode. For surface EMG amplifiers the
first stage is often located in the housing of the
electrodes.

3. The following are typical specifications that can be
attained by modern day electronics. It is worth noting
that the values below will improve as more advanced
electronics components become available in the
future.

(a) Common-mode input impedance: As large as possible
(typically > 1015 V in parallel with < 7 pF).

(b) Common mode rejection ratio: > 85 dB.

(c) Input bias current: as low as possible (typically < 5 fA).

(d) Noise (shorted inputs) < 1.5 mV rms for 20–500 Hz
bandwidth.

(e) Bandwidth in hertz (3 dB points for 12 dB/octave or
more rolloff):

Surface electrodes 20–500

Wire electrodes 20–2,000

Monopolar and bipolar
needle electrodes for general use

20–5,000

Needle electrodes for signal
decomposition

1,000–10,000

Single fiber electrode 1,000–10,000

Macroelectrode 20–5,000

An example of an eight-channel modern surface EMG
amplifier is presented in Fig. 11. Such systems are
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Figure 11. An eight-channel surface EMG system from Delsys
Inc. The dimensions of this device (205 
 108 
 57 mm) are typical
for current day units. Note that the active electrodes connect to an
input unit that is separate from the body of the amplifier and can
be conveniently attached to the body of the subject.



available in configurations of various channels up to 32, but
8 and 16 channel versions are most common.

Recording Characteristics

The effective or actual bandwidth of the device or algorithm
that is used to record or store the signal must be greater
than that of the amplifiers.

Other Considerations

1. It is preferable to have the subject, the electrode, and
the recording equipment in an electromagnetically
quiet environment. If all the procedures and cautions
discussed in this article are followed and heeded,
high quality recordings will be obtained in the elec-
tromagnetic environments found in most institu-
tions, including hospitals.

2. In the use of indwelling electrodes, great caution
should be taken to minimize (eliminate, if possible)
any relative movement between the detection sur-
faces of the electrodes and the muscle fibers. Relative
movements of 0.1 mm may dramatically alter the
characteristics of the detected EMG signal and may
possibly cause the electrode to detect a different
motor unit population.

SIGNAL ANALYSIS TECHNIQUES

The EMG signal is a time and force (and possibly other
parameters) dependent signal whose amplitude varies in a
random nature above and below the zero value. Thus,
simple average aging of the signal will not provide any
useful information.

Rectification

A simple method that is commonly used to overcome the
above restriction is to rectify the signal before performing
mode pertinent analysis. The process of rectification
involves the concept of rendering only positive deflections
of the signal. This may be accomplished either by eliminat-
ing the negative values (half-wave rectification) or by
inverting the negative values (full-wave rectification).
The latter is the preferred procedure because it retains
all the energy of the signal.

Averages or Means of Rectified Signals

The equivalent operation to smoothing in a digital sense is
averaging. By taking the average of randomly varying
values of a signal, the larger fluctuations are removed,
thus achieving the same results as the analog smoothing
operation. The mathematical expression for the average or
mean of the rectified EMG signal is

jmðtÞjtj�ti
¼ 1tj � ti

Z tj

ti

jmðtÞjdt

where ti and tj are the points in time over which the
integration and, hence, the averaging is performed. The
shorter the time interval, the less smooth the averaged
value will be.

The preceding expression will provide only one value
over the time window T ¼ tj � ti. To obtain the time varying
average of a complete record of a signal, it is necessary to
move the time window T duration along the record. This
operation is referred to as moving average.

jmðtÞj ¼ 1T

Z tþT

t
jmðtÞjdt

Like the equivalent operation in the analogue sense, this
operation introduces a lag; that is, T time must pass before
the value of the average of the T time interval can be
obtained. In most cases, this outcome does not present a
serious restriction, especially if the value of T is chosen
wisely. For typical applications, values ranging from 100 to
200 ms are suggested. It should be noted that shorter time
windows, T, yield less smooth time dependent average
(mean) of the rectified signal.

Integration

The most commonly used and abused data reduction pro-
cedure in electromyography is integration. The literature
of the past three decades is swamped with improper usage
of this term, although happily within the past decade it is
possible to find increasing numbers of proper usage. When
applied to a procedure for processing a signal, the temp
integration has a well-defined meaning that is expressed in
a mathematical sense. It applies to a calculation that
obtains the area under a signal or a curve. The units of
this parameter are volt seconds (V
s). It is apparent that an
observed EMG signal with an average value of zero will
also have a total area (integrated value) of zero. Therefore,
the concept of integration may be applied only to the
rectified value of the EMG signal.

IfjmðtÞjg ¼
Z tþT

t
jmðtÞjdt

Note that the operation is a subset of the procedure of
obtaining the average rectified value. Since the rectified
value is always positive, the integrated rectified value will
increase continuously as a function of time. The only
difference between the integrated rectified value and
the average rectified value is that in the latter case the
value is divided by T, the time over which the average is
calculated. If a sufficiently long integration time T is
chosen, the integrated rectified value will provide a
smoothly varying measure of the signal as a function of
time. There is no additional information in the integrated
rectified value.

Root-Mean-Square (rms) Value

Mathematical derivations of the time and force dependent
parameters indicate that the rms value provides more a
more rigorous measure of the information content of the
signal because it measures the energy of the signal. Its use
in electromyography, however, has been sparse in the past.
The recent increase is due possibly to the availability of
analog chips that perform the rms operation and to
the increased technical competence in electromyography.
The time-varying rms value is obtained by performing the
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operations described by the term in reverse order; that is,

rms fmðtÞg ¼ 1T

Z tþT

t
m2ðtÞdt

 !1=2

This parameter is recommended above the others.

Zero Crossings and Turns Counting

This method consists of counting the number of times per
unit time that the amplitude of the signal contains either a
peak or crosses a zero value of the signal. It was popular-
ized in electromyography by Williston (32). The relative
ease with which these measurements could be obtained
quickly made this technique popular among clinicians.
Extensive clinical applications have been reported, some
indicating that discrimination may be made between myo-
pathic and normal muscle; however, such distinctions are
usually drawn on a statistical basis.

This technique is not recommended for measuring the
behavior of the signal as a function of force (when recruit-
ment or derecruitment of motor units occurs) or as a
function of time during a sustained contraction. Lindström
et al. (33) showed that the relationship between the turns
or zeros and the number of MUAPTs is linear for low level
contractions. But as the contraction level increases, the
additionally recruited motor units contribute MUAPTs to
the EMG signal. When the signal amplitude attains the
character of Gaussian random noise, the linear proportion-
ality no longer holds.

Frequency Domain Analysis

Analysis of the EMG signal in the frequency domain
involves measurements and parameters that describe spe-
cific aspects of the frequency spectrum of the signal. Fast
Fourier transform techniques are commonly available and
are convenient for obtaining the power density spectrum of
the signal.

Three parameters of the power density spectrum may be
conveniently used to provide useful measures of the spec-
trum. They are the median frequency, the mean frequency,
and the bandwidth of the spectrum. Other parameters,
such as the mode frequency and ratios of segments of the
power density spectrum, have been used by some investi-
gators, but are not considered reliable measures given the
inevitably noisy nature of the spectrum. The median
frequency and the mean frequency are defined by the
equations: Z fmed

0
Smð f Þdf ¼

Z 1

fmed

Smð f Þdf

fmean ¼
Z f

0
fSmð f Þdf

Z f

0
Smð f Þdf

where Smð f Þ is the power density spectrum of the EMG
signal. Stulen and De Luca (34) performed a mathematical
analysis to investigate the restrictions in estimating var-
ious parameters of the power density spectrum. The med-
ian and mean frequency parameters were found to be the
most reliable, and of these two the median frequency was
found to be less sensitive to noise. This quality is particu-

larly useful when a signal is obtained during low level
contractions where the signal to-noise ratio may be < 6.

The above discussion on frequency spectrum parameters
removes temporal information from the calculated para-
meters. This approach is appropriate for analyzing signals
that are stationary or nearly stationary, such as those
emanating from isometric, constant-force contractions.
Measurement of frequency parameters during dynamic con-
tractions requires techniques that retain the temporal infor-
mation. During the past decade time–frequency analyses
techniques have evolved in the field of Electromyography, as
they have in the realm of other biosignals such as ECG and
EEG. Early among the researchers to apply these techni-
ques to the EMG signal were Contable et al. (35) who
investigated the change in the frequency content of EMG
signals during high jumps, and Roark et al. (19) who inves-
tigated the movement of the thyroarytenoid muscles during
vocalization. In both these applications, the time–frequency
techniques were essential because they investigated mus-
cles that contracted dynamically and briefly.

Much of the work presented here is adapted, with
permission, from Refs. 25, pp. 38, 58, 68, 74, and 81. The
author thanks Williams & Wilkens for permission to
extract this material.
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ELECTRON.
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INTRODUCTION

Recording techniques developed over the past three dec-
ades have made it possible to study the peripheral and
central nervous system (CNS) in detail and often during
unconstrained conditions. There have been many studies
using the ElectroNeuroGram (ENG) to investigate the
physiology of the neuromuscular system, in particular,
chronic studies in freely moving animals (1,2). Other stu-
dies relate to monitoring the state of the nerve (e.g., in
relation to axotomized nerves and regeneration of nerve
fibers). Clinically, the ENG is used to measure the conduc-
tion velocities and latencies in peripheral nerves by stimu-
lating a nerve at different points along the nerve.
Extracellular potentials can be recorded by either con-

centric needle electrodes or surface electrodes. The poten-
tials can be derived from purely sensory nerve, from
sensory components of mixed nerve, or from motor nerves
(3). The study of extracellular potentials from sensory
nerves in general has been shown to be of considerable
value in diagnosing peripheral nerve disorders. For an
indebt description of the ENG in clinical neurophysiology
see Ref. 4. Several studies pertain to the use of sensory
signals as feedback information to control neuroprosthetic
devices. Studies (5) have shown that the application of
closed-loop control techniques can improve the regulation
of the muscle activation. Techniques using an electrical
interface to nerves innervating natural sensors (6–12),
such as those found in the skin, muscles, tendons, and
joints are an attractive alternative to artificial sensors.
Since these natural sensors are present throughout the
body, remain functional after injury, and are optimally
placed through evolution to provide information for nat-
ural feedback control, a rich source of information that
could be used to control future FES devices exists as long as
a method can be found to access them.

Interestingly, much of the peripheral sensory apparatus
in spinal and brain-injured human individuals is viable.
This means that the natural sensors are transmitting
relevant nerve signals through the peripheral nervous
system. Therefore, if the body’s natural sensors are to
provide a suitable feedback signal for the control of FES
systems in paralyzed subjects, the challenge is to be able to
extract reliable and relevant information from the nerve
innervating the sensors over extended periods.

The nerve cuff electrode still has an unrivaled position
as a tool for recording ENG signals from peripheral nerves
in chronic experiments (13,14) and as means to provide
information to be used in neural prosthesis systems
(9,15,16). Other kinds of electrodes are to challenge the
cuff electrode, such as intra-fascicular electrodes (6,10,18)
or multisite electrodes with hundreds of contacts within a
few cubic millimeters (2,10,11,17–19). These types of
nerve-interface provide advantages with respect to selec-
tivity and number of sensors.

This article describes the characteristics of the periph-
eral nerve signals, principals of neural recordings, and the
signals obtained with different electrodes in long-term
implants. An essential part in the success of recording
peripheral neural signals or activating peripheral neural
tissue is the neural interface.

THE PERIPHERAL NERVOUS SYSTEM

A peripheral nerve contains thousands of nerve fibers, each
of them transmitting information, either from the periph-
ery to the CNS or from the CNS to the periphery. The
efferent fibers transmit information to actuators; mainly
muscles, whereas afferent fibers transmit sensory infor-
mation about the state of organs and events (e.g., muscle
length, touch, skin temperature, joint angles, nociception,
and several other modalities of sensory information). Most
of the peripheral nerves contain both afferent and efferent
fibers, and the peripheral nerve can thus be seen as a
bidirectional information channel.
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Anatomical Definitions and Structures

If the CNS is defined as the tissues and neural circuitry that
comprise the brain and spinal cord, the peripheral nervous
system can be defined as the part of the nervous system that
lies outside of the CNS. Given some generalization of this
definition, the peripheral nervous system consists of the
spinal roots, dorsal root ganglions, axons/dendrites, support
cells, and sensory end organs. The structure of the periph-
eral nerve trunk is illustrated below showing the following:
nerve trunk, nerve fascicle, axon, schwann cells, epineur-
ium, perineurium, and endoneurium. Though not generally
considered part of the peripheral nerve, the nerve can also
contain resident macrophages, leucocytes, and other cell
types involved in the inflammatory response (Fig. 1).

THE NEURO-ELECTRONIC INTERFACE

The ENG can be described as the extracellular potential of
an active peripheral nerve recorded at some distance from
the nerve or from within the nerve trunk. The extracellular
potential is formed from the contributions of the super-
imposed electrical fields of the active sources within the
nerve. The general form of the extracellular response of a
whole nerve to electrical stimulation is triphasic, it is in the
lower end of the microvolt scale in amplitude, and looses
both amplitude and high frequency content at larger radial
distances from the nerve trunk (20).

Principles of Nerve Recordings

All cells of the body have a membrane potential. The
membrane potential is a consequence of the cell membrane
being selectively permeable to different ion species, result-
ing in different ion concentrations at the intracellular and
extracellular space. The difference in ion concentrations
causes an electrochemical voltage difference across the
membrane, called the membrane potential. Under normal
physiological conditions, the interior of the cell is negative
with respect to the extracellular space without a net elec-
tric current flowing through the membrane. Therefore, if a

macroscopic view of the cell membrane is justified (i.e., at
distances that are large with respect to the thickness of the
membrane), the existence of the resting membrane poten-
tial cannot be detected at the extracellular space.

Action Potentials. The change in membrane permeabil-
ity is achieved by opening and closing of ion channels. The
kinetics of the opening and closing of the channels deter-
mines the shape of the membrane current, which is char-
acteristic for different types of nerve and muscle cells. The
membrane potential changes as current flows through the
membrane. The course of the membrane potential, from its
resting state over an entire cycle of opening and closing of
ion channels back to the initial state, is called the action
potential. The associated current flowing through the
membrane is the action current (Fig. 2).

A widely used model of peripheral myelinated nerve
fibers is based on the model of single action potentials of
fibers from rabbit sciatic nerve by Chiu et al. (22), compris-
ing only sodium current and a leakage current. This model
was adapted to 37 8C and to human peripheral nerve
conduction velocity by Sweeney et al. (23).

An extensive review of different membrane models can
be found in Varghese (24). More recent modeling work of
human fibers includes Wesselink et al. (25) and McIntyre
et al. (25).

Extracellular Currents and Potential Distribution. During
the action potential, current is entering and leaving the cell
through the membrane. Since there are no sources or sinks
of electricity in the nerve fibers, the current flows in closed
loops, and the current entering the cell at one site has to
leave at a remote location. Likewise, the current leaving
the cell has to reenter at a distant location, resulting in the
redistribution and conduction of the current through the
extracellular space. The extracellular conduction current
(or, more precisely, its associated electric or magnetic field)
can be detected and measured. The electroneurogram
measures the electric potential field generated by the
ensemble of extracellular conduction currents originating
from active sites at many different fibers.
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Figure 1. Figure showing the structure and compo-
nents of the peripheral nerve trunk. (Adapted from
Crouche, 1969, with permission.)



For the case of a single active myelinated fiber in an
unbound homogeneous medium, the fiber can simply be
modeled as a series of point current sources, representing
the nodes of Ranvier, where current is entering and leaving
the fiber (if myelin is assumed to be a perfect insulator).
The extracellular potential w of an active fiber can then
easily be calculated by superposition of the electric poten-
tial fields of point current sources as follows (26):

’ðx; y; tÞ ¼ 1

4ps

X
n

Imðt � xn=vÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
y2 þ ðx � xnÞ2

q
where s is the conductivity, Im the action current (Fig. 2), v
the propagation velocity, and (xn, 0) the position of the node
of Ranvier n.

Figure 2 shows the extracellular potential w(0, y,t) of a
single active myelinated fiber (10mm) in unbound homo-
geneous medium for different distances y from the fiber.
For very short distances from the fiber (y¼ 1 mm, corre-
sponding to one internodal distance), the extracellular
potential follows mostly the shape of the action current
from the closest node of Ranvier. With increasing distance
from the fiber, not only does the amplitude of the extra-
cellular potential drop rapidly down, but also its shape
changes as the potential is averaged over increasingly
numbers of active nodes. The influence of fiber diameter
and distance from the fiber on the amplitude and duration
of the extracellular potential has been discussed in detail in
Struijk (26).

The amplitude and shape of the extracellular potential
are also strongly influenced by inhomogeneities in the sur-
rounding medium, called the volume conductor (e.g., the
highly resistive perineurium, surrounding tissue, or cuff
electrodes). For a more realistic (complex) volume conductor
than the above infinitely large, homogeneous case, numer-
ical methods are required to calculate the distribution of the

extracellular potential, such as harmonic series expansion,
finite difference, or finite element methods.

Electrodes measure the extracellular potential by phy-
sically sampling the electric potential in the extracellular
space. Depending on the electrode type, this yields either
point-wise information (intrafascicular electrodes, needle
electrodes, electrode arrays) or measurements averaged
over a larger volume (cuff electrodes, surface electrodes).
The configuration (monopolar, bipolar, tripolar) and spa-
cing of the electrodes further affect the recording charac-
teristics (e.g., noise rejection, spatial selectivity, diameter
selectivity). Computer models are helpful in understanding
these recording characteristics and for the development of
electrodes with improved selectivity (27–29).

Neural Signals

Neural Signal Characteristics. The previous section,
gives the theoretical basis of how the action potential is
generated, and how this, in turn, results in a change in the
electric field in the extracellular space. These potentials
can be detected using electrodes in various recording con-
figurations to maximize the neural signal detected and
minimize the noise pickup. These configurations will be
discussed in the next section. Here, the ENG signal is
characterized. A starting point is to take recordings made
by electrodes placed within the nerve fascicle, such as a
longitudinal intra–fascicular electrode (LIFE).

Intrafascicular electrodes place their recording sites
within the nerve fascicle, but outside of the nerve fiber.
The site can be potentially adjacent to an active nerve fiber.
An ENG record from an intrafascicular electrode placed in
a branch of the tibial nerve in the rabbit model is shown
Fig. 3. The record shows the activity from many active
nerve fibers firing asynchronously from one another and
superimposed upon one another.
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Figure 2. Action potential and action current
of the squid giant axon (unmyelinated nerve
fiber). Time course of the propagating action
potential Vm and action current Im according
to the Hodgkin and Huxley model (21). After
initial depolarization, the sodium channels
open, resulting in a 100-fold increase of sodi-
um conductance, and thus inflow of sodium
ions, which depolarizes the membrane poten-
tial even further. The delayed opening of the
potassium channels (potassium outflow) and
closing of sodium channels repolarizes the
membrane potential, with a phase of hyper-
polarization (below resting potential).



If a closer look is taken of this multiunit activity record-
ing, it is possible to see the spiking activity of single nerve
fibers, or single unit activity. Analysis on the largest of
these single spikes reveals that the amplitude of the activ-
ity is on the order of � 10–100mVpp. The spectral compo-
nents of intrafascicular ENG records show that, similar to
extrafascicular ENG records, the activity has energy start-
ing at ca. � 100 Hz. However, unlike the unimodal extra-
fascicular ENG spectrum, the intrafascicular ENG
spectrum is bimodal, with higher frequency components
in the 5–� 10 kHz range (30) (Fig. 4).

Whether the ENG signals are recorded from extrafasci-
cular or intrafascicular electrodes, it can be seen that
ENGs are low amplitude signals and require amplification
of between 1000
 and 100000
 to bring the amplitude into
the � 1 V range where they can be adequately digitally
sampled and stored, or recorded on analog tape. Approx-
imate orders of magnitudes of various signals and their
approximate spectral frequencies that might appear in an
ENG record are shown in the Table 1.

Given the amount of amplification required and the
relative amplitudes of the ambient noise that could be

picked-up by the recording electrodes, recording configura-
tions and filtering must be considered to minimize the
noise pick-up and maximize the neural signals.

Recording Configurations

Components of a Recording Setup. The previous section
gave the theoretical basis of how the action potential is
generated and how this, in turn, results in a change in the
electric field in the extracellular space. These potentials
can, in turn, be detected using a combination of electrodes
placed in or around the nerve, and recording instrumenta-
tion. A typical recording setup consists of the following
components starting (from the input biological input end
and working toward the data storage or output):

Electrodes: The active electrode(s), the ground elec-
trode.

Differential preamplifier.

Main-amplifier and signal conditioning.

Digitization, Interpretation, and storage.

Visualization and audio monitoring.
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Figure 3. (a) Shows the raw record from a LIFE implanted in a medial gastrocnemius nerve branch
of the tibial nerve in response to ankle flexion and extension. (b) Shows the spectral composition of
the modulated LIFE activity for three different levels of activity starting from baseline, the lowest,
to maximum, the highest. It illustrates that the amplitude of the spectral composition varies with
the amount of activity, but the distribution remains constant.

Figure 4. The figure shows an ENG recording in response to repeated mechanical activation of
muscle afferents by stretching the muscle at various time scales. The amplitudes in all three traces
are the same. (Left panel) Trace is the lowest time resolution and the right trace has the highest
time resolution. The darker portion of the left trace is shown in the middle trace, which is zoomed in
time by a factor of 12.5. The highlighted portion of the middle trace is represented in the right trace,
which is zoomed in time by a factor of 20. (Right panel) Trace single spikes are now resolved, while in
the other two traces only the gross mass activity can be resolved.



This instrumentation chain is represented schemati-
cally below in Fig. 5.

The components of the instrumentation chain can
be blocked into four blocks: Preamplifier, Universal
Amplifier/Filter, Computer, and Monitor. The preamplifier
accepts signals from the electrode. Its function and config-
uration will be discussed in detail below. The Universal
Amplifier/Filter block performs the analog filtering and
main amplification, to reduce out of band noise, antialias
and further amplify the signal and prepare the signal for
the next block. The Computer block performs the digi-
tization interpretation and depending on the application,
storage of the neural data. It extracts and stores the
information in the neural signal. Parallel to this is a
monitoring block, which provides real-time feedback to
the experimenter on the quality of the data being col-
lected. In some cases, the monitoring block could be part of
the Computer block. Neural signals are conveniently in
the audio range, and the quality of the recording can be
very effectively evaluated by simply listening to the signal
through an audio monitor.

Differential Preamplifier. The differential preamplifier
is a key component used in all measurement schemes. This
component can also be called the headstage amplifier,
preamplifier, or bioamplifier, and so on. In the context of
biopotential recordings, the preamplifier is a low noise
amplification stage used to amplify biopotentials to voltage
levels in which signal conditioning can be performed using
standard filters, amplifiers, discriminators, and so on. It

also serves the purpose of impedance matching between
the relatively high impedance electrodes at its input and
the relatively low impedance input of standard instrumen-
tation.

Differential preamplifiers can be described as an active
(powered), three input (� reference), one output device. Its
main function is to measure a potential at each of its two
active input relative to a reference potential measured at
the ground input terminal, take the difference of the
measured potentials and multiply by a fixed gain. In
equation form, it performs the following function:

vout ¼ A2 
 ½A1ðvþ� vref Þ � A1ðv�� vref Þ�

A typical differential preamplifier fitted with a standard
connector is shown in Fig. 6 (b), though in practice packa-
ging, connector and form factor for different preamplifiers
vary widely. Common to differential preamplifiers are the
three input terminals, and one output terminal. Although
they can be realized using discrete components, most
differential preamplifiers are realized using low noise
instrumentation amplifier chips. Since the electrodes
attached to the vþ, v�, and vref terminals of the instrumen-
tation amplifier are physically located in different places;
this equation implies that a spatial derivative is performed.
It can also be seen that the voltage at the reference term-
inal is common to both active input terminals and should
ideally be rejected along with the common mode rejection
capabilities of the amplifier, measured by the common
mode rejection ratio, CMRR.

One factor, which has a strong influence on the record-
ing performance, is the impedance match of the electrodes
at the active input terminals. In voltage controlled voltage
source amplifiers the input impedance is much larger than
the impedance of components (the electrode þ tissue) pre-
ceding it so that most of the voltage drops across the input
impedance of the preamplifier, and the voltage is ade-
quately measured without attenuation. At the same time,
there must be a finite dc current path from the input of the
amplifier to ground to supply the required bias current to
the input of the amplifier. Since there are no dc components
in the extracellular nerve action potential, a commonly
used scheme is to capacitively decouple the input to the
amplifier. However, mismatches in the impedance of the
electrode seen at each terminal of the amplifier can result
in degradation of the CMR capacity of the amplifier.
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Table 1. Relative Amplitudes and Frequency Ranges of
Components of Signals and Noise that Could Be Present in
ENG Records

Source
Amplitude

Order
Frequency

Range

Electrochemical potential 1 V dca

Motion artefact 100 mV Broad
Line noise 10 mV 50–60, 100–120
Thermal (electronics) 10mV Broad
Electrocardiogram (ECG) 1 mV 0.1–100 Hz
Electromyogram (EMG) 1 mV 1–1 kHz
Electroneurogram (ENG) 10mV 100–10 kHz
Electroencephologram (EEG) 1mV dc–1 Hz

aDirect current¼ dc.

Figure 5. A generic instrumentation chain consisting
of a preamplifier that impedance matches the recording
electrode to the relatively low impedance filter–ampli-
fier chain, a bandpass filter, main amplifier, data sto-
rage and monitoring. Shown also is the grounding
configuration of the instrumentation attached to a
ground electrode in the tissue.



Though the voltage, the controlled voltage source pre-
amplifier scheme is the most commonly used type in cur-
rent systems, current mode amplifiers, such as the
application of microphone transformers have also been
successfully used (31). The main limitations to the trans-
former amplifier scheme are the physical size of the trans-
former, which precludes their use in multichannel
recording systems, and the necessity to carefully match
the electrode impedance and transformer bandwidth.

Monopolar. Figure 7 shows the simplest recording
configuration, the monopolar recording configuration
where the activity recorded from the þ terminal of the
preamplifier is amplified relative to a common reference
electrode. Though the recording, configuration is com-
monly used for recording EEG, in vitro electrophysiological
preparations and implanted cortical signals, the monopo-
lar recording configuration would be sufficient to record
activity from the peripheral nerve only in the ideal noise-
free case.

In practice, peripheral nerve electrodes, unlike the sur-
face EEG electrodes on the scalp, or intracortical electro-
des, are implanted and used on or in nerves that are

generally surrounded by large biological noise sources,
such as nearby skeletal muscles or the heart. As seen in
the previous section, these bioelectrical sources have
amplitudes that are orders of magnitude larger than the
nerve signal, whose spectral domain can overlap that of the
nerve activity making it difficult to filter the unwanted
EMG activity out of the recording. Altering the recording
configuration can reduce the pick-up of these unwanted
activities. The monopolar recording configuration could be
modified so that the reference electrode is place very close
to the recording electrode, but far enough away from the
nerve so that it only samples the unwanted EMG activity in
the vicinity of the recording electrode.

The pick-up of unwanted radio-frequency (RF) noise,
such as line noise, through the lead wires between the
electrode and the amplifier, is a second problem. To ade-
quately ground the recording system, the reference must
have a low impedance dc path between the tissue and the
electronic ground points. By necessity, the reference elec-
trode should have a large area. The recording electrode, on
the other hand, must sample the electric potential from a
small area of nerve in order not to short out the nerve
activity. The relative impedance of the recording and
reference electrodes is not balanced, making the RF
pick-up in each of these two electrodes leads different,
and not cancelled by the CMR of the differential amplifier.

Another problem with the monopolar recording config-
uration arises when one wants to record from more than
one channel. To minimize the pick-up of local EMG activ-
ity, one might use multiple recording and ground electro-
des. However, in general, it is not good practice to have
multiple ground electrodes in a single recording set-up (see
Fig. 12). Each ground electrode represents a low impedance
electrical pathway, through which large stray ground loop
currents might pass. Such currents could exist during
electrical stimulation or accidental electrocution.

Bipolar. The bipolar recording configuration overcomes
many of the problems of the monopolar recording config-
uration and is the most commonly used recording
configuration for most neural electrodes excluding cuff
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Figure 6. (a) Shows a schematic representation of the differential preamplifier and its electrode
connections when used as a bioamplifier on tissues. (b) Shows a low noise differential preamplifier
that could be used to record neural activity with a low impedance electrode.

Figure 7. The monopolar recording configuration consisting of a
recording electrode on or in the peripheral nerve and a common
indifferent/ground electrode.



electrodes. The bipolar recording configuration requires
two recording electrodes and a low impedance reference
electrode. The second recording electrode is matched to the
first recording electrode and is introduced to sample the
local noise in the vicinity of the first recording electrode.
The two recording electrodes are attached to a differential
preamplifier, which amplifies the relative difference of the
potentials seen by the first electrode and those seen by that
of the second electrode. Thus, the local EMG activity is seen
by the differential preamplifier as common mode and is
rejected. Similarly, since the two recording electrodes are
matched, the RF noise induced on their lead wires is
similar and is rejected by the preamplifier. The second
electrode effectively samples the noise, but not the neural
signal, and is referred to as the indifferent electrode
(Fig. 8).

A variation on the bipolar recording configuration is the
differential bipolar recording configuration. In this config-
uration, a second active recording electrode is introduced
in or on the nerve instead of an indifferent electrode
reducing the total number of electrodes that needs to be
implanted. Additional channels can be introduced with the
addition of matched recording electrode pairs and their
associated preamplifier. Each additional preamplifier
shares a common reference electrode to maintain only
one low impedance path to ground, and minimizing the
hazards of ground loops (see below).

The neural component of the potentials recorded by the
electrodes is generated by a traveling waveform, which
appears at the different recording sites along the nerve at
different times. Thus, there are some consequences in
using the differential bipolar recording configuration to
the shape of the recorded action potential. Because the
action potential is a traveling waveform, measuring the
action potential at two different locations along the nerve
and taking the difference, v(t1,s1) � v(t1,s2), can be related
to measuring the action potential measured at one location
but at two different times, v(t1,s1) � v(t2,s1). This relation-
ship assumes that the two electrodes record the action
potential equally, and the distance between the recording

sites are appropriate. v(t1,s1) � v(t1,s2) is Dv/Ds, while
v(t1,s1) � v(t2,s2) is Dv/Dt. The relationship between the
space interval, Ds, and the time interval, Dt, is the con-
duction velocity of the action potential, Ds/Dt. Therefore,
the shapes of action potentials recorded using the differ-
ential bipolar configuration are roughly the derivative of
the action potential recorded using the monopolar config-
uration. This alters the generally monophasic action poten-
tials recorded by monopolar recordings to biphasic action
potentials.

There is a dependence on the amplitude of the recorded
action potential with the spacing between electrodes. The
amplitude increases with electrode spacing until the spa-
cing approaches the wavelength of the action potential.
The wavelength of the action potential is dependent on the
conduction velocity, which is related to the caliber of the
nerve fiber. In general, distances should be kept > 1 cm for
cuff electrode recordings (32), and > 2 mm in the case of
differential bipolar recordings with LIFE (33).

Tripolar. The tripolar configuration is the most com-
monly used recording configuration with the nerve cuff
electrode. The nerve cuff electrode is an extrafascicular
recording configuration which places the active recording
sites outside of the nerve fascicle. Since the perineurium
has a relatively high impedance, most of the current gen-
erated by the nerve fiber during an action potential is
restricted to within the fascicle. To maximize the signals,
the nerve cuff design surrounds the nerve bundle with an
insulating silicone tube that restricts whatever current
leakage from the nerve bundle to the space between the
nerve bundle and the insulating cuff. Let us first consider a
cross sectional schematic of the electrode structure with a
bipolar recording scheme as shown in Fig. 9.

One particular advantage of the cuff electrode is that the
electrode is generally immune to noise sources that are
lateral to the nerve and cuff electrode since they produce
electrical fields that are shielded by the nerve cuff and
shorted by the circumferential recording site of the elec-
trode. However, noise sources producing electrical fields
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Figure 8. Bipolar recording configurations. (a) Shows a standard bipolar configuration where the
signals from one recording electrode are amplified with respect to a second electrode that samples
the ambient noise, the indifferent electrode. A separate ground electrode is placed somewhere in the
tissue. The differential bipolar recording configuration (b) places a second recording electrode in or
on the nerve and the difference of the signals from two active electrodes is amplified.



that are perpendicular produce a gradient through the
nerve cuff, which is amplified by the bipolar recording
configuration.

The tripolar recording configuration is a means to
reduce or eliminate the longitudinal potential gradients of
noise sources outside of the cuff. Two variants of the
tripolar configuration are shown below in Fig. 10.

Longitudinal potentials from sources outside of the
nerve cuff are influenced by the insulating cuff and linear-
lized within the cuff. The tripolar recording configuration
takes advantage of this property and averages the poten-
tials seen by the outer two electrodes to predict the extra-
cuff noise potential seen at the central electrode, either by
directly measuring and averaging the signals, as in the
True Tripolar configuration, or by shorting the contacts of
the outer two electrodes, as in the Pseudo-Tripolar config-
uration (shown below in Fig. 11).

The tripolar recording configuration introduces another
differentiation operation on the shape of the action poten-
tials recorded, and action potentials recorded with the
tripolar recording configuration are triphasic.

Cabling. The cabling between the electrode active site
and preamplifier is a major source of noise that can be
minimized by taking care during cabling. Line noise and
RF noise is induced in the leads between the electrode and
the preamplifier since they act as antennae. The effect is
similar to that with high impedance wired microphones.

Similar strategies could be used to reduce noise pickup.
Lead lengths should be kept as short as possible, though, in
the case of implanted electrodes, this may not always be
practical or possible since cables from multiple locations
are often bundled together and routed to a common percu-
taneous connector to minimize the number of holes
through the skin. Another strategy is to twist the differ-
ential lead pairs together so that the noise induced in each
pair is nearly the same and can be reduced using the CMR
of the differential pre-amplifier. When appropriate,
shielded cabling could be further be used, though care
should be taken to minimize ground loops when multiple
shielded cables are used.

Grounding. A critical factor influencing the quality of
the ENG recording is how the system is grounded. A low
impedance path to ground must be established between the
preamplifier and tissue to keep the input stage of the
preamplifier stable and out of saturation. In acute animal
preparations, the experiment is commonly performed on a
conductive metal surface, which is tied to ground to a
common internal ground electrode to reduce line noise.
In chronic animal experiments as well as in human
implanted systems, this means to reduce noise is not an
option since the subject is autonomous and freely moving.
In this case, a ground electrode with large surface area,
such as braided stainless steel shields, can be used to
establish a single ground point to the tissue. Because
the ground electrode is intended to provide a low impe-
dance pathway to a ground potential, the ground electrode
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Figure 9. Bipolar differential recording scheme used with the
cuff electrode. The insulating cuff restricts the current from the
nerve bundle to within the cuff to maximize the voltage generated
from the nerve.

Figure 10. Tripolar recording configurations. (Left panel) Shows the true tripolar recording con-
figuration consisting of a double differential amplification circuit. (Right panel) Shows a pseudo–
tripolar recording technique, which approximates the true tripolar recording configuration by
shorting the outer two electrodes 1 and 3.

Figure 11. Tripolar recording configuration in a cuff electrode.



provides a reference 0 potential in the tissue, and the
potential of the tissues immediately surrounding the
ground electrode forms a 0 isopotential. Multiple ground
points to the tissue are typically not a good idea since each
ground electrode would have a different chemoelectric
potential even if they are made of the same material,
and currents would flow from ground electrode to ground
electrode to maintain a 0 isopotential at each ground point.

The issue of ground loop currents is particularly a
problem when stimulation is performed at the same time
as recording and if the stimulator shares the same ground
with the recording circuit. Since each ground electrode is at
the same potential, the current from a stimulator can flow
into one ground electrode and out of another ground elec-
trode, as shown in Fig. 11, making it nearly impossible to
predict the current flow and location of stimulation. If the
magnitude of stimulation is large, such as with surface
stimulation, a significant portion of the current could flow
through the ground electrodes since the impedance of the
tissue and stimulating electrodes can be considerably
higher than the impedance of the ground electrode and
ground line. Current flow through the ground line can
result in large artifacts and potential damage to high gain
amplifiers.

One strategy to reduce ground loop currents especially
during stimulation is to electrically isolate different cir-
cuits from one another. Circuits, such as the analog ampli-
fier chain that demand low noise, are kept physically in
different subcircuits from circuits that are noise-producing,
such as stimulator circuits or digital circuits. If these
different types of circuits must reside on a common PCB
or ASIC, Parallel or Mecca grounding schemes with ground
planes surrounding each circuit type can be established to
prevent noise from spilling over and interfering with noise
sensitive parts of the circuit (34). The strategy applied to
Functional Electrical Stimulation (FES) systems where
stimulation and recording sites are in close proximity to
one another is to electrically isolate the stimulating circuit
from the recording circuit. This makes each circuit inde-
pendent from the other so that currents originating from
the stimulation circuit see a high impedance pathway with
no return current path in the recording system (Fig. 12).

Optoisolators. An effective means to isolate circuits is
with optoisolators. Optoisolators consist of two electrically
independent halves: a transmitter, and a receiver. The
basic analog optoisolator transmitter translates electrical
currents into light intensity, typically through an LED.
The transmitted light is detected with a phototransistor or
photodiode receiver, which gates a current in the receiver
that is mapped to the transmitter light intensity (Fig. 13).

If the transmitter and receiver are independently
grounded and powered, this combination of optical trans-
mitter/receiver electrically isolates the circuits at its input
and output. This, of course, implies that when using opto-
couplers, each isolated circuit must have its own power
supply and ground. The unisolated receivers can share a
single power supply. A point should be made here about the
number of ground electrodes in a recording set-up using
multiple isolated recording/stimulation circuits. Since each
isolated circuit must have its own ground, if several optoi-
solated recording/stimulation circuits are used, then each
independent circuit must have its own single ground elec-
trode. Ground loops between the circuits cannot form
because the grounds are independent from one another,
and there is no low impedance return path for ground loop
currents to follow.

The optocoupler shown in the above Fig. 13 is a non-
linear device that is dependent on the coupling of the diode
characteristics of the transmitter and receiver. Linear
analog optocouplers also exist that linearizes the diode
characteristics using feedback with a diode-transistor cou-
pling instead of the diode–diode coupling. The diode–diode
coupling, though nonlinear, has a relatively fast response
time, with rise and fall times on the order of 2ms. The
diode-transistor coupling scheme, however, is bandwidth
limited to considerably < 10 kHz. Newer linear optocou-
plers attempt to overcome the bandwidth limitation by
sampling and flash converting the input voltage to a digital
value, transmitting the digital value and reconstructing
the analogue value with a DAC (Fig. 14).

Electrode Impedance

Frequency Dependence of the Impedance. The impe-
dance of the electrode is a function of the electrochemical
properties of the electrochemical interface. Further discus-
sion on the electrochemical interface and impedance can be
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Figure 12. Illustrates potential ground loop currents that can be
induced during stimulation if multiple ground electrodes (shown
as triangles) are used. Since each ground electrode represents the
same potential, the nearest ground electrode can draw current,
which passes through the ground plane and out of the other ground
electrodes, increasing the uncertainty of the point of stimulation.

Figure 13. Schematic of a typical optoisolator using diode–diode
coupling.



found in other sections of this volume and in Grimnes and
Martinsen (35).

A typical impedance spectrum for a platinum electrode
is shown in Fig. 13. Though the absolute magnitudes of the
impedance will vary depending on the total area of the
electrode active site and the material used, this figure
shows the general shape and characteristics of the impe-
dance spectrum. Depending on the type of electrode used,
the upper corner frequency and the lower corner frequency
can be shifted. Similarly, the low frequency and high

frequency segments (the segment < 1 Hz, and > 1 kHz,
respectively, in Fig. 15) can be higher or lower than shown.

As seen earlier, most recording configurations rely on
the common mode rejection ratio, CMRR, of the differential
preamplifier to reduce noise pick-up and maintain stability
of their neural recording. One consequence of the fre-
quency dependence on the electrode impedance is that it
influences the common mode rejection ratio. The differen-
tial preamplifier and its input can be represented by the
following, where Vcm represents the common mode noise,
which is to be rejected, and Vdm represents the differential
nerve signal, which is to be amplified (Fig. 16).

Assuming an ideal preamplifier where the two input
resistances Rinþ and Rin� are equal, and applying the
differential preamplifier equation given earlier, the
common mode rejection ratio can be represented by

CMRR ¼ Adm

Acm

����
���� ¼ Zþ þ Z� þ 2R

Zþ � Z�

����
����

In the ideal case, where the electrode and tissue impe-
dances are matched, then the CMRR for an ideal differ-
ential preamplifier becomes infinite. However, real
electrodes are relatively difficult to match, especially when
dealing with small, high selectivity active site electrodes. A
10% error in electrode impedance at 1 kHz is common even
with matched electrodes. Based on the CMRR equation and
typical impedance shown earlier, the CMRR dependence
versus, frequency can be calculated (Fig. 17).

It shows that because of the relatively high R0 impe-
dance at low frequency, there can be degradation in the
CMRR, which results in inclusion of some of the relatively
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Figure 14. Use of optoisolated amplifiers and an optoisolated
stimulator eliminates the ground loops shown in Fig. 8 by elim-
inating low impedance return paths to the tissue or stimulator
circuit. Note that each isolated subcircuit has its own independent
ground. Moreover, since there is no current flowing through the
main ground from the tissue (shown as a dashed triangle), the
main ground does not need to be grounded to the tissue.
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Figure 15. (a) Shows a typical metal electrode impedance spectrum and its fit to the Cole model
shown in (c). (b) is the Warburg representation of the impedance spectrum where the real Z is plotted
with respect to the negative of the imaginary Z.



high amplitude noise that exists at these frequencies.
Similarly, not all of the ECG and EMG will be rejected.
Therefore, inclusion of noise components from these
sources should be expected in the raw ENG record and
must be filtered before analysis and use of the ENG can be
considered. High pass filtering the output of the differen-
tial preamplifier can remove much of the out of band noise
not rejected by the CMR of the differential amplifier, but
care should be taken to ensure that the differential pre-
amplifier is operating within its linear dynamic range.

EXAMPLES OF LONG-TERM PERIPHERAL NERVE
INTERFACES

Peripheral neural electrodes can be grouped according to
the way that they interface with the peripheral neural
tissue. They can be grouped into three main types: regen-
erating, intraneural, and extraneural electrodes. Common
for all electrode interfaces presented here are that they

record the extracellular potential from one or more periph-
eral nerve axons simultaneously (also referred to as extra-
cellular electrodes). A fourth electrode group aims instead to
record the intracellular potential of individual cells (also
referred to as intracellular electrodes). In this case, the
active recording site is placed inside a cell, so the electrode
must therefore be carefully positioned and held in place
during the entire duration of the recording. With their use,
there is the risk of permanently breaking the membrane and
injuring or killing the cell. As such, intracellular electrodes
can be used acutely in vitro, in situ, or in vivo, however, they
are not suitable for chronic animal, human or clinical use
because of mechanical stability issues and the unavoidable
damage to the cells that they record from. These electrodes
are therefore not considered further here.

The choice of an optimal peripheral neural electrode
largely depends on the application or the experimental
design. One electrode might prove useful for one purpose,
but not for suitable for another. A vast number of para-
meters have been used in the literature to describe, char-
acterize, and compare neural interfaces. Most electrode
interfaces can not only be used for recording from periph-
eral nerves, but also for applying electrical stimulation to
the nervous tissue. However, the focus here will be on
peripheral neural interfaces for recording. To provide a
base for comparison between electrode types, the discus-
sion will focus on the following issues:

Design parameters, including: The rationale for design,
the ease of use and the cost of manufacturing and
ease of implantation.

Application of the electrode, including: Recording selec-
tivity and recording stability, expected lifespan,
biocompatibility and robustness, and application
examples.

Regenerating Electrodes

Introduction. Peripheral nerve axons spontaneously
regrow after dissection or traumatic injury. The working
principle of a regenerating electrode is to fit an electrode in
the path between a proximal and distal nerve stump after a
deliberate cut or traumatic nerve injury, and to guide the
neural regrowth through perforations in the electrode
structure. Ideally, the axons will grow through the per-
forations and allow very high resolution (single axon)
recordings.

Sieve Electrodes

Design. Regenerating electrodes are often referred to
as Sieve electrodes, inspired from their appearance. The
structures are typically based on a sieve-shaped or per-
forated diaphragm, which contains an array of holes. The
active sites are placed inside the sidewalls of the hole or in
their immediate surroundings (similar to a printed circuit
board via) to make physical contact with an axon growing
through the hole. They are often designed incorporating a
used small flexible tube made of a biocompatibile material
(e.g., polyimide or silicone) that is used to hold the two ends
of the transected nerve stumps in place with the sieve
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Figure 16. Shows a model of the differential preamplifier and its
connections to input impedance loads, common mode, and differ-
ential mode inputs. The common mode input can represent noise
that we hope to exclude from the ENG while the differential mode
input represents the neural signal. The input Z represents the
tissue, electrode, and whatever input network is used between the
amplifier input and the signal sources.

Figure 17. The frequency dependence of the CMRR is shown for
an ideal preamplifier using electrodes that are mismatched by
10%. The frequency dependence of the electrodes has a large in-
fluence in the CMRR, which resembles the inverse of the electrode
impedance.



electrode structure fixed in place between them. The tubes
work to help guide the growing axons and to hold the
electrode structure in place (36) (see Fig. 18). The first
generations of Sieve electrodes were developed more than
two decades ago (37). With the development of microma-
chining techniques, the devices have become considerably
smaller and further enabled more suitable connections
between the electrode and the surrounding world (38).
These newer generations of sieve devices are made of
silicon (39–41), polyimide or silicone substrates (38,42).
Sieve electrodes have been designed with various shapes
of the holes [round (40), squares (43), or longitudinal slots
(39)]. The shape of the hole does not seem to have a major
effect on the regrowth of the axons (36), but other design
parameters, (such as the hole size, the thickness of the
sieve diaphragm, and the relative amount of open versus
closed space (also referred to as the transparency factor)
have been found to be important. The thickness of the sieve
diaphragm is typically in the order of 4–10mm (36,40,41).
Several findings suggest that 40–65mm diameter Sieve
holes work well (41,43,44), however, Bradley et al. (41)
found that the holes could be as small as 2mm. This may be
explained by the difference in transparency factors of the
electrodes. A high transparency factor is needed if the holes
are small to secure regrowth (45). Major effort has also
been put in to researching the use of neural growth factors
(NGF) and how these may assist in promoting the sponta-
neous regeneration, and this may become an important
factor in the future success of the Sieve electrodes.

Application. Bradley et al. (46) was among the first that
obtained long-term recordings using sieve electrodes in
mammals. They recorded from the rat glossophraryngeal
nerve, which is mainly sensory, mediating somatosensory
and gustatory information from the posterior oral cavity.
Spontaneous activity was observed up to 7 weeks after
implant. Evoked compound sensory responses were
recorded up to 17 weeks after implantation. Other long-
term evaluation studies have been reported by, for exam-

ple, Mesninger et al. (42,47,48). Despite the growing num-
ber of reports on long-term usage of Sieve electrodes, they
have not yet been tested in humans. An ideal axon-to-axon
reconnection through a Sieve electrode could provide the
ultimate interface to monitoring peripheral neural activity,
but to date, this concept has not been proven in humans.
Deliberate transection of a peripheral nerve to allow
implant of a sieve electrode is a highly invasive procedure,
and the success of the implant can only be evaluated several
weeks after implantation (36). The current designs are not
optimal since some axons may stop grow when the meet a
wall and not a hole (36). Furthermore, it is currently not
possible to control what fiber types regenerate. It has been
shown that myelinated fibers are more likely to grow
through than unmyelinated fibers, and large fibers are more
likely to grow through than small fibers (49). It will be
necessary to obtain a detailed map of what kind of sensory
or motor axons have reconnected in order to interpret the
peripheral neural signals properly (Fig. 19).

Intraneural Electrodes

Introduction. Intraneural electrodes are defined as
electrodes that penetrate the endoneurium and perineur-
ium of a peripheral nerve or the dorsal root ganglion (DRG)
neuropil. The active sites are placed in the extracelluar
space in close proximity with the nerve fibers, and there-
fore the electrodes aim to record from one single axon or
from a small population of axons. The intraneural, pene-
trating electrodes are dependent on the insulating proper-
ties of the epineurium/perineurium to record.

Microneurography. Microneurography is a procedure
in which a small needle electrode is placed directly inside a
nerve fascicle. The aim is to record from one axon or a small
a population of axons to study basic neural coding in the
animal or human subjects, or as a diagnostic tool in clinical
practice. Sketches of two types of microneurography elec-
trodes are depicted in Fig. 19.
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Figure 18. (a) Sketch of a Sieve electrode. The prox-
imal and distal nerve stumps are fed into a guide
tube. Neural axons must grow through holes in the
Sieve electrode to reconnect with the neural axons on
the other side. (b,c) Examples of Sieve electrodes. (d)
shows the Sieve electrode in situ. (Reproduced with
permission from T. Stieglitz, Fraunhofer Inst.,
Germany.)



Design. A classic needle electrode is manufactured from
a stiff core material (e.g., tungsten, stainless steel, or
carbon fiber) surrounded by a layer of insulating material.
The Tungsten needle electrode typically has a 200–300mm
base diameter and a 2–4mm tip diameter to ensure that the
material is stiff enough to be pushed through the skin and
muscle tissue and enter the perineurium without dama-
ging the tip. The needle tip is uninsulated to create the
active site. A separate ground wire must be placed sub-
cutaneously in the close surroundings of the recording
electrode (50,51).

A variation of the classic needle electrode was developed
to allow more recording sites to be placed inside the nerve.
The concentric needle electrode consists of one or more fine
recordings wires threaded through a hypodermic needle.
The fine wires are glued in place with an epoxy adhesive.
The wires are typically made from tungsten, platinum, or
platinum–iridium, and have a 20–25mm diameter that
provides a smaller, and thereby more selective recording,
site than with the Tungsten needle electrode. An active site
is made at the end of the wire by simply cutting the wire at
a straight or slightly oblique angle. The hypodermic needle
has a typical outer diameter of 200–250mm and an inner
diameter of 100mm. The hypodermic needle tip provides a
cutting edge for easy insertion of the electrode. Further,
the needle shaft works as the ground during recording (52).

The microneurography electrodes are implanted per-
pendicular to the nerve trunk, and they are typically
inserted by hand or using a micromanipulator. These
electrodes are inexpensive, and they are typically and both
types are easily manufactured by hand.

Application. Since Vallbo and colleagues developed the
microneurography technique for more than three decades
ago, the technique has proved to be a powerful tool in

clinical experiments on conscious humans in hundreds of
studies (51). However, the technique has a number of clear
limitations. Placement of one single recording electrode
may be extremely time consuming, and the delicate place-
ment may easily be jeopardized if the animal or human
subject moves. The microneurography needle electrodes
are considered safe for short-term experiments, but they
are not applicable for long-term implant and recording in
animals or humans.

Longitudinal Intrafascicular Electrodes. The longitudinal
intrafascicular electrodes (LIFE) are implanted parallel
to the main axis of the peripheral nerve, and the active
site of the electrode is placed along recording wires and not
at the tip. The active sites typically record from a small
population of axons.

Design. One of the first LIFE designs consisted of a
simple 300mm coiled stainless steel wire that was
implanted into the nerve using a 30G hypodermic needle
(53). The size of the hypodermic needle and implanted
electrode may cause unnecessary injury to the nerve,
and it also made it unsuitable for implantation in small
nerves. Pioneering work was later done at University of
Utah, as an attempt to solve these problems. A metal-wire
LIFE was developed, see Fig. 21b (54). Here the 1–2 mm
recording sites are created on 25mm insulated, platinum–
iridium wire. The recording wires are soldered to larger
stainless steel lead-out wires, and the connections are
protected by sliding a silicone tube over the solder joint.
A polyaramid strand is threaded through this loop and
glued to a 50–100mm electrosharpened Tungsten needle
(much similar to the tungsten needle electrode shown in
Fig. 19). The needle is used to penetrate the perineurium/
epineurium and pull the recording wires into place. The
large lead-out wires remain outside the nerve. The elec-
trode is sutured to the epineurium to hold it in place. The
lead-out wires are then tunneled subcutaneously through
the body to a chosen exit point. These metal-based LIFEs
are relatively low cost, and they can be hand built. One of
the disadvantages is the limited number of fine wires that
can be fitted into one nerve. Further, the hand-building
procedure does induce some variability in the size of the
recording site, which influences the impedance and signal/
noise ratio.

Later generations include polymer-wire LIFEs. Instead
of using platinum–iridium wire, the recording wires are
here based on 12mm kevlar fibers. A metal is first deposited
onto the kevlar to make the wire conductive, and a layer of
silicone insulation is then added only leaving the recording
sites exposed (55,56). The purpose of decreasing the intra-
fascicular wire size was to make the wires more flexible.

Application. The development of the LIFE has mainly
been driven by the need for alternative and safe neural
interfaces for clinical neuroprosthetic systems. Goodall
et al. implanted the 25mm platinum–iridium wire
LIFEs in cat radial nerves and demonstrated that it was
possible to obtain selective recordings of afferent activity
from up to 6 months (59). Yoshida et al. used the same types
of LIFES for recording neural activity in chronically
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Figure 19. Microneurography electrodes. (a) A drawing of the
geometry of a typical, commercially available tungsten needle
electrode. A separate ground or indifferent electrode must be place
in the close surroundings (Drawings appear courtesy of Dr. K.
Yoshida.) (b) A drawing of a concentric needle electrode. One or two
fine wires are threaded through a hypodermic needle and attached



implanted cats. These studies characterized the effect of
electrode spacing for rejecting EMG and stimulus artifacts
and explored the possibility of using multichannel record-
ings for noise reduction. Yoshida and Stein (33) also
explored the possibility of extracting joint angle informa-
tion from muscle afferent signals recorded with LIFEs (6).
The information was used as feedback in closed-loop con-
trol of the ankle joint in the cats. The chronic recording
stability and biocompatibility of the polymer-wire LIFES
have been demonstrated by Malstrom et al. (58) in dorsal
rootlets and in peripheral nerve (59) (Fig. 20).

Silicon-Based electrodes. The design and manufactur-
ing of silicon-based electrodes take advantage of often
sophisticated microfabrication techniques. These electro-
des may be inserted transversely into the peripheral nerve
as the microneurography needle electrodes, or they may be
inserted longitudinally as the LIFE electrodes. Many
groups around the world have designed, developed, and
tested different silicon-based electrodes, however, the vast
majority of those are developed for interfacing with the
cerebral cortex tissue. Many of these designs are currently
considered unsuitable as chronic peripheral nerve
implants because of the risk of mechanical failure of the
rigid base structure or small, thin electrode shafts. A
notable exception to this view is the Utah array. One
electrode that has been used for both peripheral nerve
and cerebral cortex implantation is presented here.

Design. The UTAH array was originally developed
by Normann and colleagues at University of Utah, and
this electrode is now commercially available through
Cyberkinetics Inc. The UTAH array is a three-dimensional
(3D) silicon structure usually consisting of 100 penetrating
electrodes arranged in a 10
 10 array (see Fig. 21). Each
needle is a long, tapered structure that is 1.5 mm long and
has an 80mm diameter at the base. The distance between
the needles is 400mm. The base substrate for this electrode
is silicon, and glass is used as insulation material. Only the
very tip of each needle is deposited with gold, platinum, or
iridium to form the active site (59). Fig. 22 shows an array
with equal height needles, which was originally designed
for recording from the cerebral cortex where the neurons of
interest are often located at the same depth. A slanted
UTAH array was designed with different lengths of the
needles to better target different layers in the cerebral
cortex or to accommodate for the fact that fascicles in a
peripheral nerve are located at different depths. Implanta-
tion of the UTAH array requires a special insertion tool
that shoots the electrode into the neural tissue in a con-
trolled manner. This is necessary because the high density
of the needles increases the amount of force that is neces-
sary to penetrate the dura or the epineurium. Further, the
insertion tool avoids the elastic compression of the neural
tissue and possibly damage of the neural tissue that was
found during manual insertion (60).

Application. The recording properties of the Slanted
UTAH array was first tested by Branner and colleagues in
acute cat model (61,62) and later in similar chronic cat
implants (2). The 100-electrode array was inserted in the
cat sciatic nerve using the pneumatic insertion tool
(described above). The acute work demonstrated that it
was possible to achieve highly selective recordings with the
array. In the chronic experiments, the array was held in
place using a silicone cuff (self-spiraling or simply oval
shaped) to protect the implant and surrounding tissue, to
hold the implant in place, and to electrically shield the
electrode. This containment was found to be important for
the long-term survival of the electrode. In the chronic
experiments, electrodes with lead wires were implanted
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Figure 20. (a) Placement of a metal-wire LIFE electrode inside a
whole nerve fascicle. Only the fine wires with the active sites are
threaded through the nerve whereas the remaining part of the
LIFE is located outside the epineurium. (b) is a line drawing of a
two-channel metal-wire LIFE electrode. (a) Lead-out wires are
located outside the body and tunneled through the body to a chosen
exit point. (b,c) A silicone-tube is places over the connection point
for protection. (d) Active sites on the recording wires. (f–h) A
polyaramid fiber links the recording wire to a tungsten needle.
The tungsten needle is used to thread the fine wires through the
nerve and is removed after implantation. (Courtesy of Dr. K.
Yoshida, Aalborg University, Denmark.)

Figure 21. The 100-channel UTAH array. The electrode was ori-
ginally developed at University of Utah, by Dr. R. A. Normann and
colleagues. The electrode is commercially available through Cyber-
kinetics Inc. (Courtesy of Dr. R. A. Normann, University of Utah.)



up to 7 months, however, it was only possible to obtain
stable recordings for a few days after implant.

The slanted UTAH array has also been implanted in
dorsal root ganglions (through the dura) in acute cat model
to evaluate the neural coding of the lower leg position (10).
In this work, it was possible to obtain selective recordings
from the UTAH arrays over the duration of the experiment.
The UTAH array has recently been implanted in a human
volunteer (in a peripheral nerve in the lower arm), how-
ever, the results are pending (63). The UTAH array is also
currently under clinical evaluation as a cortical interface in
humans by Cyberkinetic, Inc.

Extraneural Electrodes

Introduction. The extraneural electrodes are the least
invasive interfacing technique presented here. They are
defined as electrodes that encircle the whole nerve or are
placed adjacent to the nerve without penetrating the epi-
neurium or dorsal root ganglion neuropil. The electrodes
record from a large number of nerve fibers at the same
time.

Circumferential Cuff Electrodes. The cuff electrode is
probably the peripheral nerve interface that appears with
the largest number of variations in designs and configura-
tions. Only the main designs will be presented here. It is
the most mature and widely used chronically implanted
electrode for use in neuroprosthetics and has been used in a
large number of animal studies and implants in human
subjects (see section below).

Design. A circumferential cuff electrode consists of a
tube or cuff that is placed around the whole nerve. The
active sites are attached to the inside of the cuff wall to
make contact with the epineurium (see Fig. 22). The tube
wall works as an insulating barrier keeping extracellular
currents emerging from the nerve within the cuff and
blocking electric currents from other surrounding tissue
(predominantly muscle activity, but also activity from
other nerves) outside of the cuff. The tube wall has found
to be essential to obtain measurable voltages from the

nerve trunk and to achieve a good signal/noise ratio. The
cuff tube or wall is made of a flexible, biocompatible mate-
rial, such as silicone, (1,64,65) or polyimide (66,67). The
cuffs may be handmade or microfabricated. The microfab-
rication technique has the advantage that thinner walls
can be obtained.

The shape and number of active sites placed inside the
cuff wall vary. The active sites are typically made of inert
metals, such as platinum or platium–iridium. In the classic
configuration, a cuff electrode consists of a silicone tube
lined with two or more thin conductive rings that are
displaced from one another along their common axis
(69). In this design, the number of active sites is usually
three, but more may be fitted into the cuff depending on the
application. The large conductive rings record from a large
number of fibers within the nerve they encircle. Later
designs placed several, smaller active sites around the
inner cuff wall in an attempt to interface individual fas-
cicles within the nerve trunk, and thereby increase the
selectivity of the cuff recording (68,69). The number and
size of the active sites have a large impact on the recording
and stimulation selectivity, which will be discussed in the
next section.

The cuff electrode is fitted onto a nerve by sliding the
nerve into a longitudinal slit in the cuff wall while traction
is placed on the cuff wall to keep the slit open. The proce-
dure may be made easier for the experimenter/surgeon by
gluing a number of sutures to the outside of the cuff wall
(see Fig. 22a). The experimenter/surgeon can grab onto
these sutures, pull the cuff open, and slide the cuff in place
around the nerve. Knots are tied to close the cuff and secure
that extracellular current is contained inside the cuff,
which is important to achieve good recordings. Other
closure mechanisms have been attempted.

1. A hinge or zipper-like closure has been suggested by
Dr. M. Haugland, Aalborg University, Denmark
[see Fig. 22c and patented by (70)]. Here the cuff
is cut open and integrated with a piano hinge
structure, that can be zipped up and threaded with
a suture for closure. The disadvantage of this

ELECTRONEUROGRAPHY 123

Figure 22. The sketch representation of the cuff
(around the nerve) electrodes (left) and the newly
designed 12-contact circular cuff electrode (with a
longitudinal slit) for selective stimulation with a
four-channel stimulator. In order to minimize
contamination of the neural signal from the sur-
rounding biological signals, the electrode must fit
tightly around the nerve and close well. An elec-
trode can be closed with the flap covering the
longitudinal slit, and kept in position by means
of the surgical threads around the cuff (left side).
It can be closed by using a ‘‘zipper’’ method where
the ends of the cuff have little holes, through
which a plastic baton can be pulled (right side).
A self-wrapping polyimide multipolar electrode
for selective recording/stimulation of the whole
nerve is shown in (c). (Part a is courtesy of Dr. W.
Jensen, Aalborg University, Denmark.) (Parts b
and c are courtesy of Dr. T. Sinkjær and Dr. M.
Haugland, Aalborg University, Denmark.)



closure mechanism is that it adds several steps to
the fabrication process. Furthermore, greater skill is
required from the experimenter/surgeon for correct
implantation and closure.

2. A second cuff is placed over the first cuff. This is an
easy way to securely cover the longitudinal slit,
and it is easy to implant. The disadvantage of this
method is that overall implant diameter and stiffness
increases.

The diameter of a fixed-sized cuff is an important design
parameter. The inner diameter cannot be too large since
the cuff wall works an electrical shield, and the active sites
must make contact with the epineurium. It has been
suggested that the fixed-sized cuff should have an inner
diameter of � 20–50% larger than the nerve to avoid post-
implant nerve damage caused by edema or swelling of the
nerve (1,32).

A spiral cuff or a self-wrapping cuff design was originally
suggested by Naples et al. (71) to circumvent some of the
problems with the fixed-sized cuff. The spiral cuff electrode
consists of a planar silicone or polyimide sheeting containing
the active sites. The planar sheeting is flexible and is
designed to automatically coil around a peripheral nerve
(see Fig. 22b). These electrodes are generally handmade, but
also have been manufactured by microfabrication techni-
ques. The electrode will make a tight connection with the
epineurium, leaving no space between the nerve and the
contact sites. The self-sizing property of this design provides
several advantages; (1) It is not necessary to determine the
cuff diameter in advance as it is with the fixed-sized cuff
electrodes. (2) The coiling will automatically and easily close
the cuff and hold the cuff into place, and it is therefore very
easy to implant. (3) The coiling will provide the necessary
constriction of the extracellular current emerging from the
nerve fibers without any possible leakages. (4) The coiling
will allow the electrode to change size to accommodate for
possible edema in the days after implantation.

An example of a cuff-electrode design that incorporates
a number of the already discussed principles is a design
referred to as the polyimide-hybrid cuff electrode (69) (see
Fig. 22d). The electrode is based on a polyimide spiral cuff
design containing multiple, platinum contacts on the inner
wall. The polyimide-hybrid cuff is manufactured using
microfabrication techniques that makes it possible to place
a relatively high number of contacts inside the cuff and at

the same time allow space for lead-out wires, which was a
problem with the first multicontact cuffs. The microfabri-
cation technique further secures high repeatability in the
manufacturing process. Several patents on this type of
hybrid fabrication has been issued (72,73).

Application. The first circumferential cuff electrode
used for chronic recording was described by Hoffer et al.
(74) and later by Stein et al. (75). It is to date the most
successful and most widely used chronic peripheral inter-
face in both animals and humans. An overview of current
neuroprosthetic applications based on long-term recording
from peripheral nerves is given elsewhere in this chapter.
Many of these systems use cuff electrodes as their neural
interface, and at the time of this writing, is the only
implanted nerve interface being used in humans with
spinal cord injury or stroke to provide FNS systems with
natural sensory feedback information.

Reshaping Cuff Electrodes. The fixed-diameter, circum-
ferential cuffs or the spiral cuffs have their active recording
sites placed around the epineurium, and these electrodes
therefore mainly record from the most superficial axons or
fascicles. The reshaping cuff electrode attempt to accom-
modate for that by remodeling the shape of the nerve to
access individual fascicles.

Design. Two types of reshaping cuff electrodes were
developed by Durand and colleagues at Case Western
Reserve University. In the slowly penetrating interfasci-
cular electrode (SPINE) the active sites are placed inside
the nerve, however, without penetrating the epineurium
(76) (see Fig. 23). This is accomplished by a set of blunt
penetrating beams that is slowly pushed into the nerve
trunk by a closure tube. The active sites are placed on the
side of the beams and may therefore access different fas-
cicles of the nerve trunk. A refinement on this concept, the
flat interface nerve electrode (FINE) was later developed
(77). This electrode has a fixed shape like the fixed
diameter, circumferential cuffs, however, the shape is
rectangular instead of round (see Fig. 23). Ideally, the
individual fascicles will then make contact with different
contact sites along the cuff wall.

Application. The reshaping cuff electrodes were
mainly developed as a stimulation platform; however,
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Figure 23. Sketches of two cuff-electrode types
that reshape the nerve. (a) The flat-interface
electrode (FINE) has a rectangular shape and
flattens the peripheral nerve in order to make
selective contact with individual fascicles in
the nerve. The active sites are placed on the
cuff-wall. (b) The slowly penetrating interfas-
cicular electrode (SPINE) is designed with a
number of beams holding the active sites. A
closure tube is moved over the beams to force
the beams into position. The nerve will resh-
ape around the beams and thereby make selec-
tive contact with the fascicles in the nerve.
(Redrawn with permission from Dr. Durand,
Case Western Reserve University.)



both types could potentially be used for recording. Acute
studies with the SPINE electrode show that the slowly
penetrating beams can safely place active sites within the
nerve trunk, and it is possible to selectively activate
different fascicles of the nerve (77). One of the main design
issues with the FINE electrode has been to choose the
right size of the electrode without causing nerve damage.
Animal studies have shown that the FINE electrode is
suitable for both recording and stimulation in chronic
animal implants (78,79).

The Hook Electrode. The hook electrode was among the
first extraneural electrodes used in experimental neuro-
physiology and neuroscience. The hook electrode is not
useful for long-term nerve implants, however, it is still
widely used in acute animal experiments or as an intrao-
perative tool for nerve identification, and therefore a brief
introduction is given here.

Design. The hook electrode is constructed of usually two
or more hook-shaped wires that form the recording/stimula-
tion sites (typical materials used are platinum, stainless
steel, or tungsten) (see Fig. 24). The nerve trunk or fascicle is
placed so the epineurium makes close contact with the
hooks. The hook-wires are soldered to insulated lead-out
wires that are used to connect with the recording/stimula-
tion equipment. The lead-out wires are usually threaded
inside a tube or glued onto a stiff rod to form a base for
holding the hook electrode in place. The hook wires must be
stiff enough to support the whole nerve or nerve fascicle
without yielding. One of the main advantages of the hook
electrode is that it is easily handmade at a very low cost.

Application. The distance between the hooks may be
varied to change the electrical recording/stimulation proper-
ties, however, the relatively large distance between the active
sites means that the electrode has a poor selectivity. To use
the hook electrode, the whole nerve must first be made
accessible in the body, and surrounding fascia must be dis-
sected away to place the hooks underneath the nerve. To
avoid electrical shunting between the hooks caused by the
extracellular fluid, a paraffin oil or mineral oil pool is often
created around the hook electrode and nerve in acute animal
studies. For human experiment, the hook electrode and the

nerve may alternatively be suspended into the air to obtain a
similar, insulating effect between the hook wires.

USE OF PERIPHERAL NERVE SIGNALS
IN NEUROPROSTHETIC APPLICATIONS

Traumatic or nontraumatic injury to nerves at peripheral,
spinal, or cortical level may cause permanent loss of sensory
and motor functions. The goal of neuroprosthesis applications
is to replace, restore, or augment the lost neural function in
order to regain the lost mobility or sensation. Popovic and
Sinkjær (80) discussed clinical areas where FES is already
important or where it holds great potential if the adequate
technology will be developed. In the present section, the
state-of-the-art of using information provided by periph-
eral nerve signals in preclinical evaluated and experi-
mental neuroprosthetic applications will be discussed.

Neurorprostheses systems traditionally work by using
functional electrical stimulation (FES) to elicit controlled
muscle contraction. The functional electrical stimulation
can be applied using an open- (feed forward) or a closed-loop
(feedback) controller scheme. The open-loop systems have
proven to work, however, since no regulation is provided,
excessive stimulation and muscle fatigue are commonly
observed. Once the stimulation has been determined in the
open-loop system, it is not changed, and it is not possible to
detect or account for unexpected events or external distur-
bances. Several studies have shown that the application of
closed-loop control techniques can improve the accuracy and
stability of FES activated muscles. However, the closed-loop
systems are dependent on feedback on the current state of the
part of the body under control. The availability of sensors to
provide reliable feedback information is, therefore, essential.
An illustration of the basic elements in a closed-loop FES
control system is given in Fig. 25.

Artificial sensors placed outside the body have been
used widely within closed-loop FES applications to provide
the necessary feedback signals [e.g., including goniometers
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Figure 24. A hook electrode consists of two simple wires/hooks
that are held in close contact with the nerve surface. The picture
shows an example of a custom made hook electrode. (Courtesy of
Dr. K. Yoshida, Aalborg University, Denmark.)

Figure 25. Illustration of the basic elements in a closed-loop
neuroprosthesis application. The instrumentation typically includes
an external (i.e., outside of the body) command interface and control
system and external/implanted interfaces for sensing or activat-
ing the biological tissue.



and accelerometers (80)]. However, the excess time con-
sumed donning and doffing the artificial sensors, and the
poor cosmetic visibility of bulky sensors has proven to be a
major disadvantage for end user acceptance (1). Artificial
sensors have also been placed inside the body; however,
they require power to work and can be a problem to replace
in case of failure.

The natural sensors, such as those found in, the skin
(cutaneous mechanoreceptors, nociceptors), muscles (pro-
prioceptors), or internal organs (visceral neurons) normally
providing the CNS with feedback information on the state of
the body. They are presently an attractive alternative to the
artificial sensors in the cases where the sensors are still
viable below the level of brain or spinal cord injury. Unlike
artificial sensors, natural sensors are distributed through-
out most of the body, and they do not require power or
maintenance. Also, efferent motor signals are of interest to
monitor the command signals from the CNS to the motor
end organs. In many cases, they can be accessed through the
same nerve based electrodes used for FES.

Therefore, the peripheral nerve signals of interest here
are any neural tissue that is accessible outside the verteb-
ral canal, including afferent and efferent somatic and
autonomic pathways (the peripheral nervous system was
defined in section The peripheral nervous system and
specific peripheral nerve interfaces are described above).

Preclinical Neuroprosthetic Systems

Cutaneous Afferent Feedback for the Correction of Drop-
foot. Foot-drop following upper or lower motor neuron
deficits is defined as the inability to dorsiflex the foot
during the swing phase of the gait (81). Electrical stimula-
tion of the peroneal nerve has proven to be a potentially
useful mean for enhancing foot dorsi-flexion in the swing
phase of walking and thereby make the patient walk faster
and more securely. The stimulator is often located just

distal to the knee and can be either externally mounted or
partly implantable. A key element in the system is the
external heel-switch placed under the foot, which provides
sensory information on heel-to-ground events necessary to
switch on the stimulation at the right time. This system
has proved clinically functional in large groups of patients.
If the external heel switch is replaced with an implantable
sensor, it can provide not only the advantages of foot drop
corrections systems without the need for footwear, but also
eliminates daily problems of mounting the heel switch or
swapping them in different pairs of shoes.

The sural nerve is purely sensory and innervates the
skin underneath the foot. It has been shown that whole
nerve cuff electrode recordings from this nerve can provide
information about foot contact events during walking,
including heel-to-ground and toe-off-ground events (82).
An example of recorded sural nerve activity during walking
is shown in Fig. 26. The sural nerve activity has been
processed (i.e., filtered, rectified, and bin-integrated). Dur-
ing walking, the nerve signal modulates, and two large
spikes are repeatedly observed that correlate with the
transitions between swing-to-stance phase and stance-to-
swing phase. One of the most significant problem in corre-
lating the nerve signal activity to the actual heel contact
during walking is the noise originating from nearby muscle
activity. The inclusion of a decision-assistive method like
adaptive logic networks as a part of the postprocessing of
the neural signal has been used improved the consistency
of detecting reliable events (12,83).

The different elements of the drop foot correction system
based on natural sensory feedback are shown in Fig. 26,
including the external control unit, the implanted sural
nerve cuff electrode and amplifier, and the peroneal nerve
cuff electrode and stimulator. The sural nerve cuff elec-
trode is connected to an external amplifier, and the signal
output is fed to a microprocessor-controlled stimulator that
activates the ankle dorsiflexor muscles.
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Figure 26. Footdrop correction system, using natural sensory information from the Sural or
Peroneal nerve. The nerve signals were processed to determine heel contact with the floor and
to decide the timing of the ankle dorsi-flexion stimulation. The stimulation may be applied through a
peroneal nerve cuff electrode innervating the Tibials Anterior muscle or by surface electrodes.
(Reproduced with permission from Dr. T. Sinkjær, Dr. M. Haugland, and Dr. M. Hansen.)



The use of cutaneous afferent feedback in correction of
drop-foot has to date been evaluated in several patients. The
first evaluation included a 35 year-old subject with a hemi-
plegic dropfoot. In this case, the cuff electrode was connected
to the control system through percutaneous wires, and an
external stimulator was placed over the Tibialis Anterior
muscle (84). A later version of the system was tested in a
32-year old subject, and the external stimulator was here
replaced with an implanted cuff electrode around the per-
oneal nerve, which innervates the tibialis anterior muscle. An
implantable system is currently under development and
clinical testing by the Danish company Neurodan A/S.

Cutaneous Afferent Feedback for the Restoration of Hand
Grasp. The fingers of the human hand contain an estimated
200–300 touch sensing receptors per square centimeters
within the skin. It is among the highest densities of sensory
receptors in the body (85). The cutaneous receptors
and their responses have been studied extensively
using microneurography techniques in normal subjects
(85–87). The sensors mainly signal information about
indentation and stretch of the skin, and the sensors play
an important role in the control of precise finger movements
and hand grasp while manipulating objects. It was found
that slips across the skin were shown to elicit automatic
motor reflex responses that increased the grasp force.

A FES system was developed to evaluate the use of
cutaneous sensory information in restoration of hand grasp
functions. The system has been evaluated in three spinal
cord injured subjects (88–92). Results from a 27 years-old
tetraplegic male with a complete C5 spinal cord injury
(2 years postinjury) are presented in detail here. Before
system was implanted, the patient had no voluntary elbow
extension, no wrist function, and no finger function.
Furthermore, he had only partial sensation in the thumb,
but no sensation in 2nd to 5th fingers. He was implanted
with a tripolar nerve cuff electrode on the palmar inter-
digital nerve (branching of the median nerve). Eight intra-
muscular stimulation wire electrodes were simultaneously
placed in the following muscles: Extensor Pollicis Brevis,
Flexor Pollicis Brevis, Adductor Pollicis, and Flexor Digi-
torum Longus to provide the grip control.

The cuff electrode was implanted around the palmar
interdigital nerve, which is a pure cutaneous nerve innervat-
ing the radial aspect of the index finger (branching off the
median nerve). The cuff electrode recordings were used to
detect the occurrence of fast slips (increased neural activity
was recorded when objects were slipping through the subject’s
fingers, and the neural activity showed similar characteristics
as the cutaneous sural nerve activity shown in Fig. 26).

The stimulator was controlled by a computer, which also
sampled the nerve signals and performed the signal ana-
lysis. When stimulation was turned on, the object could be
held in a lateral grasp (key grip) by the stimulated thumb.
If the object slipped, either because of decreasing muscle
force or increasing load, the computer detected this from
the processed nerve signal and increased the stimulation
intensity with a fixed amount so that the slip was arrested,
and the object again held in a firm grip. When extra weight
was added, the slipped distance was also comparable to the
performance of healthy subjects.

Today this system is developed to an extent where the
subject can use it during functional tasks. During an eating
session where the subject has a fork in his instrumented
hand (grasped between the thumb and index finger), the
control system is designed to decrease the stimulation of
the finger muscles until the feedback signal from the skin
sensors detects a slip between the index finger and the fork.
When a slip is detected, the stimulation to the thumb
increases automatically proportional to the strength of
the sensory feedback, and if no further slips are detected,
the controller starts to decrease the stimulation. This
continuous tracking of the minimally necessarily needed
stimulation means that the hand muscles are only loosely
stimulated when the subject decides to rest his arm (which
typically happens when they have a conversation with one
or more of the persons at a dinner table). The stimulation
will automatically increase when they start to eat again by
placing the fork in the food. A typically eating session will
last 20–30 min. A large fraction of this time is dedicated to
‘‘noneating’’ activities. During such times, the stimulation
is at a minimum (keeping the fork in the hand with a loose
grasp) and thereby preventing the hand muscles to be
fatigued. When the feedback is taken away, the subject
will typically leave the stimulation on at high stimulation
intensity for the full eating session. This will fatigue the
stimulated muscles, and the subject will try to eat their
dinner faster, or they will rest their muscles at intervals by
manually decreasing the stimulation. It is an effort that
requires more attention from the subject than the auto-
matic adjustment of the stimulation intensity.

The natural sensory feedback system was developed at
Aalborg University, Denmark, and based on a telemetric
system and on the Freehand system (NeuroControl Corp.).
The Freehand system consists of a number of epimysial
stimulation electrodes to provide muscle activation. More
than 200 patients have to date received this system
(Fig. 27).
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Figure 27. A neural prosthetic system for lateral-key grip rest-
oration after spinal cord injury including sensory feedback. The
FreeHand stimulation system (developed at Case Western Reserve
University, Ohio) was modified to take advantage of natural sen-
sory feedback signals obtained from a cutaneous, digital nerve in
the hand. (Adapted from Ref. 92 with permission.)



Experimental Neural Prosthetic Systems

Somatic Afferent Feedback in Control of Joint Movement.
The natural sensors that carry information about move-
ment and orientation of the body in space (proprioception)
are primarily located in the muscles, tendons, joints, and
ligaments. The sensory signals are essential for the central
nervous system in voluntary control of movement. In con-
trast to the more on–off type of information provided by the
natural sensors located in the skin (e.g., heel contract and
toe off events as used in correction of drop foot), the muscle
spindle afferents are believed to carry information on
muscle displacement (length, velocity, and acceleration).
The proprioceptive sensors may therefore be useful in FES
systems for control of joint movement. A majority of the
research within this area has so far focused on restoration
of standing and walking after spinal cord injury, however,
the same principles explained here may be applied in
control of upper extremity joints. Muscle afferent signals
have been studied in animal models using intrafascicular
(6,93) and whole nerve cuff electrodes (94,95), and these
studies have revealed some characteristic features in mus-
cle afferent responses that must be taken into considera-
tion in a future FES system design.

Muscle afferent signals were obtained from passively
stretched agonist-antagonist muscle groups around the
ankle joint innervated by the tibial and the peroneal nerve
branches in an animal model of spinal cord injury (6,94).
The muscle afferent signals were recorded during simple
flexion-extension rotations of the ankle joint, and it was
found that the muscle afferent activity from the two nerves
responded in a complementary manner, see Fig. 28. Thus,
the muscle afferent activity increased during muscle
stretch, but the activity stopped as soon as the movement
was reversed, and the muscle was shortened. In the animal
models used here, the muscles are not under normal effer-
ent control from the central nervous system, and the
intrafusal muscle fibers (where the muscle spindles are
located) therefore become slack during muscle shortening,
and the muscle spindles stop responding. The muscle
afferents can therefore only provide information about
muscle length during muscle stretch. In order to obtain
a continuous and reliable muscle afferent feedback signal,
it is necessary to use information from more muscles or
muscle groups acting around a joint.

In spite of the nonlinear nature of the muscle afferent
signals, it has shown to be possible to use the signals as
feedback in a closed-loop control system. Yoshida and
Horch (6) obtained control of ankle extension (ramp-and-
hold movement) against a load and ankle flexion-extension
(sinosoidal movement) in a cat model. A look-up table was
first established by creating a map between the neural
activity and the ankle joint angle. The tibial and peroneal
nerve activity was simultaneously recorded using intra-
fascicular electrodes and decoded according to the look-up
table.

To better incorporate the nonlinear behavior, more
sophisticated information extraction algorithms have been
employed to decode the muscle afferent signals, including
a Neuro-Fuzzy network (96), and neural networks (97,98).
In all cases, continuous information from both an agonist
and antagonist muscle group was used as input to the
networks.

The next step is to explore if muscle afferent signals on
selected peripheral nerves can be recorded in humans and
applied to improve FES standing.

Visceral Neural Signals in Control of Bladder Function.
Normal bladder function (storage and emptying of urine) is
dependent on mechanoreceptive sensors detecting bladder
volume and efferent control that trigger a bladder contrac-
tion. Normal bladder function can be affected by a number
of pathological diseases or neural injuries, for example
when spinal cord injury occurs at the thoracic or cervial
level, the neural pathways normally controlling the blad-
der are affected. Bladder dysfunction can result in an
either overactive bladder (small volume capacity and
incomplete emptying, referred to as neurogenic detrusor
overactivity) or an underactive bladder (high volume
capacity), however, the result of both states is incontinence.
Neurogenic detrusor overactivity is the most common form
of detrusor dysfunction following spinal cord injury. An
overfilling of the bladder can also lead to a possible life-
threatening condition of autonomic dysreflexia (overactivity
of the autonomic nervous system).

Conventional treatments include suppression of reflex
contraction by drugs, manual catheterization, or inhibition
of the reflex contraction by surgical intervention, which is
also referred to as dorsal rhizotomy. Dorsal rhizotomy
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Figure 28. Muscle afferent signals recorded from the Tibial and Peroneal nerve branches during
passive joint rotation in a rabbit model. The Tibial and Peroneal nerve activity modulated in a push–
pull manner (i.e. the nerves responded to muscle stretch of the Gastrocnemius/Soleus and the
Tibialis Anterior muscles, respectively). The magnitude of the response modulated with the initial
position of the joint (the amount of prestretch in the muscles). (Courtesy of Dr. Jensen, Aalborg
University.)



increases the bladder capacity, however, reflex erection in
male patients is lost, and this is in most cases not an
attractive solution. To reestablish continence a closed-loop
FES system has been suggested including sensory feed-
back on bladder volume and/or detrusor activation from
bladder nerves.

Work in anaesthetized cats showed correlation between
recorded activity from the S2 sacral root and the intrave-
sical pressure associated with fullness of the bladder.
Recently, similar information on bladder volume informa-
tion has also been demonstrated in nerve cuff recordings
from the S3 sacral root and the pelvic nerve in anaesthe-
tized pigs (99) and extradural cuff recordings from sacral
roots in humans (100) (see Fig. 29). The findings reveal,
however, some problems in finding a reliable sensory feed-
back signal. It proved difficult to detect slow increases in
bladder volume (99). Further, recordings from the pelvic
nerve or sacral roots, however, are frequently contam-
inated with activity from other afferents, such as
cutaneous and muscle afferents from the pelvic floor,
rectum, and anus (100).

A closed-loop FES system for the management of neu-
rogenic detrusor activity would work by using the sensory
information from the bladder nerves to inhibit detrusor
contractions by stimulating pudendal or penile nerves, or
block efferent or afferent pelvic nerve transmission to
prevent reflex detrusor contractions. The principle was
tested in an anesthetized cat prepration where nerve cuff
recordings from the S1 in cats could detect bladder hyper-
reflexive like contractions. However, the contractions were
detected with a time delay in the order of seconds (using a
CUMSUM alogrithm), which decreases the feasibility of
the system (101).

Visceral Neural Signals in Respiratory Control. Obstruc-
tive sleep apnea is characterized by occlusions of upper
airways during sleep. Electrical stimulation of the genio-
glossus muscle directly or via the hypoglossal nerve can

improve the obstructions, however, a signal for detecting
the occurrence of the obstructions will be useful in a FES
closed-loop application (102).

This principle has been tested in a closed-loop FES
system where the response of hypoglossal nerve was
recorded during external loading of the pharynx during
sleep to simulate upper airway obstructions in a dog model.
It was shown that the hypoglossal nerve activity modulated
with the pressure both during REM and NREM sleep. Any
change in the cyclical rhythm of the recorded activity was
used as an indication of the onset of apnea to the controller
and triggered the onset of the stimulation of the same
hypoglossal nerve to prevent the airway obstruction (103).
Stimulation and recording from the same nerve is feasible in
this case because the only information needed from the
hypoglossal nerve is an indication of the onset of airway
obstruction (i.e., no continuous information is needed).

CONCLUSIONS

The goal of the article is to provide the reader with an
overview of currently available neural electrodes for long-
term interfacing peripheral neural tissue. This is done to
evaluate their suitability to monitor the neural traffic in
peripheral nerves and their suitability to perform as sen-
sors in neural prosthetic devices.

The role of neural prosthetic systems for increasing the
quality of life of disabled individuals is becoming more
evident each day. As the demand to develop systems cap-
able of providing expanded functionality increases, so too
does the need to develop adequate sensors for control. The
use of natural sensors represents an innovation. Future
research will show whether nerve-cuff electrodes and other
types of peripheral nerve electrodes can be used to reliably
extract signals from the large number of other receptors in
the body to improve and expand on the use of natural
sensors in neural prosthetic systems.
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Figure 29. Two examples of recorded neural activity from the sacral roots in an anaesthetized
human subject in preparation for surgery for implantation of a FineTech-Brindley Bladder system.
The traces show the bladder pressure (top), rectal pressure (middle) and extradural sacral root
activity (bottom) over time. (Courtesy of M. Kurstjens.)
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51. Vallbo Å, Hagbart KE, Wallin BG. Microneurography: how
the technique developed and its role in the investigation of
the sympathetic nervous system. J Appl Physiol 2004;96:
1262–1269.

52. Hallin RG, Wiesenfeld-Hallin Z, Duranti R. Percutaneous
microneurography in man does not cause pressure block of
almost all axons in the impaled nerve fascicle. Neurosc Lett
1986;68:356–361.

53. Bowmann BR, Erickson RC. Acute and chronic implanation
of coiled wire intraneural electrodes during cyclical electrical
stimulation. Ann Biomed Eng 1985;13:75–93.

54. Malagodi MS, Horch K, Schoenberg A. An intrafascicular
electrode for recording action potentials in peripheral nerves.
Ann Biomed Eng 1989;17:397–410.

55. McNaughton TG, Horch K. Metalized polymer fibers as
leadwires and intrafacicular microelectrodes. J Neurosc
Methods 1996;8:391–397.

56. Gonzalez C, Rodriguez M. A flexible perforated microelec-
trode arry probe for action potential recording in nerve and
muscle tissue. J Neurosc Methods 1997;72:189–195.

57. Lefurge T, et al. Chronically implanted intrafascicular
recording electrodes. Ann Biomed Eng 1991;19:197–
207.

58. Malmstrom M, McNaughton TG, Horch K. Recording proper-
ties and biocompatibility of chronically implanted polymer-

based intrafascicular electrodes. Ann Biomed Eng 1998;26:
1055–1064.

59. (a) Jones KE, Campebll PK, Normann RA. A Glass/Silicon
Composite Intracortical Electrode Array. Ann Biomed Eng
1992;20:423–437. (b) Lawrence SM, et al. Long-term biocom-
patibility of implanted polymer-based intrafascicular electro-
des. J Biomed Mater Res 2002; 63(5):501–506.

60. Rousche PJ, Normann RA. A method for pneumatically
inserting an array of penetrating electrodes into cortical
tissue. Ann Biomed Eng 1992;20:413–422.

61. Branner A, Normann RA. A multielectrode array for intra-
fasciclar recording and stimulation in sciatic nerve of cats.
Brain Res Bull 1999;51(4):293–306.

62. Branner A, Stein RB, Normann RA. Selective Stimul-
ation of Cat Sciatic Nerve Using an Array of Varying-
Length Microelectrodes. J Neurophysiol 2001;85:1585–
1594.

63. Gasson MN, et al. Bi-directional human machine interface
via direct neural connection. Proceedings of the IEEE Con-
ference on Robot and Human Interactive Communication,
Berlin, Germany; 2002, p 26–270.

64. Stein RB, et al. Principles underlying new methods for
chronic neural recording. Can J Neurol Sci 1975;2(3):235–
244.

65. Haugland M. A flexible method for fabrication of nerve cuff
electrodes. In: Proceedings of the 18th Annual Conference
IEEE Engineering in Medicine and Biology. Amsterdam The
Netherlands: 1996p 964–965.

66. Stieglitz T, Meyer JU. Implantable microsystems: polyimide-
based neuroprostheses for interfacing nerves. Med Device
Technol 1999;10(6):28–30.

67. Rodriguez FJ, et al. Polyimide cuff electrodes for peripheral
nerve stimulation. J Neurosci Methods 2000;98(2):105–
118.

68. Veraat C, Grill WM, Mortimer JT. Selective control of muscle
activation with a multipolar nerve cuff electrode. IEEE Trans
Biomed Eng 1993;40:640–653.

69. Schuettler M, Stieglitz T. 18 polar hybrid cuff electrodes for
stimulation of peripheral nerves. Proceedings of the IFESS.
Aalborg, Denmark: 2000. p 265–268.

70. Kallesoe K, Hoffer JA, Strange K, Valenzuela I. Simon Fraser
University, Implantable cuff having improved closure. US
patent 5,487,756, 1994.

71. Naples GG, Mortimer JT, Schiner A, Sweeney JD. A spiral
nerve cuff electrode for peripheral nerve stimulation. IEEE
Trans Biomed Eng 1988;35(11):905–916.

72. Grill WM, et al. Thin film implantable electrode and method
of manufacture. Case Western Reserve University, US patent
5,324,322. 1994 June 28.

73. Grill WM, Tarler MD, Mortimer JT. Case western Reserve
University. Implantable helical spiral cuff electrode. US
patent 5,505,201. 1996 April 9.

74. Hoffer JA, Marks WB, Rymer Z. Nerve fiber activity during
normal movements. Soc Neurosc Abs 1974: 258.

75. Stein RB, et al. Impedance properties of metal electrodes for
chronic recording from mammalian nerves. IEEE Trans
Biomed Eng 1978;25:532–537.

76. Tyler DJ, Durand DD. A slowly penetrating interfascicular
nerve electrode for selective activation of peripheral nerves.
IEEE Trans Rehab Eng 1997;5(1):51–61.

77. Tyler DJ, Durand DD. Functionally Selective Peripheral
Nerve Stimulation With a Flat Interface Nerve Electrode.
IEEE Trans Neural Syst Rehabil Eng 2002;10(4):294–
303.

78. Yoo PB, Sahin M, Durand DD. Selective stimulation of the
canine hypoglossal nerve using a multi-contact cuff electrode.
Ann Biomed Eng 2004;32(4):511–519.

ELECTRONEUROGRAPHY 131



79. Leventhal DK, Durand DD. Chronic measurement of the
stimulation selectivity of the flat interface nerve electrode.
IEEE Trans Biomed Eng 2004;51(9):1649–1658.

80. Popovic D, Sinkjær T. Control of movement for the physi-
cally disabled: control for rehabilitation technology. 2nd ed.
Aalborg: Center for Sensory Motor Interaction, Aalborg
University; 2003.

81. Lyons GM, Sinkjær T, Burridge JH, Wilcox DJ. A review of
portable FES-based neural orthoses for the correction of
drop foot. IEEE Trans Neural Syst Rehabil Eng 2002;10(2):
260–279.

82. Haugland M, Sinkjaer T. Interfacing the body’s own sensing
receptors into neural prosthesis devices. Technol Health
Care 1999;7(6):393–399.

83. Kostov A, Hansen M, Haugland M, Sinkjær T. Adaptive
restrictive rules provide functional and safe stimulation
patterns for foot drop correction. Art Organs 1999;23(5):
443–447.

84. Haugland M, Sinkjær T. Cutaneous Whole Nerve Record-
ings Used for Correction of Footdrop in Hemiplegic Man.
IEEE Trans Rehab Eng 1995;3:307–317.

85. Johansson RS, Westling G. Tactile sensibility in the human
hand: Relative and absolute densities of four types of
mechanireceptive units in glabrous skin. J Physiol 1979;
21:270–289.
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INTRODUCTION

The ‘‘electrostatic effect’’ causes particles with the same
sign of charge to repel each other, while two particles of
opposite charge attract: Charged particles produce electric
fields and a charged particle in an electric field experiences
a force. Electrophoretic techniques are based on the move-
ment or flow of ions in a solvent produced by an electric
field, causing separation of different ions.

THEORY

An external electric field V produces a force on an ion with a
charge Q equal to VQ(1). An ion in a solvent will be
accelerated, but movement in the solvent will be slowed
by an opposite force that comes from the viscosity of the
solvent. For small velocities, the opposite (viscous) force is
proportional to the velocity of electrophoresis. We call the
proportionality constant the ‘‘frictional coefficient’’. The
forces from the electric field and viscosity are opposed,
so the net acceleration becomes zero and the velocity of
electrophoresis (v) constant:

v ¼ VQ=frictional coefficient

Mobilities of Ions

The velocity an ion reaches for a given applied field is a
specific property of that ion. It is called the ‘‘mobility’’ of
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that ion:

v=V ¼ mobility of ion ¼ Q=frictional coefficient

For ions such as proteins that are very large compared
with solvent molecules, the frictional coefficient is 6p times
the product of the solvent viscosity and the effective radius
(size) of the ion (1).

The direction the ion moves is determined by the sign of
its charge Q and the direction of the electric field. The
electric field is produced by two oppositely charged sub-
stances (electrodes) placed at opposite ends of the solution
the ion is in, and their polarity (charge) determines the
field’s direction (Fig. 1) (2).

How fast ions in solution move is also affected by some
other factors, but these are still hard to calculate (1,3). In
aqueous solvents, ions are ‘‘hydrated’’, bound to a number
of water molecules (4,5). A protein has many charged
groups, both positive and negative, and those in contact
with the solvent also will be hydrated (6) and will in
addition have hydrated ions of opposite charge, called

‘‘counterions’’, nearby. In an electrophoresis apparatus
(Fig. 1), the protein will move toward the electrode of
opposite charge in an irregular fashion because random
diffusional motion adds to the uniform electrophoretic
movement. After each change of direction, the smaller ions
of opposite charge are out of their equilibrium positions and
need time(s) to readjust or move back into position. During
the readjustment period(s), the effective voltage that the
protein is exposed to is lower than the applied voltage,
because the smaller counterions, while out of position,
produce a field in the opposite direction.

Positively charged ions (cations) move in the opposite
direction to negative ions (anions). They all are hydrated
and the movement of the protein or other large ion of
interest is slowed by a flow of hydrated ions of opposite
charge (counterions) in the opposite direction. This is called
an ‘‘electrophoretic effect’’ and, together with the ‘‘relaxa-
tion’’ or ‘‘asymmetry’’ effect described before, makes it diffi-
cult to use the measured velocities of large ions to calculate
their real net charge or effective radius (1,3). Electrophor-
esis is consequently used largely as an empirical technique.
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Figure 1. (a) Representation of a
vertical electrophoresis experiment.
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exist. (Reprinted from Clinical
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The mobilities of many small ions are known (7). These
values are for fully charged ions. The actual (average)
charge of ions like acetate depends on the pH, so the
observed or actual (effective) mobility of some ions will
also be pH dependent.

Effective mobility ¼ ðmobilityÞðaverage chargeÞ

Proteins or polynucleotides have charged groups that
determine their ionic properties. These charged groups
in proteins are anionic and cationic, with pK values from
3 to 13, so the effective mobilities of proteins are very pH
dependent. For proteins, overall (net) charges vary from
positive at low pH to zero (isoelectric) to negative at more
alkaline pH values. Substances whose charge can vary
from positive to negative are called ‘‘amphoteric’’. Routine
electrophoretic separations are done at constant pH values,
in a ‘‘buffered’’ solution, to minimize effects of pH on
velocity of movement.

Electrical Effects

These techniques are electrical in character. An applied
voltage V produces movement of oppositely charged ions in
opposite directions. These flows of ions are the current i.
Solvents resist movement of ions through them and this
resistance is R, so that V¼ iR, just as in a wire or any other
electrical device. People using electrophoresis are inter-
ested in ion movement, so the reciprocal of the resistance,
called the ‘‘conductivity’’ (s), is used instead: sV¼ i.

Several factors determine the conductivity of a solution.
The conductivity is proportional to the concentrations of
the ions present (actually to their thermodynamic activ-
ities). It is also proportional to their mobilities or, if the pH
is a factor, to their effective mobilities. Since all ions
contribute,

s/
X

si /
X

ðconcentrationÞiðmobilityÞiðaverage chargeÞi

The conductivity is also proportional to the cross-sectional
area through which the ions move, but the area is usually
constant.

The current must be constant in any tube or channel
through which electrophoresis is occurring. There can be
no gaps or accumulations of current. Since the conductivity
in different parts of the tube may be different (see below),
the voltage along a tube or channel may also differ in
different parts of the tube or channel.

The purpose of electrophoresis is to separate ions and
this may be measured from the movements of a large
number of molecules using band broadening of scattered
laser light owing to Doppler effects (8), by following the
movement of the interface or ‘‘boundary’’ between a solu-
tion of a particular ion and the solvent, or by following the
movement of a region or ‘‘zone’’ containing an ion of interest
through a solvent (Fig. 1). Currently, most workers follow
the position(s) of relatively thin zone(s) of material, since
complete separation of a mixture takes less time the thin-
ner the original zone of the mixture is. However, even the
thinnest zone contains a leading boundary at the front and
a trailing boundary at the back, so the following discussion
applies to zone and boundary methods. We assume the ion
of interest is a large one, say a protein.

The large ion is usually restricted at first to one part of
the tube or channel through which electrophoresis occurs.
The solvent in other parts must also contain ions, usually
small ones, to carry the current where the large ion is not
present. In other words, the large ion is part of the elec-
trical system and so carries part of the current and con-
tributes to the conductivity. It will move in the same
direction as small ions with the same charge, called ‘‘co-
ions’’. So the large ion is competing with the co-ions to carry
the current.

The large ions must replace equivalent amounts (in
terms of charge) of co-ions so that an excess of ions of
one charge never accumulates anywhere. In other words,
total positive charges must always equal total negative
charges (electroneutrality principle). Large ions often have
lower mobilities than co-ions. The co-ions are diluted by
the large ions with a lower mobility. The moving zone with
the large ions has then a lower average conductivity.

Since gaps in the current cannot occur, the zone with the
large ions must keep up with the co-ions it is partially
replacing. To do this, the voltage in the large ion-containing
zone must increase to keep the current constant. If a single
large ion diffuses across the leading large ion–solvent
boundary, it has moved into a region of higher conductivity
and lower voltage. Consequently, the single large ion slows
down until the large ion zone catches up (2,7).

At the trailing boundary, co-ions with higher mobilities
are replacing lower mobility large ions. This increases the
conductivity in the region the large ions just left. The
voltage right behind the trailing boundary is consequently
lower. If a single large ion diffuses back into that region, it
will be in a lower voltage and will move more slowly than
the large ions in the large ion zone.

The effect of this competition is to cause zones of large
ions with mobilities lower than those of the co-ions to be
sharp at the leading boundary and diffuse at the trailing
boundary. In other words, zone broadening due to diffusion
of the large ions is either reduced or increased at the front
(leading) and rear (trailing) edges, respectively, of the zone,
depending on the relative mobilities of large ions and co-
ions.

There may be effects of pH as well. The small co-ions and
counterions are often also used to maintain the pH. The
competition between large ions and co-ions, by reducing co-
ion movement, leads to changes in the ratio of co-ion to
counterion where the large ions have moved in or out of a
region. The pH is affected by the ratio of small conjugate
acid and base ions, either of which may be the co-ion, so
movement of the large ion is accompanied by changes in
pH. Changes in pH can change the net charge on the large
ion, especially if it is a protein, and so change its effective
mobility. Changes in the pH where electrophoresis is
occurring can add to or reduce the competition effects
described above.

Enhancing Resolution

Separations of substances produced by any procedure will
be counteracted by the resulting diffusion of the separated
substances, so diffusion should be reduced as much as
possible. The competition between ions with the same
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charge during electrophoresis can add to or counteract
diffusion, and this is the basis of ‘‘mobility-based’’ enhanced
resolution techniques.

Mobility-Based Methods. Instead of a zone of solution
containing large and small ions set between zones of sol-
vent containing the same small ions, we put different small
ions on either side of the large ion zone. This is a ‘‘dis-
continuous’’ solvent system (2,3,7).

Figure 1b shows an upright cylinder whose lower half is
filled with co-ion C and counterion B. The upper half of the
cylinder has co-ion A and counterion B. An electric field is
applied so that the A ions follow the C ions toward one
electrode. If the mobility of the A ion and conductivity of the
A solution are less than those of the C solution, the boundary
between the solutions will move but diffusion across the
boundary by either ion will be restricted. Since the current
must be the same all along the tube, the lower conductivity
A solution must have a higher voltage making the A ions
keep up with the C ions. If A ions diffused ahead into the C
solution, the A ions would be in a lower voltage region and
would slow until the rest of the A solution caught up. If C
ions diffused back into the A solution, the higher voltage
there would drive them back to the C solution.

Suppose a solution of ions B and D was inserted between
the AB and CB solutions. If ion D has a mobility inter-
mediate between those of A and C, it will remain ‘‘sand-
wiched’’ between the AB and CB solutions and diffusion
will be restricted across the AD and DC boundaries. Sup-
pose further that a mixture of ions DEFG . . . of the same
charge as A and C were originally present in the inter-
mediate solution and these had mobilities intermediate to
those of A and C. Even if DEFG . . . were originally mixed
together, they would separate and travel, each in separate
but adjacent subzones, in order of decreasing mobility
going from the C zone to the A zone, all at the same velocity
and all with sharply maintained boundaries.

Another effect that occurs in discontinuous systems
involves concentrations. If the DEFG . . . ions were origin-
ally very dilute in their original zone, their zone would
compress and each ion’s subzone would become relatively
thin upon starting the electrophoresis. This is because each
ion subzone must carry as much current as the A and C
zones, and the higher the conductivities of the AB and CB
solutions, the thinner the DEFG . . . subzones will get. If
DEFG . . . are different proteins, which generally have very
high molecular weights and relatively low net charges, the
subzones will become very thin indeed. The ‘‘running’’
concentrations of DEFG . . . will become very high.

If the pattern produced by DEFG . . . as they move down
the column is determined or if they are made to elute from
the column as they emerge from it, the process is called
‘‘isotachophoresis’’, since DEFG . . . all move at the same
velocity (7). Having DEFG . . . unseparated from each other
makes analysis or preparation difficult, and isotachophor-
esis is currently relatively little used.

The most frequently employed procedure to separate
DEFG . . . is to increase the effective mobility of the A ion so
that it runs through the DEFG . . . subzones (2,7). These
are then in a uniform electric field, that of the AB solution,
and so electrophorese independently. While the separating

subzones also begin to diffuse, they were ‘‘stacked’’ in very
concentrated, and hence thin subzones. The thinner the
subzone is before independent electrophoresis, the thinner
it will be at the end of electrophoresis and the better the
resolution. This approach is employed in ‘‘disk electrophor-
esis’’.

The A ion is of lower mobility than the C ion and the pH
used lowers its effective mobility further. To increase the
effective mobility of the A ion, the original CB solution
contains a high concentration of the uncharged conjugate
acid or base of the B ion. The ions (and conjugate acid or
base) are chosen so that when A replaces C its average net
charge increases because of the new or ‘‘running’’ pH,
which is controlled by the ratio of B ion to its conjugate
acid or base.

It must be emphasized that the running concentrations
of the ions and uncharged acids or bases are not arbitrary
but are controlled by the physical (electrical) constraints
mentioned before and alter if they do not conform initially.
The constraints are summarized mathematically in
Ref. 7.

The importance of the B ion is emphasized by examina-
tion of another electrophoretic technique. Suppose the
concentration of the B ion is reduced to zero. Since trans-
port of ions must occur in both directions, reduction of the B
ion concentration to zero will reduce migration of A, DEFG
. . ., and C to zero (or nearly zero: in aqueous solvents, there
will always be some movement due to ionization of water)
(7,9). A, DEFG . . ., and C will be stacked. Since B must be
replaced, because of electrical neutrality, with protons or
hydroxyl ions, amphoteric ions such as proteins will be
‘‘isoionic’’. The pH of each zone or subzone is that at which
each amphoteric ion has zero net charge. This technique is
termed ‘‘isoelectric focusing’’.

To separate DEFG . . . a mixture of relatively low mole-
cular weight amphoteric substances such as ‘‘carrier
ampholyte’’ is added before voltage is applied. These sub-
stances have a range of isoelectric points, but the pK values
of their acidic and basic groups are close to each other, so
they stack to produce a buffered pH gradient (7,10). Indeed,
they are prepared and sold on the basis of the pH range
they cover.

The proteins ‘‘band’’ or collect at their characteristic
isoionic pH values. This state does not last indefinitely,
however, since the stacked ampholytes and proteins
behave like an isotachophoretic system unless the pH
gradient is physically immobilized (7) (see below). Isoelec-
tric focusing is frequently used preparatively, since large
amounts of protein may be processed.

Supporting Media-Based Methods. A mechanical problem
results from any zone separation procedure. Higher reso-
lution results in thinner separated zones. These are more
concentrated, and so are significantly denser than the
surrounding solvent, which leads to ‘‘convection’’: the zones
fall through the solvent and mix with it. This must be
prevented. A preparative isoelectric focusing apparatus
uses a density gradient of sucrose or other nonionic sub-
stance that contains ions DEFG . . . and the carrier ampho-
lytes. The separated zones of D, E, and other ions are
buoyed by the increasingly dense solvent below them.
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Sucrose density gradients have no mechanical strength,
so the electrophoresis pathway must be vertical, and in any
case the gradient only reduces convection. Generally, a
solid or semisolid supporting medium is used. This can be
fibrous (paper, cellulose acetate), particulate (cellulose
powder, glass beads), or a gel (starch, agar, polyacryla-
mide). A gel is a network of interacting or tangled fibers or
polymers that traps large quantities of solvent in the net-
work. To increase mechanical strength, some polymers can
be covalently crosslinked as is routinely done with poly-
acrylamide supports. Gels usually have a uniform percen-
tage of gel material, but can be prepared with a gradient of
gel material or other substances such as urea (10).

Support media should allow as free a passage as possible
to electrophoresing ions while restricting convection. Con-
vection (bulk flow) in a capillary is proportional to the
fourth power of the capillary radius (1), but the area
available for electrophoretic movement is proportional to
the square of the radius. Reducing the radius reduces
convection much more than the carrying capacity (area)
of the capillary.

Capillary tubes can be used without supporting mate-
rial inside (capillary electrophoresis) (11), but the other
materials operate by offering a restricted effective pore size
for electrophoretic transport. The effective pore size varies
with the medium: 1–2% agar gels have larger average pore
sizes than polyacrylamide gels made from 5 to 10% acry-
lamide solutions.

The importance of the supporting medium is illustrated
by an immunoelectrophoretic technique. Electrophoresis is
used to separate antigens before antibody diffuses into the
separated antigens (immunodiffusion) (12,13). Immunodif-
fusion requires supports with average pore sizes large
enough to allow antibodies, which are large and asym-
metric immunoglobins, to diffuse through them, while still
stabilizing the zones of precipitate that form. Agar gels, at
1–2% concentrations, are used.

A support medium is in very extensive contact with the
solution. Even a capillary tube has a great deal of surface
relative to the volume of solution within. Interaction with
the support or capillary surface is often not wanted: che-
mical interactions with the ions being separated or with the
other constituents of the solvent interfere with the ion
movement. Adsorption of some substances by the fused
silica surfaces of capillaries used in electrophoresis can
occur (11). The surface must then be coated with inert
material. Support media are often chosen for having as
little effect on electrophoresis as possible. Such effects are
called ‘‘electroosmosis’’: the solvent flows in an electric field
(4). If the medium or capillary inner surface has charged
groups, these must have counterions. The charged groups
fixed in the matrix of the medium or capillary tube and
their counterions are hydrated, but only the counterions
can move in an electric field. The counterion movement
causes solvent flow next to the capillary wall or support
medium.

This case is extreme, but some electroosmosis occurs
with any medium. Interaction of any two different sub-
stances results in a chemical potential gradient across the
interface (4). This is equivalent to an electrical potential
difference. Electroosmosis can distort zones of separated

ions, reducing separation, but as capillaries become thin-
ner or average pore sizes smaller, sideways (to electro-
phoretic movement) diffusion tends to overcome effects of
electroosmosis (7).

Electrophoretic procedures are to produce separations,
and if interactions of any kind improve separations, they
are desirable. Separation of serum proteins by capillary
electrophoresis in a commercial apparatus (Beckman-
Coulter Paragon CZE 2000) depends partly on electroos-
motic flow stemming from charged groups on the silica
surface of the capillary.

Electrophoresis in solutions containing ionic detergents
can separate uncharged substances. Detergents form clus-
ters in water solutions called ‘‘micelles’’ with hydrophilic
surfaces and hydrophobic interiors. Micelles of ionic deter-
gents move in an electric field, and uncharged substances,
if they partition into the micelles, will be moved along in
proportion to the extent of their partitioning. This is
‘‘micellar electrokinetic chromatography’’ (11).

Electrophoresis in support media that reversibly adsorb
substances being separated is called ‘‘electrochromatogra-
phy’’. Unlike conventional chromatography, which uses
hydrostatic pressure to move solutions of substances to
be separated through the medium, electrochromatography
uses an electric field.

The interactions with support media used to increase
resolution of electrophoretic separations range from indir-
ect to actual adsorption.

Acrylamide derivatives that will act as buffers over a
desired pH range are incorporated into polyacrylamide gels
and used in isoelectric focusing (7,9,10). These are called
Immobilines. They provide stable pH gradients (7) and
control movement of amphoteric ions by controlling the
pH. They also stabilize zones of protein that form.

Electrophoretic or diffusional movement of large ions is
reduced by supports, since they increase the tortuousness
of the path the ions must follow. If the average pore size is
made comparable to the effective sizes of the ions under-
going electrophoresis, the ions are literally filtered though
the medium so that smaller ions would be least retarded
and larger ions retarded more. This ‘‘molecular sieving’’
effect can improve the resolution achievable by electro-
phoretic techniques: the leading edges of zones of large ions
are slowed by the gel matrix allowing the rest of the zones
to catch up. This makes zones of larger ions thinner and
restricts subsequent diffusion.

This effect can also provide information about the phy-
sical characteristics of the ions. The effective mobilities of
large ions are determined by their net charges and fric-
tional coefficients. The latter is affected by the shape of the
large ion: A very asymmetric molecule has a larger effec-
tive size than a more compact one (1,3). Two molecules of
identical charge and molecular weight can be separated
even in the absence of a support if they have sufficiently
different shapes. Effective sizes can be determined from
electrophoresis on several gels with different average pore
sizes. Effective sizes can be used to calculate diffusion
constants (1,3), though they are normally used to obtain
molecular weights. Large ions of known molecular weights
may be electrophoresed on the same gels to calibrate the
pore sizes of the gels (12,13) (see below).
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If a mixture of large ions of differing shapes and sizes is
converted to a mixture with different sizes but the same
shape, then they will migrate according to their net charges
and molecular weights. If the charges are made a constant
function of the molecular weight then the ions will separate
according to their molecular weights alone (3,10,12,13).
The degree of separation will also be affected by the aver-
age pore size of the medium. Proteins that consist entirely
or nearly so of amino acids and that have been treated to
reduce any disulfide bonds are usually converted to rod-
like structures with a nearly constant charge-to-mass ratio
by adding the detergent, sodium dodecyl sulfate (SDS). The
detergent binds to such proteins in large and highly uni-
form amounts (3,12,13). The protein–SDS complexes then
migrate in order of decreasing polypeptide molecular
weight (see below). It is important to recognize that some
proteins may not behave ‘‘normally’’ in these respects, for
example, if they contain large amounts of carbohydrate.
The SDS–PAGE method, as it is called, is currently prob-
ably the single most widely used electrophoresis technique
in research laboratories.

Polynucleotide fragments have a relatively constant
charge-to-mass ratio at physiological pH values, since each
nucleotide is of similar molecular weight and has only a
single charged group: the phosphate. If they have the same
shape, separation of such fragments can be effected on the
basis of molecular weight (i.e., number of nucleotides) by
electrophoresis (10,13). This is the basis of the technique
for determining polynucleotide sequences (see below).

It is possible to separate and measure molecular weights
of native (double-stranded) DNA molecules that are larger
than the average pore size of the support medium (14). The
electric field pulls on all segments of the DNA equally, but
eventually, because of random thermal movement, one end
is farther along the field direction and the entire molecule
is pulled after that end along a path through the gel. If the
field is turned off, the stretched molecule contracts or
relaxes into a more compact, unstretched condition. If
the electric field is turned on again, the process starts over.
The rates of these processes are slower with longer DNAs,
so, if the rate of change of field direction is appropriate, the
DNAs will separate according to size. If not, they will tend
to run together. The change in direction of the applied field
and the length of time the field is applied in any direction
can be adjusted in commercial instruments. The gel used is
agarose (agar without the agaropectin). This is ‘‘pulsed-
field’’ gel electrophoresis, and can separate DNA molecules
as large as small chromosomes.

Sometimes adsorption strong enough to terminate elec-
trophoretic movement is desired. Substances are separated
on a sheet or thin slab of ordinary support medium, then an
electric field is applied perpendicular to the face of the
sheet and the separated substances are electrophoresed
onto a facing sheet of adsorbent material such as nitrocel-
lulose paper. This is ‘‘electroblotting’’ (13,15,16). It concen-
trates the electroeluted substances on the adsorbent sheet.
This makes immunological detection (immunoblotting) or
detection by any other method more sensitive (15,16). If the
separated substances blotted are DNA, this is ‘‘Southern
blotting’’ (17); RNA, ‘‘Northern blotting’’; protein, ‘‘Western
blotting’’ (10,13,15,16). These procedures are to identify

particular proteins or polynucleotides with particular
sequences.

Cells in living organisms produce tens of thousands of
proteins and polynucleotides, and in very different
amounts: for example, the concentrations of serum pro-
teins differ by up to 107-fold, complicating analysis.
Increased resolution has been also achieved through use
of two-dimensional (2D) electrophoresis. Some 30–60 pro-
teins can be resolved on a column or sheet of polyacryla-
mide. If electrophoresis is done in two dimensions, with
separation on the basis of different properties of the
proteins, 900–3600 proteins could be resolved (18,19).
The most popular form of 2D electrophoresis involves iso-
electric focusing on a gel strip for one dimension, attaching
the gel strip to a gel sheet, and performing SDS–gel elec-
trophoresis for the second dimension. Densitometers to
scan the gels and software for computerized mapping
and indexing of isolated proteins to help analyze the data
are available commercially, for example, from BioRad
Corp. and Amersham Biosciences Corp. The procedure is
laborious and exacting; many factors affect the patterns
obtained (19). Use of Immobiline gel strips for the first
dimension separation is very important in improving
reproducibility (19). The realized or potential information
from 2D electrophoresis is so great that it is a very popular
technique in research laboratories.

Voltage-Based Methods. Since diffusion is the enemy of
separation and increases with the square root of the time
(1), it is obviously better to carry out the electrophoresis
faster. Since the velocity of electrophoresis increases with
the voltage applied, using a higher voltage would improve
resolution. However, increasing the voltage also increases
the current and this increases electrophoretic heating,
called ‘‘Joule heating’’. Joule heating is proportional to
the wattage (volts times current) and can cause convective
disturbances in solutions, even if a support medium is
present. Joule heating is part of the reason electrophoresis
is done in solutions with moderate conductivities, equiva-
lent to 0.1 M NaCl or thereabouts (13): Ion concentrations
must be high enough to minimize electrostatic interactions
between large molecules (1), but high ion concentrations
mean high conductivities, which means high current flow
at a given voltage and therefore high heat generation.
Joule heating is in fact the ultimate limiting factor in
any electrophoretic procedure.

Use of thinner supports or capillaries minimizes the
effects of heating. Thin (< 1 mm thick) sheets of polyacry-
lamide allow more efficient heat dissipation (from both
sides) and are also useful when comparing samples. They
are necessary for 2D electrophoresis (18,19). Thinner sup-
ports use less material but require more sensitivity of
analysis. Capillaries are even more easily cooled (from
all sides) and very high voltages, of the order of several
thousand volts, can be used (11). The Beckman Coulter
Paragon CZE 2000 has seven capillaries so can accommo-
date seven samples at once, and serum protein electro-
phoresis turnaround times are 10 min. Very small sample
volumes, often a few nanoliters, are used. On the other
hand, electroosmosis can be a major problem and the
detection sensitivity is very low: the separated substances
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pass a detector, and the capillaries, usually < 0.1 mm in
diameter, provide a very short optical pathlength. Detec-
tion at very short wavelengths such as 214 nm, where
extinction coefficients are higher or use of other measuring
methods such as fluorescence or mass spectrometry are
alternatives that are employed. Still, the ability to use
higher voltages for separation, thus improving resolution,
has directed much attention to capillary electrophoresis.

EQUIPMENT AND PROCEDURES

The equipment for electrophoresis includes a power sup-
ply, the apparatus on which electrophoresis is actually
performed, and the reagents through which electromigra-
tion occurs.

Power Supply

This is sometimes combined with the apparatus. The power
supply provides a dc voltage that produces the electro-
phoretic movement. Maximum power outputs should be
matched with requirements.

Some power supplies may provide for applying a con-
stant voltage, constant power or constant current. The
conductivity of a setup changes with time during electro-
phoresis because of ion movement, so constant voltage is
used for ordinary electrophoresis, constant current for
isotachophoresis or disc electrophoresis (to make the zone
migration velocity constant) and constant wattage for iso-
electric focusing (10). Many power supplies also feature
timers to prevent running samples too long. Most have an
automatic shutdown of power if the apparatus is acciden-
tally opened. Because even low voltages can be dangerous,
safety issues must be addressed.

Apparatus

Many types are available, from simple partitioned plastic
boxes (e.g., from Beckman-Coulter) to large and elaborate
ones (e.g., from Helena). All basically hold the material
through which electromigration occurs, horizontally or
vertically, either as a plug or cylindrical rod or, most
commonly for routine clinical work, as a sheet. Sizes and
shapes of electrophoresis chambers are usually determined
by the cooling efficiency of the apparatus. Some have
special chambers for circulating cold water and some
instruments have incorporated cooling units. These may
be able to electrophorese a few samples at a time or many.

Horizontal electrophoresis is preferred when the sup-
porting medium cannot stand the mechanical stress of
standing upright. Evaporation from the top surface is often
a problem; DNA fragments are separated in ‘‘submarine’’
systems, where the support (an agarose gel) is covered in
buffer. The supports used when electrophoresis is done
vertically are sometimes encased in glass sheets.

The apparatus also provides for the connection between
the electrophoresis chamber and the electrodes. Typically,
the connection is made through two relatively large
volumes of solution, or ‘‘reservoirs’’. These reservoirs mini-
mize the effects of electrolysis. To reduce contamination
from extraneous metal ions, the electrodes are normally
made of platinum.

Accessories include drying ovens and containers for
staining and washing supports, though these may be inte-
grated with the rest of the apparatus.

Reagents

The reagents constitute the supporting medium and pro-
vide the ions for electrical conduction throughout much of
the apparatus. The ionic substances should be of good
purity, but the major requirement is that the ions should
not interact strongly with the substances to be separated
(like borate with glycoproteins) unless a specific interaction
(e.g., SDS) is desired. This means low heavy metal content
and avoidance of large polyanions. Generally, buffers and
salts with low ionic charges (no greater than phosphate at
pH 7 or so) are preferred.

The reagents for supporting media prepared in the
laboratory are usually ‘‘electrophoresis grade’’ for the rea-
sons just given; that is, ionic contaminants such as acrylic
acid in acrylamide are preferred to be at low levels. Some
workers claim that cheaper grades of many reagents are
satisfactory. In our experience, the quality of SDS seems to
be important, however.

For research work, gel supports are prepared by heating
slurries of agar or agarose in buffer or polymerizing acry-
lamide and derivatives in buffer and pouring them into a
support to set. A ‘‘comb’’ with wide teeth is placed in the
cooling or polymerizing liquid to form a series of identical
rectangular holes or depressions called ‘‘wells’’ in the sup-
port. The samples are mixed with sucrose or glycerol (to
make them dense enough to fall into the wells) and also
with a low molecular weight dye called ‘‘tracking dye’’ (to
visibly mark the progress of electrophoresis), then pipetted
into the wells before electrophoresis. For routine clinical
use, samples of a few microliters of samples not mixed with
sucrose or tracking dye are applied to the surface of the
support through a template or mask and allowed to soak
into the support a few minutes before electrophoresis.

Commercially prepared supports are convenient and
tend to be more uniform, so are employed for routine
clinical analysis. These include agarose, cellulose acetate
and polyacrylamide. They have plastic sheets as backing
for strength. Washing or preelectrophoresing these before
use is usually unnecessary.

Measurements

This means determining velocity(ies) or location(s) of the
substance(s) electrophoresed. In the cases of isotachophor-
esis or capillary electrophoresis, measurements of absorb-
ence, fluorescence, heat generation, conductivity, and so on
are made while the separation is occurring. If the sub-
stances are allowed to elute and are collected in separate
fractions, analysis may be done at leisure using any appro-
priate technique.

Usually, the (hopefully) separated substances remain
on the supporting medium; however, diffusion continues
after electrophoresis and measurements must be made
quickly or diffusion slowed or stopped after electrophoresis
ends. Fluorescent labeled single-stranded polynucleotides
are measured on DNA sequencing gels (polyacrylamide)
using a scanning fluorometer. Double-stranded (native)
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DNA is detected using dyes that become fluorescent when
the dye molecules move between (intercalate) stacked
nucleotide bases, which provides great sensitivity and
selectivity. Photographs are made of the patterns. Direct
measurement of proteins on the support is difficult to do as
the support itself often absorbs in the ultraviolet (UV) or
scatters. Transparency of cellulose acetate supports can be
increased (clearing) by soaking the support in methanol-
acetic acid before measuring absorbence. A scanning spec-
trophotometer must be used. Otherwise, the support is
dried or the separated substances, usually proteins, pre-
cipitated in the support.

With autoradiography, radioactivity is measured, most
often using photographic film (13) after the support is
dried. Autoradiography is potentially the most sensitive
method of measurement of distributions, since isotopes of
very high specific activity can be used.

Precipitation of proteins in the support matrix is usually
done by soaking the matrix in 7–10% acetic acid, though
trichloroacetic acid is sometimes used. Any SDS must be
removed or precipitation does not occur. Adding methanol
(30–40%) to the acetic acid and soaking is usually done to
remove SDS. The next step is staining using a dye: This is
to enhance visibility, for purposes of inspection, photogra-
phy, or, if a quantitative record is needed (generally the
case in routine clinical work), measurement of the absorb-
ence using a scanning spectrophotometer (densitometry).
Some commercial clinical electrophoresis apparatuses
(e.g., Helena) have automated staining; otherwise, it is
done manually.

The support is soaked in a solution of a dye that strongly
and specifically adsorbs to the denatured protein. Excess
dye is removed by electrophoresis or by diffusion: subse-
quent soaking in the same solution but without the dye.
This leaves a support with colored bands, dots, or stripes
where protein can be found.

The important parameters for detection are specificity
and sensitivity. One may be interested in staining speci-
fically for phosphoproteins or lipoproteins, for example.
Otherwise, the benchmark parameter is sensitivity. Tables
showing frequently used stains are given in Refs. 2 and 13.
The sensitivity of soluble protein stains increases with the
molar extinction coefficient of the dye (20). Substances with
very high effective extinction coefficients are more sensi-
tive, such as metal stains (e.g., silver stain) or colloidal
stains such as India ink or colloidal gold. Using silver
staining, as little protein as 0.1 ng/band can be detected
(13).

Sometimes some specific property must be measured, to
identify a particular band or spot. With enzymes, the
activity is the most specific property available, and two
means of identification can be used.

If a substrate or product of the enzyme has a distinctive
color, the support is soaked in an assay medium containing
the reactant until a color change due to product (or sub-
strate) appears. Naturally, the support and electrophoresis
conditions must be such that the activity was not lost
beforehand. If substrate or product is of low molecular
weight, some way of restricting its diffusion must be used.
Enzyme activity-specific stains are called ‘‘zymograms’’
(21).

Alternatively, the support can be cut into successive
sections, incubated in assay medium, and absorbence or
other changes resulting from enzyme activity measured.
Generally, a duplicate support or half of a single support is
stained for protein for comparison.

Recovery of material from supports is sometimes
desired, for example, for mass spectrometry. The ease of
recovery of large molecules such as proteins by diffusion is
proportional to the pore size of the supporting medium.
Recovery (especially from acrylamide gels) is sometimes
done using electrophoresis.

The times required for electrophoresis, including stain-
ing and densitometry, are of the order of hours. This has
limited clinical applications of electrophoretic techniques,
though capillary electrophoresis techniques may change
this.

EVALUATION

The result is a pattern or distribution profile given as a
function of distance migrated. Often this is expressed as Rf

values, relative to the distance migrated by a known ion,
usually tracking dye. Electrophoresis of proteins without
denaturants (native gel electrophoresis) on several gels of
different percentages (pore sizes) is followed by plotting
logarithms of their Rf values versus gel concentration, a
‘‘Ferguson plot’’ (12,13). This plot enables separation of the
contributions of size and charge: isozymes, for example,
have the same size (slopes of the lines) but different
charges (ordinate intercepts). In the presence of SDS,
protein complexes are dissociated (3,10,12,13). A protein
of unknown subunit molecular weight is electrophoresed
alongside of a mixture of proteins of known subunit mole-
cular weight in the presence of SDS. The logarithms of the
known molecular weights are plotted versus their Rf

values, yielding an approximate straight line, and the
unknown molecular weight obtained from its Rf value.

However, the pattern is often presented without further
analysis. Electrophoresis experiments are often used to
assess the purity or ‘‘homogeneity’’ of a preparation of a
macromolecule. Electrophoresis is still the single most
widely used criterion of purity. It is best if purity is tested
under widely different electrophoresis conditions: different
pH values, or the presence of absence of denaturants, such
as urea or SDS, in the case of proteins.

Isoelectric points can be obtained most readily by iso-
electric focusing, which can also be used as a criterion of
purity.

A major use of electrophoresis currently is for DNA
sequencing, owing to ongoing determinations of entire
genomes of organisms. Capillary electrophoresis using
linear (uncross-linked) polyacrylamide has replaced use
of polyacrylamide sheets as the method of choice for this
purpose, since throughput is increased several-fold
because of the higher voltages that can be applied. Applied
Biosystems has an instrument with 96 capillaries and
Amersham Biosciences has models with up to 384 capil-
laries. Analysis of the profiles is done by the instruments:
each fluorescent peak observed is assigned to adenine,
cytosine, guanine, or thymine on the basis of the emission
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spectra observed as polynucleotides terminated by dideox-
ynucleotide derivatives (22) with different emission spec-
tra electrophorese past the detector. Data from each
capillary are printed separately (Fig. 2).

Routine clinical electrophoresis separations are mostly
serum proteins, hemoglobins, or isozymes: creatine kinase,
lactic dehydrogenase, and alkaline phosphatase. Then
quantitation of the separated proteins is done.

Usually, the proteins are separated on agarose or cellu-
lose acetate sheets, stained, and the resulting pattern
scanned using a densitometer. The Beckman-Coulter
CZE 2000 instrument with seven capillaries is approved
by the FDA for serum protein analysis, and directly mea-
sures absorbencies as different proteins move past the
detector. In either situation, the electrophoretic patterns
from samples (blood serum, urine, or cerebrospinal fluid)
obtained from patients are compared with those from
samples taken from healthy people (Fig. 3). Higher immu-
noglobin levels are seen with a number of conditions such
as liver disease and chronic infections for example. The
profiles may be analyzed visually, but some densitometers
have analytical capabilities. Sometimes fluorescence
[usually of reduced nicotinamide adenine denucleotide
(NADH) in creatine kinase or lactic dehydrogenase iso-
zyme assays] is scanned instead.

Reliability

Resolution of proteins whose isoelectric points differ by as
little as 0.001 pH unit is claimed for isoelectric focusing
using Immobiline gels (13).

The resolving power of electrophoresis on polyacryla-
mide is sufficiently high that hundreds of polynucleotides,
each differing in length from one another by one nucleotide,
are separated in DNA sequencing (Fig. 2). Estimates of
molecular weights of proteins in SDS–gel electrophoresis is
also very widely done. Small differences, of the order of
1000 Da, in molecular weights can be detected (13); abso-
lute molecular weight estimates are less reliable, since the
SDS binding depends on the composition of the protein
(13). In the author’s experience, most protein molecular
weights estimated by this technique are not reliable
beyond average limits of�10%. It is best to remember that
‘‘molecular sieving’’ techniques in general measure effec-
tive sizes, and estimates of molecular weight involves
comparisons with proteins of known mass whose shapes
and hydrations are assumed to be similar.

While electrophoresis results are generally fairly repro-
ducible from experiment to experiment, it is best to use
internal standards whenever appropriate. This is for loca-
tion and identification of separated substances and for
quantitation.

Electrophoresis is widely used, especially in the biolo-
gical sciences for investigations of macromolecules. It is an
excellent analytical method characterized by high resolu-
tion and sensitivity and moderately good reproducibility, a
method capable of yielding considerable information about
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CATGTGAGCAAAAGGCCAGCAAAAGGCCAGGAACCGTAAAAGGCCGCGTTC

CGACAGGACTATAAAGATACCAGGCGTTTCCCCCTGGAAGCTCCCTCGTGC

ATAGCTCACGCTGTAGGTATCTCAGTTCGGTGTAGGTCGTTCGCTCCAAGC
700 710 720 730 740

580 590 600 610 620

450 460 470 480 490

Figure 2. Section of data printout from the Applied Biosystems
Prism capillary electrophoresis apparatus. The profile shows sig-
nals (fluorescence) given by polynucleotides with a fluorescent
nucleotide analogue at the end, obtained as these migrate past
the detector. Each peak is produced by a polynucleotide that is one
residue (nucleotide) longer than that producing the signal to its left
and one residue shorter than the polynucleotide producing the
peak to its right. The separation by molecular length is produced
by electrophoresis through linear (uncrosslinked) polyacrylamide.
Different nucleotide analogues give different emission maxima, so
the output identifies these as A, C, G, or T. Note the increasing
peak widths due to diffusion. The numbers are the lengths in
residues of the polynucleotides. (Courtesy of Dr. John Wunderlich
of the Molecular Genetics Instrumentation Facility of the
University of Georgia.)
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Figure 3. Recordings of absorbence at 214 nm versus time of
serum protein electrophoresis on the Beckman-Coulter Paragon
CZE 2000. The solid line is the electrophoretogram of a serum
protein sample from a person with chronic hepatitis C, relative to a
sample from a healthy person (broken line). Characteristic incr-
ease in the polyclonal gamma and decreases in albumin and
transferrin zones occur. (Courtesy of Beckman-Coulter Inc.)



size, shape, composition, and interactions of specific mole-
cules and about distribution of large numbers of molecules
at one time.

For clinical purposes, the resolution of isozymes such as
lactic dehydrogenase is reliable enough that the technique
has been used in critical care diagnoses, that is, life or
death decisions.
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INTRODUCTION

The Resting Membrane Potential

The cell membrane or sarcolemma, composed of lipid
bilayer, is hydrophobic and is highly impermeable to most
water-soluble molecules and ions. A potential is developed
across the lipid bilayer of the cell membrane due to unequal
distribution of charges on the two sides of the membrane,
thus the membrane acts as a capacitor. Membrane proteins
that span across cell membranes form ion channels allow-
ing transport of small water-soluble ions across the mem-
brane. These channels are highly selective and their
selectivity depends on diameter, shape of the ion channel,
on the distribution of charged amino acids in its lining (1).
The movements of the ions through these channels across
the membrane govern its potential.

The transport of the ions across the membrane is either
passive or active. The passive mechanism of transport of
any ion is governed by its electrochemical gradient, a
combination of chemical force exerted by diffusion of ions
due to concentration gradient and an electrical force
exerted by the electric field developed due the charges
accumulated on either side of the membrane (capacitor)
(2). Physiologically, cells have a high intracellular potas-
sium concentration, [Kþ]i, and a low sodium concentration,
[Naþ]i. Conversely, the extracellular medium is high in
Naþ and low in Kþ. In cardiac cells at rest, the membrane is
mostly permeable to Kþ ions through Kþ leak channels. As
Kþ flows out down its concentration gradient, a negative
potential is built up inside the cell. This increases as long as
it counterbalances the chemical driving force generated
by concentration gradient. This potential at which the net
ion flux is zero is called Nernst equilibrium potential of
that ion. The equilibrium potential for Kþ is given by its
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Nernst equation:

EK ¼ RT

ZF
ln

½Kþ�o
½Kþ�i

where R is the universal gas constant, T is temperature
in kelvin, F is Faraday constant, z is the valency of the
ion.

Typical resting membrane potentials of excitable cells
vary from 	90 to 	50 mV, depending on the type of the
cell. Epithelial cell and erythrocytes have smaller, but
still negative membrane potentials. It may tend toward
the excitatory threshold for an action potential as in a
cardiac pacemaker cell or remain stable with approxi-
mately no net ion flux observed in nonpaced cardiac
ventricular cells. As the ventricular cell at rest is more
permeable to Kþ ions than to any other ion, the resting
membrane potential (ca. 	84 mV) is close to EK at 37 8C.
Due to its permeability to other ions and also due to other
transport mechanisms the resting membrane potential
does not reach exactly EK.

The active ionic transport mechanisms maintain the
homeostasis of ionic concentrations in both the intra-
and extracellular media. These membrane proteins are
called carrier (pump) proteins and they utilize energy from
hydrolysis of adenosine triphosphate (ATP) to transport
ions against their concentration gradient.

EXPERIMENTAL TECHNIQUES TO QUANTIFY IONIC
MECHANISMS IN CELLS

The advent of patch clamp technique (3–7) has made it
possible to record the current from a single ion channel.
The technique involves clamping a patch of the cell mem-
brane and recording either voltage (current–clamp) or
current (voltage–clamp or patch–clamp) across the mem-
brane. Using this technique current of order as low as 10	12

A can be measured. This could be done using different
configurations of patch clamping (7).

1. A freshly made glass pipette with a tip diameter of
only a few micrometers is pressed gently on the
cell membrane to form a gigohm seal. This is called
as cell-attached patch configuration. The pipette
solutions form the extracellular solution and the
currents across the channel within the patch can
be recorded.

2. When gentle suction is applied to the pipette in cell-
attached configuration, the membrane ruptures
while maintaining the tight seal and the cytoplasm
and pipette solution start to mix. After a short time,
this mixing is complete and the ionic environment in
the cell is similar to the filling solution used in the
pipette. This configuration is called whole-cell patch
configuration. A recording obtained using this con-
figuration is from whole cell and not from a patch.
The advantage of this technique is that the intracel-
lular environment is accessible through the pipette.
Current–clamp technique is used in this configura-
tion to measure the action potentials (APs) of
excitable cells.

3. Sudden pulling out of the pipette from cell-attached
configuration holds the patch that formed the gig-
ohm seal giving raise to the inside–out configuration
(inside of the cell membrane is exposed to external
bath).

4. Slow pulling out of the pipette from whole cell con-
figuration holds the patch that formed the gig-ohm
seal giving rise to outside–out configuration. Both
inside–out and outside–out configurations allow
single channel recordings. Both the intracellular
and extracellular baths are accessible in these
cases.

5. The fifth configuration is obtained by creating arti-
ficial channels (permealizing membrane) on the
cell-attached patch by administering antibiotics,
like amphotericin. The voltage and current–clamp-
ing recordings obtained in this configuration record-
ings are similar to whole-cell recordings, the
advantage being the intracellular medium is not
dialyzed.

VOLTAGE-CLAMP TECHNIQUE

The method of voltage clamping has been the primary
experimental tool used to reconstruct models of cellular
electrical activity. As the behavior of the ion channels is
highly nonlinear under changing action potential, this
method enables us to quantify their properties by holding
the transmembrane potential (membrane potential) at a
particular voltage. The basic principle relies on providing
current to balance those currents through the ionic chan-
nels that are open and thus the transmembrane voltage is
clamped at a chosen constant level (clamp voltage) For
example, if the Naþ channel is studied, the membrane
potential is initially held at rest. When this potential is
changed instantaneously to a depolarized (more positive)
potential, sodium channels open and Naþ ions tends to
move in. The voltage amplifier senses these small changes
in voltage and a feedback current of equivalent amount is
applied in opposite direction of the ion flow. This measur-
able current changes for different clamp potentials as the
driving force (VClamp–ENa), and the gating parameters at
that VClamp changes enabling us to quantify the channel
properties. Ion channels conduct ions at a rate sufficiently
high that the flux through a single channel can be detected
electrically using patch clamp technique. The basic circuit
of voltage clamp setup is shown in Fig. 1.

CURRENT–CLAMP TECHNIQUE

The current–clamp technique is used to record action
potentials. This technique involves clamping the cell in
whole cell configuration and applying a suprathreshold
current pulse for a short duration until the Naþ channels
start to activate. The transmembrane change in voltage
gives the action potential recording.

A key concept to modeling of excitable cells is the idea
of ion channel selectivity of the cell membrane. As the
molecular behavior of channels is not known, modeling of
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nonlinear empirical models of membrane processes help us
to understand the role of various currents in the depolar-
ization and repolarization phases and the phenomena that
involve the interaction between these processes.

EXAMPLE OF ACTION POTENTIAL AND UNDERLYING
IONIC BASIS: THE CARDIAC ACTION POTENTIAL

Membrane excitability is the fundamental property of the
nerve and muscle cells, that is, in response to certain
environmental stimuli, generates an all-or-none electrical
signal or AP. Many different types of cardiac ion channels
and ion pumps altogether form a complex process that
results in cardiac AP (9). For example, the normal cardiac
action potentials can be classified into two broad cate-
gories; those that are self-oscillatory in nature, such as
pacemaker cells (sinoatrial and atrioventrciular cells) and
those that need an external stimulus above a threshold,
also called supra threshold, in order to be evoked, such as
atrial, Purkinjee fiber, or ventricular cells. An extraordin-
ary diversity in the action potential configurations can be
seen in different regions of the heart. The ventricular
tissue in particular displays a wide variety of action poten-
tial waveforms. These APs include pacemaker potentials in
purkinje cells, and disparate action potential durations
(APD) and morphologies in cells from the epicardial,
mid-myocardial, and the endocardial layers of the ventri-
cle. The ventricular action potential has been studied more
frequently than other representative cardiac membrane
potentials because ventricular arrhythmias are believed to
constitute the majority of reportedly fatal incidences of
cardiac arrhythmias (10).

Phases of Cardiac Action Potential

A typical ventricular action potential in higher mammals
such as canine and human consists of four distinct phases
(Fig. 1a). Phase 0 corresponds to a rapid depolarization or
upstroke of the membrane action potential. Phase 1 is the
initial rapid repolarization, and is followed by phase 2,
which constitutes the action potential plateau. Phase 3
represents the final repolarization, which allows the ven-
tricular cell to return to its resting state in phase 4. In
addition to its morphological features, ventricular APs are
commonly measured experimentally to determine its char-

acteristics. These include the resting membrane potential
(Vrest), the peak overshoot (PO) value that is the maximum
positive value achieved during the initial phase 0 depolar-
ization, the maximum upstroke velocity (dV/dtmax), which
occurs during phase 0, and the APDs measured when the
APs have repolarized to 50 and 90% of their final repolar-
ization value, also called APD50 and APD90, respectively.

One or more of these characteristics is usually altered in
the setting of a pathophysiological condition, and helps to
quantify the differences between the normal and the
abnormal action potentials.

Contributions of Ion Channels to Cardiac Action Potential

The temporal changes in a typical ventricular action poten-
tial configuration, that is, depolarization followed by a
repolarization (Fig. 2) are governed by the movement of
different ions, such as Naþ, Kþ, and Ca2þ ions across the
sarcolemma. These ions are usually transported between
the intracellular and the extracellular spaces by means of
carrier proteins and channel proteins embedded in the
cardiac membrane. These proteins form the passive (ion
channel-mediated and carrier-mediated) and active (car-
rier proteins such as pumps and exchanger) transporters of
the cell membrane. The ion channels, the pumps and
exchanger are the major ionic currents that form an action
potential in mathematical representations. A summary of
these currents that are present in a typical cardiac ven-
tricular cell and the role of the currents in action potential
generation are summarized in Table 1. The major ionic
currents contributing to different phases of the typical
action potential are presented in Table 2. The ventricular
action potential is the result of a delicate balance of the
inward and outward ionic currents and the active trans-
porters (pumps and exchangers).
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To restore the intracellular and extracellular ionic con-
centrations so that homeostasis is maintained, the ions
that cross the cell membrane during an action potential are
brought back by active mechanisms like Naþ–Kþ pump,
Ca2þ pump and coupled transporters like Naþ–Ca2þ

exchanger, Naþ–Hþ exchanger. All the active mechanisms
utilize hydrolysis of adenosine triphosphate (ATP), the
cellular source of energy to achieve this. Of these, Naþ–
Kþ pump, which brings in 2 Kþ ions for 3 Naþ ions out per
ATP consumed, results in a net positive current (INaK) in
outward direction and Naþ–Ca2þ exchanger, which
exchanges 3 Naþ ions for one Ca2þ ion, results in a net
positive current (INaCa) contributing a little to the action
potential. In most species, the exchanger current is in its
Ca2þ influx mode (reverse mode) during depolarization
resulting in outward current and is inward during Ca2þ

efflux mode during repolarization. This is because the
equilibrium potential of the current given by (3ENa–
2ECa) is around 	40 mV (13). The current contributed by
Ca2þ pump is negligible as it pumps few ions across mem-
brane. The Naþ–Hþ exchanger transports one Naþ for Hþ

thereby causing no net flux across the membrane.
By convention, any current inward is considered nega-

tive and contributes to depolarization and any current
outward is considered positive and contributes to repolar-
ization. An inward current of a cation adds positive charge

to the intracellular content, thereby making the trans-
membrane potential more positive; that is, depolarizes
the membrane away from the resting potential.

MATHEMATICAL MODELING OF CARDIAC CELLS

The Hodgkin–Huxley (HH) paradigm (14) type formalism
is approached for numerical reconstruction of ventricular
AP. At any particular moment, the movement of any
particular ion across the membrane depends on the rela-
tive density of the channels, the probability of the channel
that is selective to the ion being open, the conductance of
the ion, and the net driving force of the ion given by the
difference (Vm– Eion), where Vm is the transmembrane
voltage and Eion is the Nernst potential of the ion (2). Also,
it is assumed that ion fluxes are independent of each other,
that is, the probability of an ion crossing the membrane
does not depend on the probability of a different ion cross-
ing the membrane. Based on this, the cell membrane is
modeled as a capacitance in parallel to the resistances that
represent the flow of ions through their respective channels
along with their driving force. The resistive components
are characterized in the original HH model as conductan-
ce’s (g), the reciprocals of the resistances. The resistive
currents can therefore be written

Iion ¼ gion 
 ðVm 	 EionÞ

The experiments suggested that these conductances
could be voltage and time dependent resulting in a gating
mechanism. In HH type models, this gating mechanism is
explained by considering the conductance gion as the pro-
duct of maximum conductance gion-max the channel can
achieve and gating variables whose value lie between 0
and 1. The behavior of a gating variable x is given by first
order differential equation:

dx=dt ¼ ðx1 	 xÞtx
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Table 1. Major Ionic Membrane Mechanisms Underlying a Typical Cardiac Ventricular Action Potential

Membrane Mechanism Description Gene (a-subunit) Role in Action Potential

Inward Ionic Currents

INa Naþcurrent SCN5A Initial depolarization of action potential
ICaL L-type Ca2þ current a1C, a1D Maintains plateau phase of action potential
ICaT T-type Ca2þ current a1G, a1H Present in the late plateau phase

Outward Ionic Currents

It Ca2þ-independent transient
outward Kþ current

Kv4.2
Kv4.3
Kv1.4

Responsible for early repolarization

IKr,IKs Rapid and slow delayed Kþ

rectifier currents
HERG
KvLQT1

Aids repolarization during plateau

Iss,IKslow Slow inactivating Kþ currents Kv2.1
Kv1.5

Aids late repolarization

IK1 Inward rectifier Kþ current Kir2.1
Kir2.2

Late repolarization, helps establish Vrest

Other Ionic Currents

INaCa Naþ–Ca2þ exchanger current NCX1
NCX2

Late depolarization

INaK Naþ–Kþ pump current Naþ-Kþ-ATPase (a) Late repolarization

Table 2. The Action Potential Phases and the Major Ionic
Current Contributors

Phases of
Action
Potentials Description

Major
Contributing
Ionic Currents

Phase 0 Initial depolarization INa

Phase 1 Early repolarization It

Phase 2 Plateau phase ICaL, IKr, IKs, ICaT

Phase 3 Late repolarization IK1, INaK, INaCa,Iss,
IKslow, IKr, IKs,

Phase 4 Resting potential IK1



where x1 is the steady-state value the variable reaches at
a particular voltage and tx is the time constant at that
voltage that determines the rate at which steady state is
reached. These variables are voltage dependent. All of
these parameters are constrained by experimental data.
These models represent the lumped behavior of the
channels.

Increased understanding of the behavior of ion channels
at a single channel level due to improved patch–clamp
techniques lead to the development of state specific Markov
models. Based on single channel recordings, it is observed
that the channel opening or closing is random. Hence, the
conductance gion-max is multiplied by the total open channel
probability of the ion (Pion). These models represent the
channel behavior based on their conformational changes
and are capable of reproducing single channel behavior
(15).

The rate of change of membrane potential to a stimulus
current (Ist) is given by

ðdV=dtÞ ¼ 	1=Cmð Þ 

X

Ii þ ISt

� �
where Cm is the membrane capacitance, and Ii values are
different ionic currents.

THEORETICAL RESEARCH AND EXPERIMENTAL RESEARCH
IN MURINE CARDIAC VENTRICULAR CELLS

After the first models of the mammalian ventricular cells
by Beeler and Reuter (16) and Drouhard and Roberge (17),
sophisticated mathematical models that simulate the car-
diac action potentials in ventricular cells from different
species such as canine (18,19), guinea pig (20–24), human
(25,26), frog (27), and rabbit (28) have been published
during the past decade. The model equations have usually
based on the Hodgkin–Huxley (14) paradigm, wherein an
ionic current is described by a set of nonlinear differential
equations, and the parameters within these equations are
constrained by experimental data obtained via voltage–
clamp experiments in ventricular myocytes. There is a
growing recognition that it is important to understand
the complex, nonlinear interactions between the ionic
milieu of the cardiac cell, that ultimately influence the
action potential (29).

The mathematical models have demonstrated to be
useful didactic tools in research, and have also quantified
the important functional differences in the action potential
properties between different species. Additionally, the
computational models have also provided valuable, semi-
quantitative insights into the diverse ionic mechanisms
underlying the normal/abnormal action potential behavior
in different animal models. It is not always possible to
make precise experimental measurements regarding the
contribution of a particular ionic mechanism to an aberrant
action potential. The simulation results from these cardiac
models have helped in planning for future experimental
studies, and also in making predictions in cases where
suitable technology is unavailable (or not developed) to
make direct experimental measurements (e.g., visualiz-
ing the transmural activity within the ventricular wall).
These models will play increasingly important roles in

addition to experimental studies in the design and devel-
opment of future drugs and devices (30). An additional and
important feature of these ventricular models has been
their ability to simulate intracellular Ca2þ transient
([Ca2þ]i). Thus these models incorporate the feedback
mechanism between the APD and the intracellular calcium
[Ca2þ]i. The APD is known to influence the amplitude of the
[Ca2þ]i in ventricular cells (31), and [Ca2þ]i in turn influ-
ences the action potential waveform by Ca2þ-induced Ca2þ

inactivation of ICaL, and by determining the peak magni-
tude of INaCa (13).

The previously developed mathematical models of
human, dog, guinea pig, rabbit and frog provide a good
basis for the understanding of the ionic mechanisms
responsible for the generation of the cardiac action poten-
tial. However, there are significant differences in the action
potential waveforms and their corresponding properties
between different species. The unique nature of the rat
cardiac action potential, coupled with the recent available
experimental data for the ionic mechanisms involved in the
genesis of the action potential in isolated rat myocytes,
provided the motivation for us to develop the first detailed
mathematical model of the rat ventricular action potential.
An adult male rat ventricular myocyte model was con-
structed (32) and utilized this model to study the ionic
basis underlying the action potential heterogeneity in the
adult rat left ventricle. Important insights into the role of
long lasting Ca2þ current (ICaL), the Ca2þ-independent
transient outward Kþ current (It), and the steady-state
outward Kþ current (Iss) in determining the electrophysio-
logical differences between epicardial and endocardial cells
were obtained. This ventricular cell model has been used to
investigate the ionic mechanisms that underlie altered
electrophysiological characteristics associated with the
short-term model of streptozotocin induced, type-I diabetic
rats (33) and spontaneously hypertensive rats (34).Our
rat ventrcicular myocyte model was further utilized to
develop models for the mouse apex and septal left ventri-
cular cells (35–37). Thus these model simulations repro-
duce a variety of experimental results, and provide
quantitative insights into the functioning of ionic mechan-
isms underlying the regional heterogeneity in the adult
rat and mouse ventricle.

The ventricular cell models of dog, guinea pig, human,
and rabbit described in the previous section have been
mainly used to simulate the so-called spike and dome
configurations for action potentials (Fig. 2A) commonly
observed in ventricular cells from larger mammalian spe-
cies (38). However, no mathematical model has been pub-
lished to represent the murine (rat or mouse) cardiac action
potential (Fig. 2B) until our rat ventricular cell (12). The
murine ventricular action potentials have a much shorter
APD (typically the APD at 90% repolarization (APD90) is
< 100 ms), and lack a well-defined plateau phase (triangu-
lar in shape) (39–41). A comparison of the experimentally
recorded ionic currents underlying action potentials in
rat–mouse and other mammalian ventricular cells
shows that they display markedly different amplitudes
and time-dependent behavior. In fact, despite the similar-
ity of action potential waveforms in rat and mouse, the
underlying nature of the repolarizing Kþ currents are
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different (41–43). Thus the unique action potential char-
acteristics, and the lack of models to quantify these mem-
brane properties provided the motivation to develop the rat
and mouse ventricular cell models. The other motivation in
this case was the widespread use of the murine cardiovas-
cular system for the investigation of the cellular and
molecular physiology of the compromised cardiovascular
function (44).

Experimental studies indicate that the patterns of
action potential waveforms are somewhat similar in
rodents (rat or mouse), although the APD is shorter in
mouse, and the complement of the Kþ currents underlying
the cardiac repolarization in mouse are also different than
those in rat (45,46). The cardiac repolarization in rat is
controlled by two distinct depolarization activated Kþ cur-
rents, the Ca2þ-independent transient outward Kþ current
(It) and the steady-state outward Kþ current (Iss), (40,47).
In mouse ventricular myocytes, an additional current, the
4-AP sensitive (at concentrations less than 100 mM), slowly
inactivating, delayed rectifier Kþ current (IKslow) has been
deemed to play an important role (41,48). The properties
of the depolarization-activated Kþ currents have now
been well characterized in rats (40,49) and mouse (43,48),
and appear to be significantly different. It is therefore
interesting to investigate in computational modeling
whether the reported differences in the properties of the
depolarization-activated Kþ currents can account for the
dissimilar nature of the action potential configurations
observed in rats and mice.

COMPUTATIONAL MODELING OF THE MURINE
VENTRICULAR ACTION POTENTIALS

The goal of my computational modeling laboratory has
been to unify different experimental data and to develop
biophysically detailed models for the rat and mouse ven-
tricular cells and to determine the underlying ionic chan-
nels responsible for differences in cardiac action potential
variations in rats and mice under normal and diseased
conditions. A computational model has been developed for
the rat cardiac ventricular cell based on electrophysiology
data. Our control model (12) represents the bioelectric
activity in the left ventricular cells in adult male rats.
The differences in the membrane properties within the
left ventricle to simulate the action potential variations
of the endocardial and epicardial cells have been formu-
lated. Also, a right ventricular cell model from our control
model was built (the left ventricular cell model) to inves-
tigate ionic mechanisms in diabetic rats (33). Our right
ventricular cell model was also the template for us to
develop a mouse ventricular cell model by utilizing experi-
mental data (8,32).

The left (LV) and right (RV) ventricular cell models for
the rat consist of a Hodgkin–Huxley type membrane model
that is described by the membrane capacitance, various
ionic channels; the fast Naþ current (INa), long-lasting
Ca2þ current (ICaL), the 4AP sensitive, Ca2þ independent
transient outward Kþ current (It), steady-state outward Kþ

current (Iss), inward rectifier Kþ current (IK1), hyperpolar-
ization activated current (If), linear background current

(IB); the Naþ/Ca2þ ion exchanger (INaCa), and the Naþ/Kþ

(INaK) and Ca2þ membrane (ICaP) pumps, that are experi-
mentally observed in rat ventricular cells.

The mouse ventricular cell model was constructed by
using the rat right ventricular cell model as the template.
The mouse LV apex cell was developed by adding the 4AP
sensitive slowly inactivating, delayed rectifier Kþ current
(IKslow) based on the data of Fiset et al. (41) and Zhou et al.
(48), and by reformulating It and Iss based on experiments
performed by Agus et al. (35–37) and Xu et al. (43) in mice.
Further, a mouse LV septum cell model was developed by
formulating a new current Itos based on the data of (Xu et
al. (43)), and by reducing the densities of Itof, IKslow, and Iss

by 70, 23, and 30%, respectively, based on data of Gussak
et al. (45).

The important results of our simulation studies are

1. The action potential heterogeneity (Fig. 3) in the
adult rat LV is mainly due to the changes in the den-
sity and recovery kinetics of It and due to the altered
density of INa (12).

2. The RV cell model can be developed from the LV cell
model by changing the densities of It, Iss, ICaL, and
INaK based on experimental data.

3. The changes in the density and the reactivation
kinetics of It can account for the action potential
prolongation differences in RV myocytes of diabetic
(type-I, short term) rats (33) and LV myocytes of
spontaneously hypertensive rats (35) (Fig. 4).

4. The presence of IKslow in mouse is one of the main
factors contributing to the faster rate of repolariza-
tion seen in mouse compared to rats (Fig. 5) (8).

5. The LV septum cell model had more prolonged action
potentials than the apex cells and these simulation
results (Fig. 6a) are qualitatively similar to the
experimental data of (52) (Fig. 6b).
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6. The rat epicardial and endocardial ventricular cell
models were more rate-sensitive than the mouse
ventricular cell model and these simulation data
match the experimental data well.

In conclusion, the mathematical modeling study of mur-
ine ventricular myocytes complements our knowledge of
the biophysical data with simulation data and provide us
with quantitative descriptions to understand the ionic
currents underlying the cardiac action potential variations
in different species. This kind of computational work will

enhance our understanding of the ionic mechanisms that
contribute to the cardiac action potential variation in
normal and diseased animals, and will provide us with
better treatments for diseases in humans.

DISSEMINATION OF COMPUTATIONAL MODELS

My computational modeling laboratory has developed an
interactive cell modeling web site, iCell (http://ssd1.bme.
memphis.edu/icell/) since 1998. iCell, that integrates
research and education, was specifically developed as a
simulation-based teaching and learning resource for elec-
trophysiology (35–37,51,52). The main objectives for the
development of iCell were (1) to use technology in electro-
physiology education, (2) to provide a learning and teach-
ing resource via internet for cellular electrophysiology, (3)
to allow the user to understand the cellular physiology
mechanisms, membrane transport and variations of action
potentials and ion channels by running simulations, and
(4) to provide a computer platform independent resource
for cellular models to be used for teaching, learning and
collaboration. The site consists of JAVA applets represent-
ing models of various cardiac cells and neurons, and pro-
vides simulation data of their bioelectric transport
activities at cellular level. Each JAVA-based model allows
the user to go through menu options to change model
parameters, run and view simulation results. The site also
has a glossary section for the scientific terms. iCell has
been used as a teaching and learning tool for seven grad-
uate courses at the Joint Biomedical Engineering Program
of University of Memphis and University of Tennessee.
This modeling tool was also used as a collaboration site
among our colleagues interested in simulations of cell
membrane activities. Scientists from the fields of bios-
ciences, engineering, life sciences and medical sciences
in 17 countries, Argentina, Belgium, Brazil, Canada,
China, England, Germany, Greece, Ireland, Japan, Korea,
the Netherlands, New Zealand, Spain, Taiwan, Turkey and
the United States, have tested and utilized iCell as a
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simulation-based teaching, learning and collaboration
environment. The platform-independent software, iCell,
provides us with an interactive and user-friendly teaching
and learning resource, and also a collaboration environ-
ment for electrophysiology to be shared over the Internet.
The usage of simulations for teaching and learning will
continue advancing simulation-based engineering and
sciences for research and development.

The simulations provided by iCell and other resources,
such as CellML (http://www.cellml.org/public/news/
index.html), Virtual Cell (http://www.nrcam.uchc.edu/),
JSIM (http://nsr.bioeng.washington.edu/PLN/Software/),
simBio Cell/Biodynamics Simulation Project of Kyoto
University (http://www.biosim.med.kyoto-u.ac.jp/e/index.
html), and E-Cell (http://ecell.sourceforge.net/), will con-
tinue signifying the important verification and prediction
capabilities of the computer models to represent, analyze
and complement the physiological data and knowledge.
The model development demonstrates that computational
models have to be constructed from experimental electro-
physiology data, not only to explain and to verify the data
that they are based on, but also to predict results for
experiments that have not been performed and to guide
future experiments.

Overall, computational modeling and simulation results
continue to advance our understanding of living systems at
the cellular level in cardiac electrophysiology while pro-
moting collaborations and training in interdisciplinary
field of bioengineering between scientists in life scientists
and engineers. The presentation of computational models
in user friendly, interactive and menu driven software are
important in bringing collaborators of different disciplines
and training scientists and students in cross-disciplinary
projects.

IMPACT OF COMPUTATIONAL MODELING IN
VENTRICULAR CELLS

The following summarizes impacts of the computational
model development of ventricular bioelectric activity and
the model-generated data in different disciplines of life
sciences. I. Biophysics and Physiology: The results of the
computational studies expand our knowledge of the living
systems at the cellular level in electrophysiology. II. Clinical
Physiology and Medicine: The insights gained and conclu-
sions derived from the computational studies enhance our
understanding of the biocomplexity of the heart, and provide
us with better knowledge to be used in the future in treat-
ments for diseases in humans. The cardiac cells’ responses to
various pathophysiological states with simulation data will
also be better understood. III. Pharmacology: The differ-
ences in ventricular membrane ionic currents, especially
outward Kþ currents in different species have very impor-
tant practical implications. Different drugs are known to
affect different ionic currents and to change action potential
waveforms in different mammalian heart preparations
under various conditions of development, aging and gender.
A better understanding of the role of the ionic currents that
control repolarization in the ventricular myocytes obtained
from various species including rat and mouse, as presented

in this paper, will provide motivation and explanations for
species differences in treatment and drug actions, and also
promote pharmacological research that may lead to the
development of more specific drugs to be used in children
and adults.
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INTRODUCTION

The retina, situated at the back of the eye, is highly
complex, consisting of different layers and containing
many different cell types. It serves to encode images of
the outside world into a suitable form for transmission to
the brain for interpretation and the process of ‘‘seeing’’. It is
possible to view the retina in situ using ophthalmoscopic
techniques, and although this may reveal anatomical
abnormalities, it may not reveal either the extent or nature
of retinal dysfunction. The principal challenge for electro-
retinography is to provide information regarding retinal
function to facilitate patient care.

In essence, a controlled light stimulus is used to stimu-
late the retina, which responds by generating very small
electrical signals that can be recorded, with suitable ampli-
fication, using electrodes situated in relation to the eye,
usually contacting the cornea. These electrical signals, the
electroretinogram (ERG), have defined parameters (tim-
ing, shape, size) in normal individuals, and are altered in a
predictable manner in disease. In general, the brighter the
stimulus, the higher is the amplitude and the shorter the
peak time of the ERG. Modification of the adaptive state of
the eye (dark adapted or scotopic; light adapted or photo-
pic) facilitate the separation of different cell types and
layers within the retina. The objective information pro-
vided by electrophysiological examination has a significant
effect both on diagnosis and patient management (1).

TECHNIQUES

The main tests of retinal function are the ERG, the massed
retinal responses to full-field luminance stimulation, which
reflects the function of the photoreceptor and inner nuclear
layers of the retina, and the pattern electroretinogram
(PERG), which, in addition to being ‘‘driven’’ by the macu-
lar photoreceptors, largely arises in relation to retinal
ganglion cell function. Knowledge of this latter response
can also be particularly useful in improved interpretation
of an abnormal cortical visual evoked potential (VEP), but
that topic is beyond the remit of this contribution, and the
reader is referred elsewhere for a full discussion of the
interrelationships between PERG and ERG, and PERG
and VEP (2). Brief reference will also be made to the
electrooculogram (EOG), which examines the function of
the retinal pigment epithelium (RPE) and the interaction
between the RPE and the (rod) photoreceptors, and is often
used in conjunction with the ERG.

Electrophysiological recordings are affected not only by
stimulus and recording parameters, but also by the adap-
tive state of the eye, and standardization is mandatory for
meaningful scientific and clinical communication between
laboratories. The International Society for Clinical Elec-
trophysiology of Vision (ISCEV) has published Standards

for EOG (3), ERG (4), PERG (5), and the VEP (6). Readers
are strongly encouraged not only to adhere to the recom-
mendations of those documents, but also to consider that
the Standards are intended as minimum data sets, and
that recording protocols in excess of the Standards may be
necessary to accurately establish the diagnosis in some
disorders. Typical normal traces appear in Fig. 1.

A brief description of each test follows, with emphasis on
response generation. Referencing has been restricted; the
reader is referred to standard texts for further details (7,8).
The multifocal ERG (mfERG) is a relatively recent addition
to the diagnostic armamentarium, and although currently
more of a research application than a mainstream clinical
tool, this is likely to change in the future as more knowl-
edge is gained of the clinical applications and underlying
mechanisms. The ISCEV has published guidelines for
mfERG, to which the reader is referred (9).

THE ELECTROOCULOGRAM

The EOG enables assessment of the function of the RPE,
and the interaction between the RPE and the retinal
photoreceptors. The patient makes fixed 308 lateral eye
movements during a period of 20 min progressive dark
adaptation, followed by a 12–15 min period of progres-
sive light adaptation. The eye movements are made every
1–2 s for �10 s each minute. The amplitude of the signal
recorded between electrodes positioned at medial and
lateral canthi reaches a minimum during dark adaptation,
known as the dark trough, and a maximum during light
adaptation, the light peak. The development of a normal
light peak requires normally functioning photoreceptors in
contact with a normally functioning RPE, and reflects
progressive depolarization of the basal membrane of the
RPE. The EOG is quantified by calculating the size of the
light peak in relation to the dark trough as a percentage,
the Arden index. A normal EOG light rise is >175% for
most laboratories.

THE ELECTRORETINOGRAM

The functional properties of the retinal photoreceptors
underpin the principles of ERG recording. The retinal
rod system, with �120,000,000 rod photoreceptors, is
sensitive under dim lighting conditions, has coarse spa-
tial and poor temporal resolution. The rods adapt slowly to
changes in lighting conditions. They do not enable color
vision. They have a peak spectral sensitivity in the region
of 500 nm. There are three types of retinal cone. (1) Short
wavelength (S-cone), (2) medium (M-cone), and (3) long
wavelength (L-cone). In the past, they have been referred
to as blue, green, and red, respectively. There are perhaps
7,000,000 M- and L-cones and 800,000 S-cones. The rela-
tive proportion of L- versus M-cones varies from individual
to individual, but approximates to 50% over a population.
They are sensitive under bright lighting conditions; their
high spatial resolution enables fine visual acuity; they
adapt rapidly to changes in lighting conditions and can
follow a fast flicker (L- and M-cones). The overall maximum
spectral sensitivity is �550 nm, in the green-yellow
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region of the color spectrum. Normal color vision requires
all three cone types, but providing at least two cone types
are present (there are some disorders in which that is not
the case), at least some color vision is enabled. There are no
S-cones in the foveola, the very central part of the macula
responsible for very fine acuity.

The ERG is recorded using corneal electrodes and is the
mass electrical response of the retina using a brief flash of
light as a stimulus. The stimuli are delivered using a
Ganzfeld bowl, an integrating sphere that enables uniform
whole field illumination (Fig. 2a, b). In addition to flash
stimulation, the Ganzfeld also allows a diffuse background
for photopic adaptation. Some corneal electrodes are bipo-
lar contact lenses with a built-in reference electrode. If
such an electrode is not used, the reference electrodes
should be sited at the ipsilateral outer canthi. A standard
flash is defined by ISCEV as 1.5–3.0 cd
s
m	2. The response
to this flash under scotopic conditions, with a fully dilated
pupil, is the Standard or mixed response (Fig. 1). It is
probably this response that may be regarded as the ‘‘typi-
cal’’ ERG, but although there is a cone contribution, the
standard response is dominated by rod driven activity. The
‘‘maximal’’ ERGs that appear in this article were recorded
to�11.0 cd
s
m	2 flash better to view the a-wave. The use of
a brighter flash of such intensity is ‘‘suggested’’ in the most
recent ISCEV ERG Standard (4). The initial �10 ms of
the a-wave arises in relation to hyperpolarisation of the
(rod) photoreceptors and the slope of the a-wave can be

related to the kinetics of phototransduction (10). The larger
positive b-wave is generated postreceptorally in the inner-
nuclear layer of the retina in relation to depolarization of
the ON-bipolar cells (11). The oscillatory potentials, the
small wavelets on the ascending limb of the b-wave, are
probably generated in relation to amacrine cell activity.
When the standard flash is attenuated by 2.5 log units, the
stimulus intensity falls below the cone threshold, and a
rod-specific b-wave is obtained. At this relatively low lumi-
nance there is insufficient photoactivation to record an
a-wave (Fig. 1, column A, top).

The ERGs that reflect cone system activity are obtained
using a rod-saturating photopic background (17–
34 cd
m	2) using superimposed single flash and 30 Hz
flicker stimulation. The rod system has low temporal reso-
lution and use of a 30 Hz stimulus, combined with a rod-
suppressing background, allows a cone-system specific
waveform to be recorded. This response is probably the
more sensitive measure of cone dysfunction, but is gener-
ated at an inner-retinal level (12) and thus does not allow
the distinction between cone photoreceptor and cone inner-
nuclear layer dysfunction. Although there is a demon-
strated contribution from hyperpolarizing (OFF-) bipolar
cells to shaping the photopic a-wave (13), this component
nonetheless has some contribution from cone photorecep-
tor function, and some localization within the retina may
be obtained with the single flash cone response. The cone
b-wave reflects postphototransduction activity, and to a
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Figure 1. Typical normal ERG recordings. The rod specific ERG consists of the inner-nuclear layer
generated b-wave. With a bright flash the waveform now contains an additional a-wave, the first 10–
12 ms of which arise in relation to photoreceptor hyperpolarization. The rod specific and bright flash
responses are recorded with full scotopic adaptation. After restoration to photopic adaptation the
cone flicker and single flash ERGs are recorded. The former consists of a sinusoidal type waveform,
the latter containing clear a- and b-waves. The pattern ERG (PERG) is the response of the macula to
a reversing black and white checkerboard. See text for further details.

Figure 2. (a) A conventional Ganzfeld used for ERG recording (front view). (b) The subject in
position at the Ganzfeld. (c) Photograph taken using an infrared (IR) camera at the back of the
Ganzfeld, which is used to monitor eye position and eye opening during both dark adapted and light
adapted conditions. The two gold-foil corneal recording electrodes are well seen. The central for-
ehead ground electrode is easily seen; the outer canthus reference electrodes are just visible.
(Courtesy of Chris Hogg.)



short flash stimulus ON and OFF activity within the
photopic system is effectively synchronized.

Separation of the cone ON (depolarizing bipolar cells,
DBCs) and OFF (hyperpolarizing bipolar cells, HBCs)
responses can be achieved using a long duration stimulus
with a photopic background (14,15). The stimulus can be
generated either via a shutter system or by using light
emitting diodes (Fig. 3). Stimulators based on light emit-
ting diodes (LEDs) offer several advantages over standard
stimulators. They are of low cost, have a stable output
intensity over time (reducing the need for calibration),
enable variable and highly accurate stimulus duration,
and a have a well-defined narrow band spectral output.
Further, being driven by relatively low voltage and current,
they are intrinsically safe, and generate low electrical noise.
Their use in ERG systems can be expected to increase.

It is also possible to elicit the activity of the S-cone
population. In the author’s laboratories this is achieved
using blue stimuli superimposed upon a bright orange
photopic background, again delivered using a LED based
device. The background thus serves to suppress activity
from rod and L-/M-cone systems. The response under
appropriate recording conditions consists of an early com-
ponent at �30 ms arising in relation to L-/M-cone systems
(there is overlap of the spectral sensitivities of the different
cone systems and a small response arises from L-/M-cones
with a bright blue stimulus), followed by a component
specific for S-cone function at 45–50 ms (16).

The retinal ganglion cells do not significantly contribute to
the clinical (flash) ERG. Also, as a mass response, the ERG is
normal when dysfunction is confined to small retinal areas,
and, despite the high photoreceptor density, this also applies
to macular dysfunction; the full-field ERG is normal if dys-
function is confined to the macula (e.g., Fig. 4, column B).

THE PATTERN ELECTRORETINOGRAM

The response of central retina to a structured isoluminant
stimulus can be measured, and is known as the pattern

ERG. The stimulus is usually a reversing black and white
checkerboard. The PERG has largely inner retinal origins,
but is ‘‘driven’’ by the macular photoreceptors, and PERG
measurement thus provides both a measure of central
retinal function and, in relation to its origins, of retinal
ganglion cell function. It is thus of clinical importance not
only in the objective assessment of macular function, but
also in the electrophysiological differentiation between
optic nerve and macular dysfunction by providing a mea-
sure of the retinal response to a similar stimulus to that
used to evoke the VEP (see Ref. 2 for a comprehensive
review). It is a much smaller signal than the (full-field)
ERG and computerized signal averaging is used to extract
the PERG signal.

The PERG is recorded using noncontact lens electrodes
in contact with the cornea or bulbar conjunctiva to preserve
the optics of the eye. Suitable electrodes are the gold foil
(17), the DTL (18), and the H–K loop (19). Ipsilateral outer-
canthus reference electrodes are essential to avoid contam-
ination from the cortically generated VEP, such as occurs if
forehead or ear ‘‘reference’’ electrodes are used (20). Pupil-
lary dilation is not used.

There are two main components of PERG to a reversing
checkerboard with a relatively slow reversal rate (<6
reversals s	1). There is a prominent positive component,
P50, at �50 ms followed by a larger negative component,
N95, at �95 ms (21). Clinical measurement of the PERG
usually comprises the amplitude of P50, measured from the
trough of the early negative N35 component; the peak
latency of P50; and the amplitude of N95, measured to
trough from the peak of P50 (Fig. 1). Approximately 70% of
P50 is likely to be related to retinal ganglion cell function,
but the remainder is not related to spiking cell function and
may be generated more distally in the retina (22). The exact
origins have yet to be ascertained at the time of writing.
The N95 is a contrast-related component generated in the
retinal ganglion cells.

An analysis time of 150 ms or greater is usually used for
recording the PERG, with �150 averages per trial needed
to obtain a reasonable signal-to-noise ratio. As it is a small
response, stringent technical controls are important dur-
ing recording and are fully discussed elsewhere (8). Bino-
cular stimulation and recording is preferred so the better
eye can maintain fixation and accommodation, but it is
necessary to use monocular recording if there is a history of
squint. P50 is sensitive to optical blur, and accurate refrac-
tion is needed. At low stimulus frequencies the amplitude
of the PERG is related almost linearly to stimulus contrast.
A high contrast black and white reversing checkerboard
with 0.88 checks in a 10–168 field is recommended by
ISCEV.

MULTIFOCAL ERG

The mfERG attempts to provide spatial information
regarding cone system function in central retina. The
stimulus usually consists of multiple hexagons displayed
on a screen (Fig. 5a) each of which flashes on with its own
pseudo-random binary sequence (an M-sequence). A cross-
correlation of the local flash sequence with the mass
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Figure 3. A ‘‘mini-Ganzfeld’’ based on light emitting diode tech-
nology. The device shown has four independent color channels,
blue, green, orange and red, each of which can be used as stimulus
or background alone or in combination. (Courtesy of Chris Hogg,
CH electronics, Bromley, Kent, UK; www.ch-electronics.net.)



response derives the responses relating to each individual
hexagon thus giving multiple cone system ERG waveforms
from a single recording electrode. The mfERG can be of use
in disturbances of macular function and to assess the
degree of central retinal involvement in generalized retinal
disease, but is highly susceptible to poor fixation, and the
ability of a patient accurately to maintain good fixation
throughout the recording session is a pre-requisite to
obtaining clinically meaningful data. Increasing use and
development of systems that can control stimulus delivery
in relation to eye position can be anticipated. Possibilities
include the use of ‘‘eye-tracking’’ devices and direct fundus
visualization during stimulation.

CLINICAL APPLICATIONS

EOG

Disorders of rod photoreceptor function can affect the EOG,
and the light rise is typically reduced in generalized photo-
receptor degenerations such as retinitis pigmentosa (RP,

rod–cone dystrophy), a genetically determined group of
disorders. Usually, the reduction in EOG light rise paral-
lels the degree of rod photoreceptor dysfunction, but gen-
eralized RPE dysfunction can also manifest a reduced EOG
light rise. Indeed, it is the latter property that leads to the
main clinical use of the EOG, the diagnosis of Best disease.
Best disease, or vitelliform macular dystrophy, is a dom-
inantly inherited macular degeneration related to muta-
tion in the gene VMD2. At presentation there are often
distinctive vitelliform lesions at the maculae on fundu-
scopy, but other appearances may occur. The diagnostic
findings are of a severely reduced or absent EOG light rise
accompanied by normal ERGs. Best disease may present in
childhood, but a child may find the repetitive eye move-
ments needed for EOG recording difficult or impossible
to maintain for the required 30–40 min. Under such
circumstances it is appropriate to test both parents; due
to the dominant inheritance pattern one of the disorder,
one of the parents will have carry the mutant gene and
will manifest a reduced EOG. Adult vitelliform macular
dystrophy (pattern dystrophy) may sometimes clinically
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Figure 4. Typical electroretinographic abnormalities in selected diseases compared to those in a
normal subject. Column A: Normal subject. Column B: A patient with macular dysfunction; the
PERG is undetectable, but full-field ERGs are normal. Column C: ‘‘Classical’’ retinitis pigmentosa;
all full-field ERGs are virtually extinguished, but the PERG is normal reflecting sparing of central
retinal function. Column D: Rod-cone dystrophy (retinitis pigmentosa); the rod and cone ERGs are
markedly abnormal (with the rod ERG being more affected). Note the delayed and reduced cone
ERGs, typical abnormalities present when there is generalized cone involvement in the context of
photoreceptor degeneration. The abnormal PERG reflects involvement of the macula. Column E:
Cone dystrophy; the rod and bright flash ERGs are normal, but the cone single flash and flicker
ERGs are delayed and reduced in keeping with generalized cone system dysfunction. The abnormal
PERG reflects involvement of the macula. Column F: X-linked congenital stationary night blindness
(complete type). The rod specific ERG is undetectable, but the normal a-wave of the bright flash dark
adapted ERG confirms the dysfunction to be postphototransduction. There are subtle but significant
changes in cone-system derived ERGs (note particularly the broadened trough and reduced ampli-
tude sharply rising peak of the b-wave), and reduction in the PERG.



be mistaken for Best disease, but although the EOG light
rise may be mildly subnormal, it is not reduced to the
same extent as in Best disease. The electrophysiological
recordings will usually resolve any clinical dilemma in
differential diagnosis.

ERG

Although the rod specific ERG b-wave is a sensitive indi-
cator of retinal rod system dysfunction, the fact that it is
generated in the inner-nuclear layer of the retina means
that reduction in this response does not allow localization
of the defect either to those structures or the upstream rod
photoreceptors. It is the a-wave of the responses to brighter
flashes that directly reflects activity of the photoreceptors
and enables the distinction between photoreceptor dys-
function and a primary disorder of inner-retinal function.
Genetically determined photoreceptor degenerations, such
as the rod–cone (retinitis pigmentosa, RP) or cone–rod
dystrophies, thus give overall ERG reduction (Fig. 4,
columns C, D). The cone-derived ERGs in generalized
photoreceptor degeneration characteristically show
abnormalities of both amplitude and timing, particularly
evident in the flicker ERG, but RP may occasionally only
affect the rod-derived ERGs in the early stages of disease.
Truly restricted disease, such as sector RP, is associated

with amplitude reduction, but no implicit time change,
whereas diffuse or generalized disease is usually also
associated with an abnormally delayed implicit time. Reti-
nitis pigmentosa is associated with pigmentary migration
from RPE into retina consequent upon photoreceptor cell
death, but the clinical appearance of the ocular fundus may
not reflect the severity or nature of the disorder. Electro-
retinography not only enables accurate diagnosis, when
interpreted in clinical context, but may also provide useful
prognostic information. There is no rod system involve-
ment in a pure cone dystrophy; such disorders have normal
rod responses, but abnormal cone responses, with the
30 Hz flicker response usually showing both amplitude
reduction and delay (Fig. 4, column E).

A waveform in which the bright flash a-wave is spared,
but there is selective b-wave reduction, is known as a
‘‘negative’’ or electronegative ERG (e.g., Fig. 4, column
F, row 2), and is associated with dysfunction postphoto-
transduction, often postreceptoral. For example, in central
retinal artery occlusion (CRAO) the finding of a ‘‘negative’’
ERG reflects the duality of the retinal blood supply, with
the photoreceptors supplied via choroidal circulation, and
the inner-nuclear layer supplied via the central retinal
artery. Other causes of negative ERG include X-linked
congenital stationary night blindness (CSNB, Fig. 4, col-
umn F), X-linked retinoschisis, quinine toxicity, melanoma
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Figure 5. (a) the typical multifocal ERG stimulus; (b) a normal subject; (c) a macular dystrophy.
There is loss of the responses to central hexagons but preservation of more peripheral responses.
(d) A retinal dystrophy with sparing of central macular function but loss of the responses in the
periphery.



associated retinopathy (MAR, an autoimmune mediated
disorder that can occur in patients with a history of cuta-
neous malignant melanoma), Batten disease (one of the
ceroid neuronal lipofuscinoses), and occasionally cone–rod
dystrophy. Carcinoma associated retinopathy (CAR),
unlike MAR, usually give profound global ERG reduction
in keeping with dysfunction at the level of the photorecep-
tor rather than a ‘‘negative’’ ERG. A negative ERG is also a
relatively common occurrence in Birdshot chorioretinopa-
thy (BCR), an inflammatory disease, but in that disorder
such an appearance may normalize following successful
treatment, usually with steroids and/or immunosuppres-
sive agents.

The most common ERG abnormality in BCR, or other
forms of inflammatory retinal disease, such as uveitis, is a
delayed 30 Hz flicker ERG, but there may be much less
marked amplitude change than occurs in photoreceptor
degeneration. The ERG abnormalities may occur prior to
the development of symptoms, and can normalize following
treatment. Electrophysiology can thus play an important
role not only in the characterization of the disease, but also
in the initiation and monitoring of treatment (23). This
relatively recent role of the ERG in the management of
inflammatory disease can be expected to receive increasing
clinical interest in the future.

PERG

Primary Evaluation of Macular Function. Disorders of
macular function result in an abnormality of the P50
component of the PERG, often with preservation of the
N95/P50 ratio. It is usually P50 amplitude that is affected;
latency changes are only occasionally present, particularly
in association with macular oedema or serous detachment
at the macula. In clinical practice, the PERG and the (full-
field) ERG provide complementary information regarding
retinal function; the ERG assesses peripheral retinal func-
tion, and the PERG the degree of central retinal involve-
ment. For example, dysfunction confined to the macula will
have a normal ERG and an abnormal PERG (Fig. 4, column
B), a common combination in macular dystrophies, such as
Stargardt-fundus flavimaculatus (S-FFM), whereas gen-
eralized retinal dysfunction with macular involvement will
have both an abnormal ERG and an abnormal PERG. This
facilitates the distinction between macular dystrophy, cone
dystrophy, and cone–rod dystrophy in a patient with an
abnormal macular appearance and a history suggestive of
a genetically determined disorder, important to the prog-
nosis and accurate counseling of the patient. In relation to
S-FFM, note that some patients have additional full-field
abnormalities that may be of prognostic value (24).

The PERG may be normal even when the ERG is almost
extinguished in patients with rod–cone dystrophy but nor-
mal central retinal function. Further, the objective assess-
ment of macular function provided by the PERG can
sometimes demonstrate early central retinal abnormalities
prior to the appearance of symptoms or signs of macular
involvement.

Ganglion Cell Dysfunction. The PERG will often be
normal in disturbance of optic nerve function. However,

there may be retrograde degeneration to the retinal gang-
lion cells in optic nerve disease and this may selectively
affect the ganglion cell derived N95 component. It is N95
loss that is the common abnormality if the PERG is
abnormal in optic nerve disease. That is unlike macular
dysfunction, where it is the P50 component that is primar-
ily affected. Shortening of P50 latency may also occur in
more severe disease, but, again, is not a feature of macular
dysfunction. Primary disorders of retinal ganglion cell,
such as Leber hereditary optic neuropathy (LHON) and
dominantly inherited optic atrophy (DOA), are associated
with N95 component loss, marked at presentation in
LHON, but often occurring later in the disease process
in DOA. There may be additional P50 amplitude reduction
in advanced retinal ganglion cell dysfunction, and the
associated shortening of P50 latency then becomes an
important diagnostic factor. Further, providing there is
sufficient vision remaining in at least one eye to maintain
fixation for binocular PERG recording, total extinction of
the PERG probably does not occur in optic nerve disease.
Even in an eye blind from optic nerve disease (no percep-
tion of light), a PERG may still readily be detectable (2).

THE PERG IN RELATION TO VEP INTERPRETATION

Although detailed discussion of the VEP is beyond the
scope of this article, a short discussion of the use of the
PERG in the improved interpretation of VEP abnormality
is warranted. The cortically generated VEP to pattern
reversal stimulation is a powerful clinical tool in the detec-
tion and assessment of optic nerve dysfunction, and pat-
tern VEP latency delay or loss is frequently associated with
optic nerve disease. However, the VEP is generated in the
occipital cortex, and a delayed PVEP must never be
assumed necessarily to indicate optic nerve dysfunction
in a visually symptomatic patient. Similar abnormalities
can occur either in macular disease or optic nerve disease.
The appearance of the macula may be a poor indicator of
function, and remember that a normal macular appearance
does not necessarily equate to normal macular function.
The different types of abnormality present in the PERG in
optic nerve and macular diseases usually allow the differ-
entiation between delayed VEP due to retinal macular
disease and that due to optic nerve disease. An abnormal
VEP with a normal PERG (or a normal P50 component
with an abnormality confined to N95) is consistent with
optic nerve/ganglion cell dysfunction, whereas pronounced
P50 reduction suggests a disturbance of macular function
(e.g., Fig. 4, columns B, D, E, F).

MULTIFOCAL ERG

The multifocal ERG can be used to assess the spatial extent
of central retinal cone involvement in disease. Normal
traces appear in Fig. 5b. Two clinical examples are shown;
Fig. 5c shows a patient with a retinal dystrophy in whom
there is sparing of central macular function; Fig. 5d shows
a patient with a macular dystrophy with loss of the
responses to central hexagons, but preservation of more
peripheral responses. As a restricted test of central retinal
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cone function, in clinical circumstances the mfERG should
always be taken in conjunction with conventional full-field
ERG.

CONCLUSIONS AND FUTURE DIRECTIONS

Diagnosis and management of the patient with visual
pathway disease is greatly assisted by the objective func-
tional information provided by electrophysiological exam-
ination. Separation of the function of different retinal cell
types and layers enables characterization both of acquired
and inherited retinal disorders, of great importance when
counseling families affected by or at risk of a genetically
determined disease. The PERG is complementary to the
ERG by providing a measure of central retinal function; the
mfERG may play a similar role.
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ELECTROSURGICAL UNIT (ESU)
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INTRODUCTION

Electrosurgery means the application of radio frequency
(RF) current at frequencies between � 300 kHz and 5 MHz
to achieve a desired surgical result; typically the fusion of
tissues or surgical cutting in which the tissue structure is
disrupted. In either case, the effect is achieved by heat
dissipated in the tissues from the RF current by resistive,
or joule, heating. This method has the ability to cut and
coagulate tissues simultaneously; and, as a consequence,
has made substantial contributions to several branches of
clinical medicine since its introduction in the late 1920s.

The tissue effects applied in electrosurgery are typically
described as (a) white coagulation, named for its appear-
ance, in which the tissue proteins are degraded at lower
temperatures, typically 50–90 8C; (b) black coagulation or
carbonization in which tissues are completely dried
out (desiccated) and reduced to charred carbonaceous
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remnants at higher temperatures; and (c) cutting in which
tissue structures are separated by the rapid boiling of small
volumes of tissue water. These three results usually occur
in some combination depending on the applied current and
voltage at the so-called active or surgical electrode.

Electrosurgery accomplishes many surgical jobs better
than any other device or technique while drastically redu-
cing the morbidity and mortality associated with surgery.
It does this by reducing the time under anesthesia and
complications due to operative and postoperative hemor-
rhage. Many of the delicate techniques in neurosurgery
would be impossible without electrosurgery—and it is
likely that open heart surgery and much of urologic surgery
would likewise not be done.

Historical Background

The application of heat for the treatment of wounds dates
back to antiquity. According to Major (1), Neolithic skulls
unearthed in France show clear evidence of thermal cau-
terization. The Edwin Smith papyrus (� 3000 BC) (2)
describes the use of thermal cautery for ulcers and tumors
of the breast. Licht (3) reports that according to Jee (4) the
ancient Hindu god Susruta, the highest authority in sur-
gery, said that ‘‘caustic is better than the knife, and the
cautery is better than either.’’ Cautery in ancient Hindu
medicine included heated metallic bars, boiling liquids,
and burning substances.

In cauterization the essential physical mechanism
behind the treatment is conduction heat transfer from a
hot object placed on the surface to raise the temperature
high enough to denature the tissue proteins. Cutting and
coagulation by means of electrosurgery is also accom-
plished by heating tissue to high temperatures, but the
essential difference is that the primary mechanism is
electrical power dissipation directly in the affected tissues
themselves, rather than heat transfer from an external hot
object on the tissue surface. It is rather like the difference
between heating food in a conventional oven and a micro-
wave oven, in a loose sense. Electrosurgery is sometimes
erroneously referred to as electrocautery. Since the physi-
cal mechanisms are different it is important to keep these
two techniques separate by precise terminology. Electro-
surgery is also referred to as surgical diathermy, particu-
larly in Europe. While this term is generally understood, it
is a bit of a misnomer since diathermy literally means
through-heating, such as might be applied in physical
medicine for the relief of pain or in hyperthermia therapy
for tumor treatment. Electrosurgical devices in operating
rooms are designed and built for surgical use only, and the
terminology in this section is standardized on that basis.

Early Experiments with High Frequency Current. The
origin of the application of rf current to achieve surgical
results is difficult to establish owing to the rapid pace of
development in the electrical arts during the late nineenth
and early twentieth centuries. Lee De Forrest, the inventor
of the vacuum tube (the audion, 1907 and 1908), filed a
patent for a spark gap rf generator to be used for electro-
surgery in February of 1907 (it was granted in December of
1907) (5). Also, during the same year, Doyen noted that the

effect of a surgical arc on the tissue was not a function of the
length of the arc, and that the temperatures of carbonized
tissue were as high as 500–600 8C (6). He also found that
final temperatures in the range of 65–70 8C resulted in
white coagulation while there was no damage to tissues for
temperatures < 60 8C (7).

By far, the most effective promoters of electrosurgery
were Cushing and Bovie. W. T. Bovie was a physicist
attached to the Harvard Cancer Commission. He had
developed two electrosurgical units, one for coagulating
and one for cutting. Harvey Cushing, the father of neuro-
surgery, had been concerned for some time with the pro-
blem of uncontrolled hemorrhage and diabetes insipidus,
the often fatal complications of hypophysectomy, among
other concerns (8). In 1926, working with Bovie, he applied
high frequency current in cerebral surgery with excellent
results. They published their work in 1928, emphasizing
the three distinct effects of electrosurgery: desiccation,
cutting and coagulation (9).

Early Electrosurgical Generators. Cameron-Miller
offered the Cauterodyne in 1926, similar to the later
model of 1930 that featured both vacuum tube cutting
and spark gap coagulation. It came in a burled walnut
bakelite case for $200. It is not known if the original 1926
device included tube cutting. The device designed and
manufactured by W. T. Bovie was of higher fundamental
frequency than the other early devices. The Bovie device
used a 2.3 MHz vacuum tube oscillator for pure cutting
(i.e., Cut 1) and a 500 kHz fundamental frequency spark
gap oscillator for fulguration and desiccation (Cut 2–4 and
Coag). The overall size, circuit and configuration of the
Bovie device remained essentially constant through the
1970s. Bovie’s name is so closely associated with electro-
surgery that it is frequently referred to as the Bovie knife
in spite of the extensive work which preceded his device
and the numerous devices of different manufacture avail-
able then and now. In essence, the available electrosur-
gical generators between � 1930 and the 1960s were of the
similar design to that used by Bovie, and consisted of a
spark gap generator for coagulating and a vacuum tube
generator for cutting.

The introduction of solid-state electrosurgical genera-
tors in the early 1970s by Valleylab and EMS heralded the
modern era of isolated outputs, complex waveforms, more
extensive safety features and hand-activated controls.
Interestingly, hand-activated controls are actually a recent
rediscovery and improvement on those used by Kelly and
Ward (10) and those available on the Cauterodyne device.
In some ways, higher technology devices of all designs are
made inevitable by the recent proliferation of delicate
measurement instrumentation that is also attached to a
patient in a typical surgical procedure.

Clinical Applications

The topics chosen in this introductory survey are by no
means comprehensive. Those readers interested in specific
surgical techniques should consult the texts by Kelly and
Ward (10) and Mitchell et al. (11) for general, gynecologic,
urologic and neurosurgical procedures; Otto (12) for minor
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electrosurgical procedures; Harris (13), Malone (14), and
Oringer (15,16) for dental electrosurgery; and Epstein (17)
and Burdick (18), for dermatologic procedures.

When high frequency currents are used for cutting and
coagulating, the tissue at the surgical site experiences
controlled damage due either to disruptive mechanical
forces or distributed thermal damage. Cutting is accom-
plished by disrupting or ablating the tissue in immediate
apposition to the scalpel electrode. Continuous sine wave-
forms (e.g., those obtained from vacuum tube or transistor
oscillators) have proven most effective for cutting. Coagu-
lating is accomplished by denaturation of tissue proteins
due to thermal damage. Interrupted waveforms, such as
exponentially damped sinusoids (obtained from spark gap
or other relaxation-type oscillators) are effective for coa-
gulation techniques requiring fulguration, or intense
sparking (fulgur is Latin for lightning). However, when
no sparks are generated, coagulation is created by tissue
heating alone, and the specific waveform is immaterial:
only its effective heating power, or root-mean-square (rms)
voltage or current determine the extent of the effect.
Suffice it to say that the difference between cutting and
coagulation is due to combined differences in heat-transfer
mechanisms and spatial distribution of mechanical forces.
In general, the tissue damage from cutting current is
confined to a very small region under the scalpel electrode
and is quite shallow in depth. Cells adjacent to the scalpel
are vaporized and cells only a few cellular layers deep are
essentially undamaged. Though dependent on surgical
technique, generally only the arterioles and smaller vessels
are sealed when a cut is made using pure sine wave
currents. Coagulation currents are used to close larger
vessels opened by the incision, to fuse tissue volumes by
denaturing the proteins (chiefly the collagen) and to
destroy regions of tissue. The tissue damage when coagu-
lating is deeper than when cutting. In the majority of
applications for coagulating current, the damage in the
tissue is cumulative thermal damage rather than tissue
disruption or ablation.

Cutting is a monopolar procedure, although some
experiments have been performed with bipolar cutting.
That is, the scalpel electrode represents essentially a point
current source and the surgical current is collected at a
remote site by a large area dispersive, or return electrode.
Coagulation may be accomplished using either monopolar
or bipolar electrodes. In bipolar applications, both the
current source and current sink electrodes are located at
the surgical site. A typical bipolar electrode might consist
of forceps with the opposing tongs connected the two active
terminals of the generator. In both cutting and coagulating
processes, whether monopolar or bipolar electrodes are
used, a layer of charred tissue often condenses on the cool
electrode that must periodically be removed (19).

The histologic effects of cutting current are varied and
apparently depend on technique. Knecht et al. (20) found
that the healing process in an electrosurgical incision was a
bit slower than for incisions made by a cold scalpel. In their
study, the wound strength of an electrosurgical cut was
less than that of a cold scalpel cut until � 21 days after
surgery. After 21 days, no difference in wound strength
was measurable. Ward found that an electrosurgical cut

generally formed slightly more scar tissue on healing than
a cold scalpel cut if the closure of the two wounds was
identical (21). The cellular layers within � 0.1 mm of the
scalpel electrode showed electrodesiccation effects when
sine wave cutting was used (21). In a later series of studies
on tissues of the oral cavity, Oringer observed that when
the cutting current was carefully controlled, the damage
was confined to the cut cellular layer, and the layer of cells
adjacent to the cut was undamaged (14,15). The cell
destruction was apparently self-limiting to the extent that
no damage to the cytoplasm or cell nucleus of the cut layer
was visible in light or electron micrographs (14). Oringer
(16) describes the margin of an excised squamous cell
carcinoma that had been removed with electrosurgery.
Under the electron microscope at a magnification of
47,400 the margin was seen to contain several clear exam-
ples of cells sheared in half with no damage to the remain-
der. Oringer, and others, observed faster healing with less
scar tissue in the electrosurgical incision. The variety of
results obtained is likely due to differences in waveform,
surgical technique, tissue characteristics and scalpel elec-
trodes used in the studies.

When combined sine wave and interrupted (coagulat-
ing) waveforms are used, or when spark gap sources are
used for cutting, a coagulum layer extends deeper into the
tissues under the desiccated layer (21). Coagulation tech-
niques include (1) fulguration (also called spray coagula-
tion or black coagulation) in which the tissue is carbonized
by arc strikes, (2) desiccation, in which the cells are dehy-
drated resulting in considerable shrinking, and (3) white
coagulation, in which the tissue is more slowly cooked to a
coagulum. In fulguration techniques, the active electrode is
held a few millimeters from the surface of the tissue and
arcs randomly strike from the electrode to the tissue. The
cell structure is destroyed at a very high temperature
resulting in charring of the tissue. In desiccation, the water
is evaporated from the cell relatively slowly leaving a white
dry flake of powder, the cells appear shrunken and drawn
out with elongated nuclei. The overall cellular anatomical
characteristics are preserved (21). Desiccation techniques
normally take longer to accomplish than fulguration for
the same volume of tissue. In white coagulation, the
electrode is in intimate contact with the tissue. No arcs
strike so the electrode voltage is low by comparison. The
total electrode current may be high, but the tissue current
density (current per unit area) at all points on the elec-
trode is moderate and the duration of the activation is
therefore relatively long. The cellular effects are varied,
ranging from a tough coagulum when connective tissue
predominates to granular debris easily removed by a curet
when the majority of the tissue is epithelial (21). Often the
goal of coagulation is to shrink and fuse or thermally
damage tissue collagen.

Minor Surgery. Minor surgery may be described as
surgery applied to tissues on exterior surfaces of the body
under local anesthetic, which includes dermatology. Other
external surfaces, which include oral, vaginal and cervical
tissues, are also routinely treated as minor surgery cases
on an outpatient basis or in the office. Typical minor
surgery procedures include the removal of warts, moles
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and vascular nevi, the surgical reduction of sebaceous
cysts, epiliation, cervical conization, relief of chronic nasal
obstruction, and the removal of polyps and tumors. The
techniques used in minor surgery are very similar to those
of general surgery, although the cutting electrodes come in
a wider variety of shapes and sizes.

Figure 1 illustrates some of the electrodes used (19). The
standard scalpel blade electrode used for incision is ellip-
tical in cross-section with a cutting edge which is of small
radius (not sharp) in order to yield the very high current
densities required for tissue ablation. The scalpel electrode
is sometimes angled for special techniques. Scalpel elec-
trodes are usually used for incisions, but may also be used
for coagulation. The flat side of the blade can be applied to a
tissue mass to obtain coagulation. The tip of the electrode
may be suspended above the tissue for fulguration. Other
electrode shapes accumulate less carbonized tissue residue
than the scalpel, and are often preferred for coagulation.
The needle, standard coagulation and ball electrodes are
used either for desiccation or fulguration. The ball elec-
trode may be used with coagulating current to treat per-
sistent nose bleed that does not respond to other methods.

Bipolar forceps and the turbinate electrode are used in
bipolar procedures. The forceps electrode has one electrical
connection on each side of the forceps, and is used, for
example, to grasp a seeping vessel; current between the
forceps electrodes then seals off the vessel end by fusing the
vessel walls together. The turbinate electrodes are used to

obtain submucous coagulation (desiccation) in the nasal
turbinates for relief of chronic vasomotor rhinitis: swelling
of the soft tissue in the nasal cavity caused by, for example,
allergies or irritants.

Neurosurgery and General Surgery. Blood is toxic to
neural tissue. Consequently, blood loss during neurosur-
gery is to be avoided at all costs. At its inception, electro-
surgery presented the first technique that accomplished
cutting with negligible blood loss. This was this feature of
electrosurgery that so strongly attracted Cushing. Many of
the now commonplace neurosurgical procedures would be
impossible without some method for obtaining hemostasis
while cutting.

White coagulation is generally used in neurosurgery
since it does not cause charring. White coagulation takes
a relatively long time to obtain compared to fulguration or
cutting. Holding the scalpel electrode to a location for long
activation times allows deep penetration of the high tem-
perature zone. This effect is used to advantage in rf lesion
generation for selective disabling of neural tissue. Bipolar
applicators restrict the current to a smaller region and are
used extensively for microneurosurgical techniques, since
they are more precise and safer. Many of the techniques are
properly classed as microsurgery. Often the tissue being
cut or coagulated is stabilized with a suction probe while
current is applied. The suction probe is usually noncon-
ductive glass or plastic; however, on occasion a metal
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Figure 1. Electrodes typically used for general
electrosurgery.



suction probe is used with monopolar coagulation to loca-
lize the current to the immediate area (11). Incisions of the
cerebral cortex are usually made with monopolar needle
electrodes. Surface tumors are removed by applying a
suction probe to the tumor and excising it at the base with
a cutting loop.

Dental Electrosurgery. The tissues of the oral cavity are
particularly highly vascularized. Also, the mouth and ali-
mentary canal contain high concentrations of bacteria.
Since the ability to ingest food is critical to survival these
tissues are among the fastest healing of the body. Electro-
surgery plays an important role in oral surgery in that it
drastically reduces bleeding that would obscure the opera-
tive field and the undesirable postoperative effects of pain,
edema and swelling in the submaxillary triangle (15). It
can be quite difficult to accurately resect redundant tissue
masses by cold scalpel techniques in the oral cavity. Elec-
trosurgery allows accurate resection with minimal elapsed
time and complications, an important feature when fitting
prosthodontic devices. Electrosurgery reduces the hazard
of transient bacteremia and secondary infection (14), and
the danger of surgical or mechanical metastasis of malig-
nant tumor emboli during biopsy (15). In short, all of the
advantages obtained in other types of surgery are experi-
enced in dental surgery as well as some additional bene-
ficial aspects.

The active electrodes used in dental electrosurgery are
for the most part similar to those shown in Fig. 2 (19).
Several shapes specific to dental procedures are: the open
hook electrodes in Fig. 2a are used along with other needle

electrodes to create subgingival troughs, those in Fig. 2b
are used with ball electrodes, and loop electrodes for seat-
ing orthodontic appliances and denture prostheses and
exposing roots. Other interesting applications include
the removal of premalignant neoplastic lesions from the
surface of the mucosa using a planing loop and the removal
of tissue masses from the tongue. Carefully applied elec-
trosurgery can be used to advantage on teeth as well as the
soft tissues of the oral cavity.

Urologic Surgery. Electrosurgery is used extensively in
urologic procedures. Urologic procedures, specifically
transurethral resections of the prostate, utilize by far
the highest currents at high voltage for the longest dura-
tions and largest number of activations per procedure of
any electrosurgical technique. Other urologic applications
of electrosurgery include: the resection of bladder tumors,
polyp removal by means of a snare electrode or desiccating
needle, kidney resection to remove a stone-bearing pocket,
and enlarging the urethral orifice in order to pass stones.
These other procedures utilize power levels similar to those
of general surgery.

A transurethral resection is intended to increase the
caliber of a urethra that has been partially closed by an
enlarged prostate gland. This procedure is one of the ear-
liest applications of electrosurgery in urology, having been
described in considerable detail by Kelly and Ward in 1932
(21). During transurethral resection, the urethra is irri-
gated with a nonconductive sterile solution, either dextrose
or glycerine, while a cutting loop is advanced to remove the
encroaching tissue. Surgical cutting accomplished in a
liquid medium requires higher currents since the liquid
carries heat away and disperses the current (even though it
is nonconductive) more than a gaseous environment would.
A typical resectoscope used in this procedure is shown
diagrammatically in Fig. 3. A long outer metal sheath,
which is plastic coated, contains a cutting loop that can
be extended from the sheath, a fiber optic cable bundle for
viewing the cutting action, an illumination source (either a
bulb at the end or an illumination fiber optic bundle), and
spaces for influx and efflux of irrigating fluid. The cutting
loop (of thin diameter to yield the high current densities
required) is moved in and out of the sheath by the surgeon
as required to accomplish the resection.

Gynecologic Surgery. One of the common gynecologic
applications of electrosurgery is cervical conization. Other
common gynecologic applications of electrosurgery include
the removal of tumors, cysts, and polyps. The use of elec-
trosurgery in laparoscopic tubal ligations will be treated in
some detail since it is also a very common procedure. The
laparoscopic tubal ligation is a minimally invasive sterili-
zation procedure typically accomplished by advancing an
electrode through a small incision in order to coagulate the
Fallopian tube. The position of the uterus is fixed by a
cannula inserted through the cervix under the surgeon’s
control. The abdominal cavity is insufflated with CO2 gas in
order to separate the tissue structures. The coagulating
electrode is then advanced through a small incision in the
abdominal wall to the Fallopian tube by the surgeon,
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Figure 2. Electrodes typically used for dental electrosurgery.
(a) Open hooks and needles, straight and angulated to reach
difficult locations. (b) Straight and angulated cutting loops.



observing through an endoscope (laparoscope), which has
been inserted through a separate small incision. The iso-
lated Fallopian tube is then coagulated at high current but
relatively low voltage.

Both monopolar and bipolar electrosurgical electrodes
have been used for this procedure; however, monopolar
tubal ligation methods are to be avoided as there have been
many instances of bowel wall perforations and other com-
plications following monopolar tubal ligation procedures
owing to surgical current flow in the bowel wall. Bipolar
techniques confine the current to a small region of tissue
and the risk of bowel perforation is minimal in comparison.
A bowel wall perforation can still result due to heat trans-
fer from the coagulated tissue, so the coagulating forceps
and Fallopian tube must be held away from the bowel wall
and allowed to cool before being released. Note that a
surrounding CO2 gas environment will increase the time
required for tissue cooling.

FUNDAMENTAL ENGINEERING PRINCIPLES
OF ELECTROSURGERY

RF Generators for Electrosurgery

In general, the RF frequencies used for electrosurgery fall
between 350 kHz and 4 MHz, depending on manufacturer
and intended use. The available output power ranges from
� 30–300 W. Peak open circuit output voltages vary from
< 200 V to 10 kV. Higher open circuit voltages are used to
strike longer arcs for fulguration, while the lower voltages
are used for bipolar coagulation. Most devices are capable
of generating several different waveforms, said to be appro-
priate for differing surgical procedures.

Vacuum Tube and Spark Gap Oscillators. The original rf
generators used in electrosurgery, diathermy, radiotele-
graphy, and radar circuits were spark gap oscillators
(Fig. 4). The exponentially damped sine wavefrom
(Fig. 4b) results from a breakdown of the spark gap (SG
in Fig. 4a) that initializes the oscillations. The waveform is
often called a Oudin waveform, though it is typical of all
spark gap units, Oudin output circuit or not. The RFC is a
RF choke to prevent the rf signal from coupling to the
power line. Later generator designs utilized vacuum tube
oscillator circuits that were typically Tuned-Plate, Tuned-
Grid Oscillators (22), as shown in Fig. 5a (Birtcher Elec-
trosectilis), or Hartley oscillators, Fig. 5b (Bovie AG). The
output of vacuum tube electrosurgical units is available as
either partially rectified [meaning that the RF oscillator is
active only on one of the half-cycles of the mains power (i.e.,
one vacuum tube)] or fully rectified [meaning that the RF

oscillator is active on both half-cycles of the mains power
(Fig. 5c)]. In both circuits of Fig. 5 each vacuum tube, V1
and V2, oscillates on opposite half cycles of the mains
power, period T. Electrosurgery generator designs varied
little from the standard units built by Bovie and Cameron-
Miller in the 1920s until � 1970 when solid-state genera-
tors became available. Solid-state generators made possi-
ble much more sophisticated waveforms and safety devices
in a smaller overall package. Though not specific to solid-
state technology, isolated outputs became common when
solid-state electrosurgery units were introduced. Until
� 1995 all electrosurgery generators acted essentially as
voltage sources with a typical output resistance in the
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Figure 3. Resectoscope typical for
transurethral resections of the pros-
tate (TURP).

Figure 4. Spark gap oscillator rf generator. (a) Spark gap oscil-
lator circuit. SG¼ spark gap, which acts as a switch, RFC¼ radio
frequency choke, L and C determine the fundamental rf frequency,
f0 and R the damping (R¼ the patient). (b) Oudin waveform with
amplitude determineed by the supply voltage peak, Vs. (c) Fre-
quency spectrum of the output Oudin waveform has energy cen-
tered at �0, the fundamental RF oscillation frequency with energy
concentrated at harmonics of the repeat frequency to both high and
low frequencies.



neighborhood of 300–500 V. Recent generator designs
incorporate embedded microprocessors and have constant
power delivery modes. Interestingly, both Bovie and
Cameron-Miller electrosurgical devices are available in
the present day, though the designs are considerably
different.

Solid-State Generators. Solid-state electrosurgical gen-
erators generally operate on a different design principle
than the vacuum tube devices. Rather than combine the
oscillator and power amplifier into one stage, solid-state
generators utilize wave synthesis networks that drive a
power amplifier output stage. This approach has the
advantage that quite complex waveforms may be employed

for cutting and coagulating; although to date the wave-
forms used vary little, if at all, from those of vacuum tube
and spark gap oscillators. Many solid-state generators
(chiefly those with bipolar transistors in the output ampli-
fier) do not have as high open circuit output voltages as
vacuum tube and spark gap devices. It sometimes appears
to the user of those devices that there is less power avail-
able for cutting and coagulating since the lower open
circuit voltages will not strike arcs as far away from the
tissue. This turns out to be a limitation of concern in the
high voltage procedures, namely in TURPs, but not in high
current procedures, such as laparoscopic tubal ligations. In
general, solid-state generators that use bipolar transistors
in the high voltage output amplifier stage are vulnerable to
transistor failure. The more recently introduced solid-state
generators (after � 1985) employ high voltage VMOS or
HEXFET field effect transistors (23) in the output stage to
give higher open circuit voltages and/or to reduce the stress
on the bipolar output transistors.

A general block diagram of a typical solid-state electro-
surgical generator is shown in Fig. 6 (24). The fundamental
frequency, most often � 500 kHz, is generated by a master
oscillator circuit, typically an astable multivibrator. The
primary oscillator acts as the clock or timing reference for
the rest of the generator. The unmodified master oscillator
signal is amplified and used for cutting. An interrupted
waveform is formed by gating the continuous oscillator
output through an external timing circuit, as shown in
the figure. The repeat frequency of the timer is typically on
the order of 20 kHz (24), much higher than that of spark
gap oscillators. The duty cycle of a waveform is the ratio of
duration of the output burst to the time between initiation
of bursts. Duty cycles for solid state coagulating waveforms
vary, but a duty cycle of 10–20% would be considered
typical. This is in sharp contrast to the spark gap devices
that have duty cycles often < 1%. The higher duty cycle of
solid-state units compensates in part for their lower peak
output voltages so the actual maximum available power is
similar in both families of devices.

Constant power output is obtained by measuring the
output voltage and current and adjusting the drive signal
to compensate for changes in the equivalent load impe-
dance (25), as in Fig. 7a. The sampling rate for this adjust-
ment is on the order of hundreds of hertz (� 200 Hz for the
device depicted). In Fig. 7b, the performance of the example
system is compared to a standard voltage source generator
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Figure 6. Block diagram for typical solid state
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with fixed output impedance 300 V and maximum output
power of 250 W at 300 V load impedance. The differences at
high load impedances typical of electrosurgical cutting (up
to � 2 kV) are easily seen in the figure.

Safety Appliances. Since the electrosurgical unit (ESU)
represents a high power source in the operating room, the
potential for adverse tissue effects and accidental results
must be managed. One of the more common types of
accident has historically been one or more skin burns at
the dispersive, or return, electrode site (during monopolar
procedures). Often these have resulted from the return
electrode losing its attachment to the skin. Earlier ESU
designs incorporated a so-called circuit sentry, or its
equivalent, which ensured that the return electrode cable
made contact with the return electrode by means of mon-
itoring current continuity through the cable and electrode
connection at some low frequency. This ensured that the
electrode was connected to the ESU, but did not ensure
that it was connected to the patient.

Modern ESU devices monitor the patient return elec-
trode to ensure its continued connection to the skin. In
these devices, the patient return electrode is divided
approximately into halves and a small current (typically
on the order of 5 mA or less) at high frequency but below the
surgical frequency (typically in the neighborhood of
100 kHz) is applied between the electrode halves, the
connection being through the skin, only, as in Fig. 8
(25). The impedance between them is monitored, and if
it exceeds maximum or minimum limits, or a set fraction of

the baseline value (typically 40% or so over the baseline) an
alarm sounds and the generator is deactivated. The patient
return monitor system resets the baseline impedance if it
falls below the initial value.

The high frequency of operation of electrosurgery units
also contributes to the hazards associated with its use. At
very high frequencies, current may flow in two different
ways. First, in good conductors, such as skin and other wet
tissues, the current flows by conduction and Ohm’s law
applies. Second, in insulating dielectric substances, such as
air, surgical rubber or plastic, the current flows as so-called
displacement current. The value of the displacement cur-
rent density is linearly related to the frequency, so for the
same materials, voltages and geometric arrangement of
conductors, higher frequencies conduct more displacement
current in dielectric substances than do lower frequencies.
A consequence of this relationship is that at electrosurgical
frequencies and voltages the capacitance between the wire
conductor in a scalpel electrode and tissue over which the
wire passes may have low impedance if the insulation is
thin. Scalpel electrode wires are covered with thick insula-
tion of high dielectric constant in order to prevent tissue
damage at high scalpel electrode voltages. If the wire is
inadequately designed or the insulation is damaged, the
displacement current in the wire insulation may be dense
enough to cause damage to the underlying tissue.

Electrosurgical unit outputs may be isolated, referred to
ground, or grounded terminals (Fig. 9). Grounded patient
return leads (Fig. 9a) have a hard wired connection to the
ESU chassis ground wire. Referred to ground means that
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there is a fixed impedance, typically a capacitor, between
the patient return lead and ground (Fig. 9b). The capaci-
tance is chosen to represent a low impedance at the ESU rf
frequency and a high impedance at power mains frequency
and frequencies associated with stimulation of electrically
excitable tissues. Isolated outputs (Fig. 9c) have high
impedance to earth ground at both output terminals,
usually by means of an output transformer; these are
almost uniformly used for bipolar modes, and are common
in monopolar modes as well. No isolation system is ideal,

however, and all rf currents should be thought of as ground
seeking in some sense. In an isolated system, either patient
lead can become a source of RF current.

A less obvious consequence of the high frequency is that
every object in the room (the surgeon, the patient, the
operating table and associated fixtures, the electrosurgical
generator, other instrumentation) all have a small but
finite parasitic or distributed capacitance to earth. This
makes all of the RF currents in the operating room ground
seeking, to some extent. Even the best isolated generator
will have some ground leakage current at RF, and this
value may be much more than the mains frequency leakage
current (depending on the design of the output circuitry).
Certainly, all of the grounded output generators can have
significant differences between the active cable current
and the return or dispersive electrode cable current. The
difference current flows in all of the parallel pathways,
conductive and/or capacitive. If any of these pathways
carry too much current in too small an area, a thermal
burn could develop. To the extent reasonable, direct con-
ductive pathways through clamps, foot stirrups, and other
metallic fixtures should be eliminated. This can be accom-
plished by using devices that have insulating covers over
the pieces likely to contact the tissue, or insulated cou-
plings, connectors or other barriers at some location
between the tissue and the clamp which connects the
device to the surgical table. Additional safety can be
obtained by using monitors and other instruments that
have RF isolation built into their electrode leads. These
precautions and others will greatly reduce the hazards
associated with alternative current pathways. There are
International Electrotechnical Commission standards that
cover the requirements for electrosurgical applicators,
generator output connections, and isolation schemes
(26,27). It is important to note that safe operation of
electrosurgical devices can be obtained by more than one
design strategy. The ESU, patient, and surroundings
should be thought of as a system, in order to ensure a safe
environment.

Representative Surgical Procedures

The output voltages and currents that are required of an
electrosurgical generator depend on the particular proce-
dure for which it is to be used. Fulguration requires high
voltages to initiate the arcs, but not large currents, so a
generator of high output impedance works quite well.
Spray coagulation uses higher currents at the high vol-
tages, the difference between spray coagulation and ful-
guration being one of degree rather than principle. White
coagulation requires relatively high current at low voltage
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Figure 8. Patient return monitor circuit ensures that
the return electrode remains attached to the patient.
Split return electrode conforms to patient contours; both
halves of return electrode carry surgical rf current.
Insulator prevents lower frequency interrogation cur-
rent from finding a shorter pathway. Current pathway is
through the patient’s skin, ensuring contact.
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Figure 9. Generator output impedance matching circuits. The
step up transformer is used to achieve higher open circuit output
voltages. (a) grounded, (b) referred-to-ground, (c) isolated.



since no arc is formed at the scalpel electrode. The highest
power, that is voltages and currents together, is required
for transurethral resections of the prostate (TURP) proce-
dures. The cutting characteristics of the various generator
designs make them more or less optimal for certain pro-
cedures. Given the variety of designs available and varia-
tions in surgical technique among the users, it is no
surprise to find that generator selection often boils down
to personal preference.

The two modes used in electrosurgical procedures,
bipolar, and monopolar, have quite different current field
distributions. The bipolar mode is very effective in coagu-
lating small vessels and tissue masses. Bipolar techniques
are especially useful in microsurgical procedures. In bipo-
lar electrosurgery, a two-wire coagulating electrode is
clamped around a tissue lump or vessel and electrosurgical
current is applied between the electrodes until the desired
surgical effect is obtained. In monopolar electrosurgery,
there are two separate electrodes, an active or cutting
electrode and a large area dispersive or ground or return
electrode located at some convenient remote site. Current
is concentrated at the active electrode to accomplish the
surgery while the dispersive or return electrode is designed
to distribute the current in order to prevent tissue damage.
The majority of applications of electrosurgery utilize mono-
polar methods, since that is the traditional technique and is
most effective for cutting and excision. There are, however,
many situations in which bipolar methods are preferred.

The power needed for a particular cutting or coagulating
action depends on whether or not an arc is established at
the scalpel electrode, on the volume of tissue, and on the
type of electrosurgical action desired. Bipolar actions,

which are typified by forceps electrodes grasping a volume
of tissue to be coagulated, engage only a very small volume
of tissue, since the current field is confined to be near the
forceps, and usually white coagulation is desired. Conse-
quently, the current is moderate to high and the voltage is
low: tens to hundreds of milliamps (rms) at 40–100 V (rms),
typically. In bipolar activations the current is determined
primarily by the size of forceps electrodes used, and to a
lesser extent by the volume of tissue. The volume of tissue
more directly affects the time required to obtain adequate
coagulation.

Monopolar actions, which may be for cutting or coagula-
tion, are more variable and difficult to classify. In a study
reported in 1973 in Health Devices (28), the voltages, cur-
rents, resistances, powers, and durations of activation dur-
ing various monopolar electrosurgical procedures were
measured. The resistance measured in this study was the
total resistance between the active electrode cable and the
dispersive electrode cable. Two types of procedure have
significantly different electrical statistics compared to all
other surgical cases: laparoscopic tubal ligations and trans-
urethral resections of the prostate. The data in Table 1 have
been grouped into general surgery (hernia repair, laparo-
tomies, cholesystectomies, craniotomies etc.), laparoscopic
tubal ligations, and TURPs. The table has been assembled
from data collected at several different hospitals during
procedures performed by different surgeons. For each sepa-
rate surgical case, the minimum, average and maximum of
each variable was recorded. The data in the table represent
the means and standard deviations of the recorded mini-
mum, average and maximum value calculated over the
cases as originally presented in Ref. 19. While the total
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Table 1. Typical Statistics for Representative Surgical Procedures in Which Electrosurgery
Is Useda

General Surgery
(8 cases)

Laparoscopic Tubal
Ligation (19 cases)

Transurethral
Resection (8 cases)

Number of activations 22 (s.d¼ 24) 9 (7.5) 168 (151)
Voltage, V, rms

Min 118 (58) 82 (20) 212 (43)
Avg 179 (57) 140 (65) 340 (12)
Max 267 (143) 207 (108) 399 (17)

Current, mA, rms
Min 128 (29) 311 (108) 304 (109)
Avg 243 (116) 423 (73) 600 (30)
Max 423 (240) 615 (202) 786 (47)

Power, W
Min 18 (7.5) 28 (9.3) 86 (41)
Avg 43 (25) 57 (19) 208 (15)
Max 103 (94) 99 (44) 290 (17)

Resistance, V
Min 620 (720) 200 (50) 400 (40)
Avg 1070 (760) 410 (430) 580 (14)
Max 1960 (890) 660(670) 1110 (360)

Duration of Activation, s
Min 1 1 1
Avg 1.6 (1.0) 4.8 (3.3) 1.1 (0.12)
Max 3.6 (3.0) 13.6 (13.1) 2.9 (1.9)

aData collected by ECRI and reported in Health Devices(28). Data given include the means of each variable and its

associated standard deviation in parentheses. The raw data were given as the minimum, average and maximum value

during a particular procedure. The mean is the mean of the recorded minimum, average, or maximum value over all

procedures in the study. This table originally appeared in Ref. 19.



number of cases studied under each category is not large,
the data do give an overall indication of the range expected
in surgical cases.

On the average, laparoscopic tubal ligations required
the fewest activations (the range was 5–29), and TURPs by
far the most activations (the range was 70–469). The
resistances presented by the series combination of the
scalpel electrode and tissue were similar for all procedures
at 410V for laparoscopic tubal ligations (range 130–
1080V), 580V for TURPs (range 340–1800V) and
1070V for general surgery (range 180–2650V). Higher
equivalent resistances correlate with arc formation during
the cutting process, so the values associated with general
surgery might reasonably be expected to be higher.

Ablation, Coagulation and Tissue Fusion

The electrosurgical unit is designed to create irreversible
thermal alteration of tissues; that is, controlled thermal
damage. The objective is to heat target tissues to tempera-
tures for times sufficient to yield the desired result. All of the
physical effects of rf current are the result of elevated
temperatures. The key observation is that the degree of
alteration depends on both the temperature and the time of
exposure. This section describes tissue effects resulting from
the rf current from lower to higher temperature ranges.

Kinetic models of thermal damage processes based on
an Arrhenius formulation have been used for many years
to describe and quantify thermal damage (29):

VðtÞ ¼
Z t

0
Ae	½E=RT�dt ð1Þ

The dimensionless parameter, V is an indicator of the
relative severity of the thermal damage. Thermal damage
is a unimolecular reaction in which tissue proteins change
irreversibly from their native ordered state to an altered
damage state. In the kinetic model, A is a measure of the
molecular collision frequency (s	1), E is an energy barrier
the molecules surmount in order to transform from native
state to denatured state (J
mol	1), R is the universal gas
constant (J
mol	1-K), T is the absolute temperature (K),
and t is the time (s). The damage process coefficients, A and

E, must be experimentally determined. This model
assumes that only a single first-order process is active:
The model can be used on multiple-process damage accu-
mulation if each process is thermodynamically indepen-
dent with its own set of process coefficients. A damage
process may be described by its critical temperature, Tcrit,
defined as the temperature at which dV/dt¼ 1.0.

The physical significance of V is that it is the logarithm
of the ratio of the initial concentration of undamaged
material, C(0), to the remaining undamaged material at
the conclusion, C(t):

VðtÞ ¼ ln
Cð0Þ
CðtÞ

� �
ð2Þ

However, typical damage end points have been qualitative
tissue indicators such as edema formation or hyalinization
of collagen (i.e., amorphous collagen as opposed to the
normal regular fibrous array). One exception that has
proved useful is the birefringent properties of some tissues,
primarily muscle and collagenous structures. Birefringent
tissue acts similarly to a quarter wave transformer in that
polarized light has its polarization rotated as it passes
through a regular array. Consequently, when observed
through an analyzer filter rotated 908 with respect to the
polarizer, birefringent tissue appears bright and nonbire-
fringent tissue dark (Fig. 10). In muscle, the birefringent
properties are due to the regularity and spacing of the
actin-myosin array. In collagenous connective tissues, it is
the array of collagen fibers that determines birefringence.
In both cases, elevated temperatures destroy the regularity
of the array and birefringence is lost. In numerical models
the transient temperature history of each point may be
used along with equations 1 and 2 to predict the extent of
thermal damage for comparison to histologic sections.

Ablation. Electrosurgical (RF) current, lasers, ultra-
sound, and microwaves have been used to obtain coagula-
tive necrosis in myocardium In vivo for the elimination of
ectopic contractile foci. The first meaning for ablation is to
remove, as by surgery. The second meaning, to wear away,
melt or vaporize is more familiar in the engineering sense
(as in ablative heat transfer). In cardiac ablation, the goal
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Figure 10. Principle of tissue birefringence.
(a) Birefringent tissue is able to rotate the polariza-
tion (large arrow) of polarized light. (b) Thermally
damaged tissue loses this property.



is to deactivate badly behaved cardiac muscle (reentrant
pathways). Though no actual mass defects are created in
the tissue structure, the process is termed ‘‘ablation’’ in the
sense that the affected tissue is removed from the inven-
tory of electrophysiologically active cardiac muscle. Results
are evaluated in clinical use by monitoring electrophysio-
logic activity during treatment. Additional feedback may
be applied to improve the repeatability of results.

Figure 11 illustrates the loss of birefringence at elevated
temperatures in cardiac muscle. Figure 11a shows a cir-
cular disk active electrode applied to the epicardial surface

of excised myocardium. The ground plane is applied to the
endocardial surface. Figure 11b is a light microscopic (LM)
view of the histologic section at an original magnification of
10� stained with hematoxylin and eosin. Figure 11c is the
corresponding Transmission Polarizing Microscopy (TPM)
view of the same section. The views are taken from the
region shown in dashes at the outer edge of the disk elec-
trode. While the boundary of thermal damage can just be
identified by a skilled observer in the LM image (Fig. 11b),
a clear line of demarcation is visible in the TPM image
(Fig. 11c). For heating times in the range of 1–2 min useful
estimates of the kinetic coefficients are E¼ 1.45� 105

(J
mol	1) and A¼ 12.8� 1021 (s	1). These coefficients give
erroneous predictions for heating times outside of this
range, however.

Birfringence loss identifies irreversible major structural
damage in the cardiac myocyte. It is certainly arguable
that electrophysiologic function is probably lost at lower
temperatures than the 50þ 8C required to achieve the
result shown in the figure. However, clinically, the 50 8C
isotherm seems to correspond with the desired result (30),
and also with the birefringence loss boundary for heating
times in this range (31).

Tissue Fusion and Vessel Sealing. Irreversible thermal
alteration of collagen is apparently the dominant process in
coagulation and successful tissue fusion (32–34). Electron
microscopic (EM) studies suggest that the end-to-end
fusion process in blood vessels is dominated by random
reentwinement of thermally dissociated adventitial col-
lagen fibrils (Type I) during the end stage heating and
early cooling phases (34). Successful vessel seals depend on
the fusion of intimal surface tissues and the support pro-
vided by thermal alteration of medial and adventitial
tissues.

Collagen is a ubiquitous tissue structural protein con-
sisting of three left-hand a-helices wound in a rope-like
molecular form (Fig. 12) with a periodicity of � 68 nm (35).
In this figure a small segment of a typical 300 nm long
molecule is shown. The 300 nm molecules spontaneously
organize into quarter-staggered microfibrils 20–40 nm in
diameter and these coalesce into larger diameter collagen
fibers In situ. There are at least 13 different types of
collagen fibers that form the structural scaffolding for all
tissues, the most common are Types I, II, and III collagen.
Collagen In situ is birefringent. One useful measure of
irreversible thermal alteration in collagen is that when
heated for sufficient time to temperatures in excess of
� 60 8C the regularity of the fiber array is disrupted and
collagen loses its birefringent property (see Fig. 13). When
viewed through the analyzer, native state collagen shows
up as a bright field due to its birefringent properties.
Thermally damaged collagen loses this property and is
dark in the field. The kinetic coefficients for collagen biref-
ringence loss in rat skin are (36): A¼ 1.606� 1045 (s	1) and
E¼ 3.06� 105 (J
mol	1). The birefringence-loss damage
process in collagen has a critical temperature of 80 8C.
These coefficients have proven useful over a wide range
of heating times from milliseconds to hours.

Collagen shrinks in length as well as losing its organized
regular rope-like arrangement of fibers. A model for
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Figure 11. Disk electrode applied to myocardium. (a) Geometry.
(b) Light microscopic view of region in dashed rectangle at the edge
of the electrode. Original magnification 40�. (c) Transmission
Polarizing Microscopy (TPM) view of the same section showing
the clear delineation of the zone of birefringence loss. Original
magnification 40�.



collagen shrinkage obtained by Chen et al. (37,38) is a bit
different in style from the first-order kinetic model. They
measured shrinkage in rat chordae tendonae over several
orders of magnitude in time for temperatures between 65
and 90 8C and under different applied stresses. They were
able to collapse all of their measured data into a single
curve, sketched approximately in Fig. 14. In their experi-
ments an initial ‘‘slow’’ shrinkage process (for equivalent
exposure time < t1) is followed by a rapid shrinkage rate
(t1< t< t2) and a final slow shrinkage process. The prac-
tical maximum for shrinkage in length, j (%), is 60%.
Longer equivalent exposures result in gellification of the
collagen and complete loss of structural properties. After
initial shrinkage, the collagen partially relaxes during
cooling, indicated by the shrinkage decay region in
Fig. 14. The curve fit functions utilize a nondimensional
time axis, t/t2, where the fit parameters are expressed in
the form of the logarithm of the time ratio:

n ¼ ln
t

t2

� �
ð3Þ

The shrinkage is obtained by interpolation between the
two slow region curves (through the fast region):

j ¼ ð1 	 f ðnÞÞ½a0 þ a1n� þ f ðnÞ½b0 þ b1n� ð4Þ

where a0¼ 1.80� 2.25; a1¼ 0.983� 0.937; b0¼ 42.4� 2.94;
and b1¼ 3.17� 0.47 (all in %). The best-fit interpolation
function, f(n), is given by

f ðnÞ ¼ eaðn	nmÞ

1 þ eaðn	nmÞ ð5Þ

where a¼ 2.48� 0.438, and nm¼ ln{t1/t2}¼	0.77� 0.26.
Finally, at any temperature t2 is given by

t2 ¼ e½aþbPþM=T� ð6Þ

where a¼	152.35; b¼ 0.0109 (kPa	1); P¼ applied stress
(kPa); and M¼ 53,256 (K).

The functional form of t2 contains the kinetic nature of
the process, but is in the form of an exposure time rather
than a rate of formation, as was used in Eq. 2, and so the
coefficient, M, is positive. To use the collagen shrinkage
model, the shrinkage is referred to an equivalent t2. That
is, at each point in space and time an equivalent value for
the increment in t/t2 is calculated and accumulated until
shrinkage is calculated.

A representative clinical application of collagen shrink-
age is the correction of hyperopia using rf current, termed
Conductive Keratoplasty. In this procedure a small needle
electrode is inserted into the cornea to a depth of just over
one-half of the thickness (see Fig. 15a). A teflon shoulder
controls the depth of insertion. The speculum used to
retract the eyelids comprises the return electrode in this
procedure (Fig. 15b). The RF lesions are placed at 458
increments on circumferences with diameters of 6, 7, or
8 mm—8, 16, or 24 lesions depending on the degree of
curvature correction (i.e., diopter change) required
(Fig. 15c). Pulsed RF current heats and shrinks the corneal
collagen to decrease the circumference and thus the radius
of curvature of the cornea. Figure 16 is a histologic cross-
section of a typical lesion seen a few minutes after its
creation. Figure 16a is a light microscopic section (hema-
toxylin and eosin stain) and Fig. 16b is the corresponding
transmission polarizing microscopy section showing the
loss of collagenous birefringence near the electrode path.
The effect of shrinkage on the collagen fibers is clearly
visible as the normal fibrous wave is stretched in the
vicinity of the electrode site (Fig. 16b).

A representative example of tissue fusion processes is
the sealing of blood vessels by fusion of the intimal sur-
faces. In this application, forceps electrodes grasp the
vessel and a bipolar rf current is used to heat and fuse
the tissue (Fig. 17). An example experimental result is
shown in Fig. 18, where a successful seal was obtained
In vivo in a femoral artery. In that experiment a thermo-
couple was advanced through the vessel to the site of the
electrodes, accounting for the hole in the cross-section.
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Figure 12. Sketch of periodic structure of the
basic collagen molecule.

68 nm

1 2 3

Figure 13. Vessel collagen birefringence loss. (a) Thermally fused canine carotid artery, H&E stain
(Original magnification 40�). (b) TPM view of same section showing loss of birefringence in adv-
entitial collagen under bipolar plate electrodes.



Sealing and fusion of vessels by electrosurgical current
is strongly influenced by the inhomogeneous architecture
of the tissue constituents, particularly in the large arteries.
Inhomogeneities in electrical properties of the constitu-
ents, specifically smooth muscle, collagen and elastin, lead
to sharp spatial gradients in volumetric power deposition
that result in uneven heating. The mechanical properties
of the various tissue constituents are also of considerable
importance. Vascular collagen and elastin distribution
varies from vessel to vessel, species to species in the same
vessel, and point to point in the same vessel of the same
species.

Cutting Processes

The essential mechanism of cutting is the vaporization of
water. Water is by far the most thermodynamically active
tissue constituent. Its phase transition temperature near
100 8C (depending on local pressure) is low enough that
vaporization in tissue exerts tremendous forces on the
structure and underlying scaffolding. The ratio of liquid
to vapor density at atmospheric pressure is such that the
volume is multiplied by a factor of � 1300 when liquid
water vaporizes. Expansion of captured water is capable
of disrupting tissue structure and creating an incision. The
goal in electrosurgical cutting is to vaporize the water in a
very small tissue volume so quickly that the tissue struc-
ture bursts before there is sufficient time for heat transfer
to thermally damage (coagulate) surrounding tissues (39).
The same strategy is used in laser cutting.

Cutting electrodes have high rates of curvature to
obtain the high electric fields necessary to accomplish
cutting. The electrodes are not generally sharp, in a tactile
sense, but the edge electrical boundary conditions are such
that extremely strong electric fields result. With the pos-
sible exception of needle electrodes, the scalpel electrodes
of Figs. 1 and 2 are not capable of mechanically damaging
tissues. The intense electric fields vaporize tissue water
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Figure 14. Collagen shrinkage model curve (38). [Reproduced with
permission from ‘‘Corneal reshaping by radio frequency current:
numerical model studies’’ Proc. SPIE v4247 (2001) pp 109–118.]

Figure 15. Needle electrode used to
shrink corneal collagen and change
curvature for correction of hyperopia.
(a) Cross-section of electrode in place,
(b) View of speculum return electrodes,
(c) spot pattern for shrinkage lesion
location. [Reproduced with permission
from ‘‘Corneal reshaping by radio
frequency current: numerical model
studies’’ Proc. SPIE v4247 (2001)
pp109–118.]



ahead of the electrode, and the tissue structure parts due to
internal tension to allow the electrode to pass essentially
without tissue contact. Certainly, if the surgeon advances
the electrode too quickly there is a dragging sensation due
to perceptible friction, and much more radiating thermal
damage around the incision site.

Good cutting technique requires matching the genera-
tor output characteristics (primarily the source impedance,
but also to some extent the fundamental frequency), open
circuit voltage setting, electrode shape and cutting speed to
optimize the surgical result. Continuous sine waves are
more effective for cutting than interrupted waveforms
since the time between vaporization episodes is so much
shorter that radiating heat transfer is virtually eliminated.
Well-hydrated compartmentalized tissues, like skeletal
muscle or gingiva, cut more cleanly than drier tissues,
such as skin. Higher fundamental frequencies seem to give
cleaner cuts than lower frequencies, but the reason for this
is not known.

ADVANCED PRINCIPLES OF ELECTROSURGERY

Hazards of Use and Remedies

Any energy source, including electrosurgery, has hazards
associated with its use. The goal of the user is to achieve safe
use of the device by minimizing the risk. While it is not
possible to completely eliminate hazards, it is possible by

careful technique to reduce them to acceptable levels. Sev-
eral of the common hazards associated with electrosurgery
are alternate site burns, explosions, stimulation of excitable
tissues, and interference with monitoring devices and pace-
makers. The RF currents are designed to thermally damage
tissues, so the possibility of alternate site burns (at sites
other than the surgical site) is always present. Explosions of
combustible gases were, and still are, a hazard of electro-
surgery. Combustible gases include at least two relatively
little-used anesthetic agents (ether and cyclopropane) and
bowel gas, which has both hydrogen and methane, as a
result of bacterial metabolism. Arcs and/or sparks are rou-
tinely generated when cutting tissue so there is always an
ignition source for a combustible mixture. While the funda-
mental frequency of electrosurgery is above the threshold
for stimulation, arcs or sparks generate low frequency
components that can stimulate electrically excitable tissues,
that is, muscle and nerve. Radiated rf in the operating room
and rf currents in the tissues posed few problems in early
days, unless a faulty ground or other machine fault led to a
burn at some alternate site. In the present day, electrosur-
gery raises considerable havoc with instrumentation ampli-
fiers, pacemakers, and other electronic measurement
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Figure 16. Histologic view of col-
lagen shrinkage for Conductive Ker-
atoplasty. (a) Light microscopic
view, hematoxylin, and eosin stain.
(a) The TPM view, same section.
Original magnification 40�.

Figure 17. Bipolar forceps electrodes for vessel sealing.

Figure 18. Histologic cross-section of a vessel sealing experiment
in the canine femoral artery. Successful seal obtained with a
center temperature of 89 8C for 2 s. Hole in center of section is
location of thermocouple used to monitor temperature. Original
magnification 40�.



devices. Because so many potentially current-carrying
objects and devices are now routinely attached to the
patient, the attendant hazards have increased.

The remarkable feature of electrosurgical accidents is
that, although they are rare (one estimate puts the prob-
ability at � 0.0013%, or 200 out of 15 million procedures
using electrosurgery, on an annual basis) they are usually
a profound and traumatic event for the patient and the
surgical team, and often cause for expensive litigation. The
non-surgeon might reasonably wonder, in the light of the
problems, why electrosurgery is used. The answer is that
the tremendous advantages achieved by the use of electro-
surgery (the remarkable reduction in morbidity and mor-
tality and the low cost compared to competing technologies)
make it a very effective technology for use in clinical
medicine. It is important to note that hazards attend
any energy source (and electrosurgery is one among sev-
eral in the operating room) and they can be reduced and
managed, but not eliminated. Clever application of appro-
priate technology can make considerable contributions in
this area by reducing device interactions.

Alternate Site Burns

Electrosurgical units in general have very high open circuit
output voltages that may appear at the scalpel electrode
when it is not in contact with the tissue. When current is
flowing the scalpel voltage is much reduced. Standard
vacuum tube electrosurgery units may have open circuit
voltages approaching 10,000 V peak-to-peak. This high
open circuit output voltage is very effective in the initiation
of fulguration techniques and in the spray coagulation of
large tissue segments, which makes these units popular for
certain procedures, especially in urologic surgery. How-
ever, the high voltages at the scalpel electrode also can
initiate arcs to other objects, and must be handled with
caution. This can be an especially difficult problem in
minimally invasive surgery through an endoscope since
the surgeon’s field of view may be limited. The solid-state
electrosurgery units usually have lower maximum output
voltages (somewhere in the range of 1000–5000 V peak-to-
peak depending on design) the exception being recent
designs based on HEXFET or VMOS technology, which
approach the open circuit voltage of vacuum tube devices.

All electrosurgery units have output voltages that are
potentially hazardous.

It is prudent to inspect all surgical cables periodically
for damage to the insulation: especially those that are
routinely steam sterilized. While in use, it is not a good
idea to wrap the active cable around a towel clamp to
stabilize it while accomplishing cutting or coagulation:
The leakage current to the towel clamp will be concen-
trated at the tips of the towel clamp and may cause a burn.
One should not energize the electrosurgical unit when the
scalpel is not being used for cutting or coagulating. This is
because when not using electrosurgery, the full open cir-
cuit voltage is applied between the active and return
electrode cables, and one runs the risk of inadvertent tissue
damage. Care should be taken to ensure that an unused
scalpel electrode is not placed in a wet environment during
surgery. The leakage current of any scalpel electrode may
be increased by dampness. Additionally, some of the hand
control designs can be activated by moisture at the handle.
In one recent case, a hand control scalpel was placed on the
drape in between activations. The scalpel was in a valley in
the drape sheet in which irrigating fluid collected. The
pooled fluid activated the electrosurgery machine and a
fairly severe steam or hot water burn resulted on the
patient’s skin.

The high voltages and frequencies typical of electrosur-
gery make it essential to use apparatus with insulation of
good integrity. It should also be kept in mind that the
electric fields extend for some distance around cables in use
at high voltage. An effort should be made not to have active
and return electrode cables running parallel to each other
for any distance in order to reduce the capacitive coupling
between them, unless the apparatus is specifically deigned
to be used this way, as in bipolar device cables.

There is an additional problem in monopolar endoscopic
surgery that must be addressed. It arises when a metal
laparoscope with an operating channel is isolated from a
voltage reference plane, as depicted in Fig. 19. In this case,
the insulating skin anchor isolates the metal laparoscope
(or metallic trochar sleeve) so that its potential is deter-
mined by parasitic capacitances between the metallic ele-
ments. The resulting circuit creates a capacitive voltage
divider, diagrammed in Fig. 20. The two parasitic capaci-
tances are unavoidable. The voltage divide ratio for this
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Figure 19. Diagram of isolated laparoscope with active
operating channel.



equivalent circuit is

VL ¼ C1

C1 þ C2
ð7Þ

The parameter C1 is always quite a bit larger than C2, and
the surface potential on the laparoscope, VL, may be as
much as 80–90% of the surgical voltage. This induced
voltage is capable of generating sparks to the surrounding
tissues out of the field of view of the surgeon. Several cases
of distributed severe burns have resulted from situations
similar to this. There are two remedies. First, the operating
laparoscope may be grounded. This does not eliminate the
C1 capacitance, so there will be capacitively coupled cur-
rents between the scalpel electrode and the laparoscope.
However, the laparoscope will be at zero potential. The
second approach involves monitoring the scalpel electrode
and return electrode currents. If they are substantially
different then a hazard situation exists. There is at least
one commercial device designed to do this.

Explosions. The original explosion hazard in the oper-
ating room arose from the use of explosive anesthetic
agents, such as ether and cyclopropane. Combustible mix-
tures of these gases can be ignited by any arc discharge of
sufficient energy—by static discharges between personnel
and grounded objects, by arcs due to power switch openings
in mains-powered devices, and by electrosurgical arcs at
the cutting site. A few early instances of explosions and
ensuing fires in operating rooms stimulated the establish-
ment of requirements for operating room construction and
use to lessen this hazard. In particular, operating rooms in
the United States were required to have semiconducting
flooring that was to be checked periodically for conducti-
vity; operating room personnel were required to wear
conductive shoe covers that would drain off accumulated
static charge to the conductive flooring; and explosion-
proof switches and plugs were required below the five foot
level where the relatively heavy combustible gases might
collect. Also, surgical table coverings and fixtures are con-
nected to ground through moderate impedance in order to
prevent static accumulation. These requirements greatly
reduced the explosion risk in the operating room, but lead
to some rather amusing non sequiturs. For example, it
makes little sense to attach an explosion-proof foot switch
to an electrosurgical generator (particularly to a spark gap
oscillator) since arcing is inherent to the use of electro-
surgery. Of course, since the wall plugs for mains power
were required to be explosion proof, the power line plug on
the generator was also often explosion proof. Because of the
inordinate expense of explosion proof construction and the

rare use of combustible gases, the majority of new operat-
ing room construction is designed to satisfy the require-
ments for oxygen use only and specifically designated not
for use of explosive gases.

There are, however, other explosion–combustion
sources. Two constituents of bowel gas are combustible,
hydrogen and methane, and there is almost always suffi-
cient swallowed air to comprise an explosive mixture.
Approximately 33% of the adult population are significant
methane producers due to the indigenous gut flora and
fauna responsible for certain aspects of digestion. One
preventive measure that has been used is insufflation of
the bowel with carbon dioxide, or some other inert gas,
during electrosurgery. A large volume of CO2 will dilute
and displace the combustible mixture, reducing the chance
of explosion.

Additionally, care must be taken in pure oxygen envir-
onments not to ignite organic materials. Body hair has
been ignited in a pure oxygen environment by an electro-
surgical arc. In surgery on the larynx, both electrosurgery
and CO2 lasers have ignited plastic endotracheal tubes and
surgical gloves in the oxygen-rich environment.

Stimulation of Electrically Excitable Tissues. The stimu-
lation of motor nerves is a well-known phenomenon accom-
panying electrosurgery. Stimulation of the abdominal
muscles is often observed, and the obturator nerve bundle
(connecting the spinal column to the leg) is also quite often
stimulated. Obturator nerve stimulation is inherent to
transurethral resections, and the resulting movement is
always undesirable. Part of the stimulation problem arises
from the low frequency components of the surgical arc, and
part from the confinement of current. For example, the
obturator nerve is clustered with the major blood vessels
supplying the leg (iliac/femoral artery and vein) and
emerges from the pelvis under the inguinal ligament into
the upper thigh area. The pelvic bone structures are essen-
tially nonconductive and impede current flow. The nerve–
artery–vein cluster represents a relatively high conductiv-
ity pathway of small cross-section between the abdomen
and the upper thigh, a typical location for the return
electrode. As such, the surgical current in TURP proce-
dures is somewhat concentrated in that tissue cluster, and
stimulation is often observed. In the case of general abdom-
inal surgery, the majority of surgical current flows in the
surface tissue structures, reducing the likelihood of obtura-
tor stimulation. In the case of transurethral resections, the
current source is deep in the floor of the abdomen, and the
surface tissues carry a smaller fraction of the total surgical
current. The very high currents in TURPs and the frequent
use of spark gap oscillators means that an abundant supply
of intense low and high frequency signals is contained in
the surgical current. It is a personal observation that motor
unit stimulation is closely correlated with relatively
intense arc strikes while accomplishing cutting or coagu-
lating. This is to be expected from the frequency spectrum
of the surgical signals.

There are, in addition, several reported instances
of ventricular fibrillation induced by electrosurgery
(40–43). The low frequency arc components and high inten-
sity high frequency signals are capable of stimulating
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excitable tissues, with ventricular fibrillation as a possible
outcome.

Interference with Instrumentation. The cutting current
generated by standard oscillators, such as the vacuum tube
and solid-state devices, has a well defined, narrow band-
width. When an arc is struck at the surgical site, extensive
signal energy is added at the high frequency end and at the
low frequency end of the spectrum. Signals from spark gap
oscillators have these components whether or not an arc is
established at the tissue. Over the range of physiological
frequencies the arc components are of very low amplitude
compared to the generator fundamental frequency; but
since the surgical currents and voltages are very high,
the arc components may be many times larger than phy-
siological signals such as the ECG. This creates a consider-
able problem for all measuring instruments including
demand, or noncompetitive, pacemakers. There are many
reported instances of inhibition of demand pacemakers by
electrosurgery (44–47).

The population most at risk for pacemaker inhibition is
patients undergoing either open heart surgery or transur-
ethral resections of the prostate. Open heart operations put
the electrosurgical scalpel electrode in close proximity to
the pacemaker electrodes. The TURPs use the highest
currents and voltages, and the interference signals are
potentially large at the pacemaker electrodes. There is
some indication that a higher incidence of prostate pro-
blems is associated with long-term pacemaker implanta-
tion, so it is to be expected that this problem will continue.
The present use of shielded pacemakers virtually elimi-
nates microwave sensitivity, but not electrosurgical effects.

All pacemakers may be damaged to failure by electro-
surgery signals, and some caution should be observed when
performing electrosurgery in the presence of pacemakers.
Bipolar electrosurgery is much less likely than monopolar
to cause interference with pacemakers because the surgical
current field is confined and the voltages are low. There
are many techniques for which bipolar electrosurgery is
unacceptable, however, so monopolar methods must be
used. In those cases, care should be exercised to encourage
the surgical current field to avoid the right ventricle. To
the extent that is practical, elevate the pacing electrode
site (either the right ventricular wall or the external
surface) away from the conductive fluids and tissues when
cutting near the heart. Place the dispersive electrode on
the left side of the body (this will only help a little bit).
Anticipate some form of pacemaker malfunction.

Representative Electric Field Distributions

The effect of rf current on tissues is to heat them according
to the first law of thermodynamics:

rtct
@T

@t
¼ r� ðkrTÞ þ qgen þ qm þ wtcbðTa 	 TÞ 	 hfg

@m

@t
ð8Þ

where r¼density (kg
m	3), c¼ specific heat (J
kg	1
K	1),
T¼ temperature (K), t¼ time (s), k¼ thermal conducti-
vity (W
m	1
K	1), qgen ¼ externally applied rf power
(W
m	3), qm¼metabolic heat (W
m	3), w¼perfusion

(kgb
kgt
	1
s	1), hfg¼ vaporization enthalpy (J
kg	1) and

dm/dt is the mass rate of vaporization (kg
s	1). Each term
in the relation has units of (W
m	3) and the t subscript
refers to tissue, while the b subscript refers to blood proper-
ties. This form does not include vaporization processes
typical in cutting. Typically, both metabolic heat and
perfusion heat transfer are negligible in electrosurgery.
It is important to note that all of the tissue properties are
dependent on the water content. As tissue dries out the
density, electrical, and thermal conductivity decrease. As
temperature rises the electrical conductivity increases
� 1–2%/8C, until drying at higher temperatures causes a
decrease.

At electrosurgical frequencies the quasistatic assump-
tion applies (simplifying calculations) and heat dissipation
is dominated by joule, or resistive, heating (W
m	3):

qgen ¼ E 
 J ¼ sjEj2 ¼ jJ j2

s
ð9Þ

where E¼ electric field vector (V
m	1), J¼ current density
vector (A
m	2), and s¼ electrical conductivity (S
m	1).
This section reviews several representative electric field
distributions.

Simple Field Geometries: Analytical Solutions. The sim-
plest case is that of the electric field between parallel plates
(Fig. 21). For a uniform medium between the plates the
electric field is uniform (i.e., V increases linearly from V2 to
V1) and is equal to the voltage difference divided by the
distance between the plates: (V1	V2)/d¼DV/d. It points
from the higher potential (V1) to the lower potential (V2). In
this case the heating term, qgen, is also simple: qgen¼s DV2/
d2. For an operating voltage difference of 50 V(rms) and
plate separation distance of 2 cm, the electric field is 2500
(V
m	1), and if the electrical conductivity is 0.3 (S
m	1) the
power density would be 1.88 W
cm	3.

Another simple analytical solution is for the case of
coaxial cylinders (Fig. 22). In this geometry the potential
increases as the natural log of the radius from V2 to V1, and
the electric field (pointing in the radial direction) is given
by

E ¼ IL

2psr
ar ð10Þ

where IL¼ the current per unit length of coaxial structure
(i.e., length into the page, A
m	1). For this geometry the rf
power generation decreases as 1/r2:

qgen ¼ E � J ¼ s
IL

2ps

� �2 1

r2
ð11Þ
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Figure 21. Geometry for infinite flat plate electrode calculation.



For a center cylinder electrode 2 mm in diameter and
outer cylinder 2 cm in diameter and tissue electrical
conductivity 0.3 (S�m�1), the overall conductance per
unit length would be G¼ 0.816 (S�m�1)— that is, G¼ 2s/
(ln{b/a}). At a voltage difference of 50 V(rms), the current
per unit length would be IL¼ 40.9 (A�m�1) and maximum
electric field 21.7 (kV�m�1) at r¼ 1 mm. The maximum
volume power density would be 142 W�cm�3 at r¼ 1 mm in
this example.

These examples are useful in understanding simple
surgical fields. The uniform electric field case is not very
different from that obtained near the center of a bipolar
forceps electrode used to coagulate a tissue volume. The
coaxial case is close to the electric field around a needle
electrode as long as one is not too close to the tip. In both
cases the analytical field expressions are simple because
the boundaries are parallel to Cartesian and cylindrical
coordinates, respectively. Also, the boundaries are chiefly
isopotential, or Dirichlet, boundaries.

Disk Electrode Field. The electric field around a disk
electrode applied to a large volume of tissue is a much more
complex geometry (Fig. 23). This geometry was solved
analytically by Wiley and Webster (48) for the V¼ 0
reference electrode located at r¼þ1 and z¼�1. The
electrode is an isopotential surface (@V/@r¼ 0) and the air
is insulating (zero flux, @V/@z¼ 0); and at the edge of the
disk (r¼a) the field must satisfy two mutually exclusive
boundary conditions. The consequence is that the electric
field and current density both increase without bound at

the electrode edge, r¼a (48):

Jzðr; 0Þ ¼
J0

2 1 � ðr=aÞ2
h i1=2

ð12Þ

where J0¼ I/pr2, the average current density. Figure 24
plots the normalized surface current (J0¼ 1) density versus
normalized radius under the electrode. For radii less than
� 0.89a the current density is less than the average value.
This is at first glance an alarming result: It is not obvious
why burns do not result at the edge of every electrode.
There are three mitigating factors. First, the singularity at
r¼a is an integrable singularity—meaning that one may
integrate Jz(r,0) from r¼ 0 to r¼a and get a finite result
(i.e., integral {Jz dA}¼ I, the total current). Second, actual
electrodes do not have mathematically sharp edges, but
rather are filleted. Third, heat transfer dissipates the
temperature rise at the edge and even though qgen

increases without bound (in a microscopic sense) the tem-
perature rise at the edge reaches a finite maximum—still
much higher than that at the center of the electrode,
however.

The electric fields near a disk electrode, such as that
used to ablate myocardium (Fig. 11) is very similar to the
analytical solution. Figure 25 is the result of a quasi static
Finite Element Method (FEM) calculation for the geometry
used to create Fig. 11. The assumed electrode potential is
50 V(rms), and the isopotential lines (25a) are not signi-
ficantly different in shape from those of the analytical
solution (48). The electric field (current density lines) lines
(Fig. 25b) are very crowded at the edge of the electrode, as
expected from the above discussion. The result is that the
volume power density, qgen, (Fig. 25c) is higher by a factor of
1000 or more (see the 12 W�cm�3 contour) than about one
electrode radius away (cf. to the 0.062 W�cm�3 contour).

Needle Electrode Field. Needle electrodes are often used
to desiccate or coagulate small lesions. They are also used
to shrink corneal collagen to change its curvature, as was
discussed above (in the section Ablation, Coagulation and
Tissue Fusion). The electric field around the tip of such an
electrode is extremely high compared to the average value.
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Figure 22. Geometry for coaxial cylinder electrode example. The
outer cylinder typically comprises the return electrode, V2¼ 0.

Figure 23. Solution geometry for disk electrode applied to infinite
medium. Return electrode, V¼ 0, located at r¼1 and z¼�1.
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Figure 24. Normalized surface current density under the elec-
trode from r¼ 0–0.95a.



For comparison, the electric field and corresponding
volume power density field were calculated around a
needle electrode in cornea: Cornea electrical conductivity,
at 1.125 S
m	1, is quite a bit higher that the 0.3 S
m	1

assumed for muscle in previous calculations. An electrical
conductivity of 1.5 S
m	1 was assumed for the aqueous
humor, accounting for the discontinuity in the constant
power density contours at the interface. The results are
shown in Fig. 26 for an assumed electrode potential of
50 V(rms).

Note that the volume power densities are extremely
high compared to the disk electrode calculation due to
the small dimensions of the needle electrode. Power den-
sities of 100 kW
cm	3 have adiabatic (no heat transfer)
heating rates near 27,000 8C
s	1 and will vaporize signifi-
cant amounts of water in microseconds. In practice, the
applied voltage is in the neighborhood of 50–80 V (rms),
however, pulsed rf is used with pulse times in the neigh-
borhood of 15 ms. Vaporization begins during the first rf
pulses in a very small volume around the electrode tip.
Subsequent drying near the tip causes the dominant heat-

ing field to advance from the tip toward the surface while
the overall impedance decreases due to an average increase
in temperature around the electrode. At the higher
voltage settings the heating may be sufficient to cause
the impedance to increase near the end of rf activation
due to drying in the cornea (49).

Bipolar Forceps Electrode Field. The bipolar forceps
electrodes typically used in vessel sealing are essentially
flat plate electrodes. The electric field between them is
nearly uniform, with some small electrode edge effect.
Figure 27 is a representative FEM calculation assuming
an applied potential of 50 V(rms) and electrode separation
of 2 mm. Here the power densities are in the neighbor-
hood of 150–200 W
cm	3. The calculations have again
assumed a uniform electrical conductivity of 0.3 S
m	1

while the actual value is a complex combination of collagen
(s¼ 0.26–0.42 S
m	1 depending on orientation), elastin
(s¼ 0.67–1.0 S
m	1 depending on orientation) and smooth
muscle (s¼ 0.3 S
m	1).
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Figure 25. Circular disk electrode
FEM model results. Muscle conduc-
tivity 90.3 S
m	1. (a) Potential field,
V(r,z). (b) Electric field streamlines.
(c) Volume power density with con-
tours at 0.062, 0.86, and 12 W
cm	3.

Figure 26. Needle electrode in cornea, FEM model
results. Cornea conductivity 1.125 S
m	1, aqueous
humor 1.5 S
m	1. (a) Potential field V(r,z) for 50 V
(rms) electrode potential. (b) Electric field stream-
lines. (c) Volume power density with contours at 115,
3.2, and 0.098 kW
cm	3.



SUMMARY

Radio frequency current has been used for many years to
reduce time under anesthesia and improve the clinical
result. The ability to simultaneously cut tissue and coagu-
late blood vessels greatly reduces morbidity and mortality,
and enables a large number of procedures that are other-
wise not possible, especially in neurosurgery. Electrosur-
gery is one of several energy sources making substantial
contributions in surgery, sources that include: lasers,
microwaves, ultrasound, micromechanical disruption,
and cryogenics. The major advantage of electrosurgery
over the other modes originates from its ability to shape
the treated tissue volume by design of the applicator
electrode geometry alone. Consequently, a single electro-
surgical generator is capable of a wide range of applications
from various forms of coagulation and tissue fusion to
cutting, either through an endoscope or in open procedures,
either microsurgery or, as it were, macrosurgery. Since the

electrodes are in contact with tissue, apposition pressure
may be applied to improve the fusion probability. Electrode
contact also gives the surgeon tactile feedback not char-
acteristic of many of the other energy sources.

Useful predictions of clinical outcomes may be made
with quasistatic electric field models coupled to transient
thermal models including kinetic formulations of damage
accumulation. Numerical model work can be used (1) to
study trends due to uncertainty in tissue properties or
changes in electrode voltage, current, power, or time of
application; (2) to reveal discontinuities in the electric field
due to boundary, conditions; and (3) to study the relative
importance of each of the governing physical phenomena
individually. When trends in the model match experimen-
tal results, one knows that all of the relevant physical
phenomena have been included and the surgical process
is well understood.

As with any such source of energy there are hazards in
the use of electrosurgery. The hazards may be minimized,
but not eliminated. Nevertheless, the advantages of use far
outweigh the disadvantages, particularly in several very
important procedures. The best safeguard is an informed
and vigilant user population.
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INTRODUCTION

The word endoscope is derived from two Greek words, endo
meaning ‘‘inside’’ and scope meaning ‘‘to view’’. The term
endoscopy is defined as, ‘‘using an instrument (endoscope) to
visually examine the interior of a hollow organ or cavity of
the body.’’ In this second edition of the Encyclopedia of
Medical Devices and Instrumentation, we will revisit the
excellent background provided in the first edition, and then
move on from the conventional ‘‘view’’ of endoscopes and
endoscopy to a more global ‘‘view’’ of how light can be
delivered inside the body and the myriad light-tissue inter-
actions that can be used for both diagnostic and therapeutic
procedures using endoscopes. We will update the medical
uses of endoscopy presented in the first edition, and then
look at the medical specialties that have new capabilities in
endoscopy since the first edition; cardiology and neurosur-
gery. This will be by no means an exhaustive list, but instead
a sampling of the many capabilities now available using
endoscopes. We will also present new delivery devices
(fibers, waveguides, etc.) that have been introduced since
the optical fiber to allow a broader range of wavelengths and
more applications that deliver light inside the body.
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HISTORY

Pre-1800s

Endoscopy had its beginnings in antiquity with the inspec-
tion of bodily openings using the speculum, a spoon-shaped
instrument for spreading open the mouth, anus, and
vagina. Another instrument of fundamental importance
to endoscopy is the catheter, as it has been used to evacuate
overfilled bladders for more than 3000 years. Catheters
and a rectoscope were used by Hippocrates II (460–377 BC),
where inspection of the oral cavity and of the pharynx was
routine, including operations on tonsils, uvula, and nasal
polyps. This trend continued for the better part of two
millennia.

1800–1900

In 1804, Phillip Bozzini came upon the scene with the
Lichtleiter, and attempts were made to view into the living
body through the endoscope’s narrow opening (1). It took
almost 100 years to achieve this goal. These prototype
endoscopes consisted of hollow tubes through which light
of a candle, and even sunlight, was projected in order to
visualize the inside of a bodily opening. The Lichtleiter, the
light conductor, consists of two parts: (1) the light container
with the optical part; and (2) the mechanical part, which
consists of the viewing tubes fitted to accommodate the
anatomical accesses of the organs to be examined. The
apparatus is shaped like a vase, is � 35 cm tall, made of
hollow lead, and covered with paper and leather. On its
front is a large, round opening divided into two parts by a
vertical partition. In one half, a wax candle is placed and
held by springs such that the flame is always in the same
position. Concave mirrors are placed behind the candle and
reflect the candle light through the one-half of the tube onto
the object to be examined. The image of the object is then
reflected back through the other half of the tube to the eye
of the observer. Depending on the width of the cavity to be
examined, different specula were used. These specula con-
sisted of leaves that could be spread open by use of a screw
device in order to expand the channels. An example is
shown in Fig. 1.

In 1828, the physicist C. H. Pfaff mentioned that pla-
tinum wires could be made incandescent through electric
current. The glowing platinum wire has a desirable side
effect; its white-hot heat illuminates the cavity of a surgical
field so brightly that it provided the first internal light
source. In 1845, the Viennese dentist Moritz Heider was
the first to combine the illumination and tissue heating
capabilities of the platinum wires when he cauterized a
dental pulp with this method. However, the simultaneous
heat that is produced by the wire is so intense that it was
difficult to attach to the tip of small endoscopes. The term
endoscopy was first used in the medical literature in 1865
by two French physicians, Segals and Desmoreaux. In
1873, Kussmaul, successfully passed a hollow tube into
the stomach of a sword-swallower. Observation was limited
because these long stiff hollow tubes were poorly lit by sun,
candlelight, and mirrors. It took the advent of X rays to
prove the swallowing of a sword was not a trick (2). Later
that year, Gustave Trouvé, an instrument maker from
Paris, introduced the polyscope at the World Exhibition
in Vienna. His polyscope took many forms; rectoscope,
gastroscope, laryngoscope, and cystoscope for looking into
the rectum, stomach, larynx, and urinary tract, respec-
tively. Trouvé was responsible for the idea of using electric
current successfully for endoscopic illumination by placing
the light source at the tip of the instrument, and the first to
accomplish internal illumination. He was also the first to
utilize a double prism for two observers by splitting the
field with a Lutz prism by 908, and incorporated a Galilean
lens system, which magnified 2.5-fold, but did not enlarge
the visual field. In 1876, Maximillian Nitze started his
work on the urethroscope, and by the fall of 1877 he had
instruments for illumination of the urethra, bladder, and
larynx that used the platinum wire illumination method.
Nitze also reported the first cystoscopy of the urinary
bladder in 1877. As early as 1879, Nitze had his instrument
patented for bladder, urethra, stomach, and esophagus in
both Europe and the United States. The use of fiber optics
was foreshadowed by Dr. Roth and Professor Reuss of
Vienna in 1888 when they used bent glass rods to illumi-
nate body cavities. With the invention of the light bulb by
Thomas Edison, small light sources could be attached to
the tip of the endoscopes without the need for cooling. The
mignon lamp with a relatively small battery to operate it,
led the next resurgence in endoscopy.

1900–Present

It was not until the early 1900s, however, that endoscopy
became more than a curiosity. With the advancement of
more sophisticated equipment and the discoveries of elec-
trically related technologies, illumination capabilities were
greatly improved. New and better quality lenses, prisms,
and mirrors dramatically enhanced the potential applica-
tions of endoscopy and opened up new avenues of applica-
tion. During this period, Elner is credited in 1910 with the
first report of a technically advanced gastroscope (3) to
view the stomach, and only 2 years later, Sussmann
reported the first partially flexible gastroscope, which uti-
lized screw systems and levers to contort the scope’s shaft
(4). The diagnostic merit of endoscopy was beginning to be
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Figure 1. Phillip Bozzini’s Lichtleiter endoscope.



realized, as an atlas of endoscopic pathologies was being
developed (5). Methods for saving images of the scene
under investigation ranged from the early metal halide
photographic process to 35 mm film cameras. Cameras
were attached on view ports to allow simultaneous docu-
mentation of the view that the endoscopist had. Only
within the last few decades has the use of digital photo-
graphy been applied to the field of endoscopy, with an
enhancement in diagnostic potential because of digital
signal processing capabilities. In spite of the technical
advances, problems with heat produced at the tip, blind
spots in the field of view, and organ perforation limited the
widespread use of endoscopes.

The most significant technological development began
in the 1950s with the introduction of fiber optics. These
thin glass or plastic optical fibers (on the order of 1 mm)
allowed for ‘‘cold light’’ illumination at the tip, controlled
flexibility to remove blind spots, and with quality image
transmission opened up photographic capabilities, thus
improving previous limitations. The use of fiber optics also
allowed for the incorporation of ancillary channels for the
passage of air, water, suction, and implementation of
biopsy forceps or instruments for therapeutic procedures.
Obviously, the most significant capabilities fiber optics
has brought to endoscopes are their small size, flexibility,
and ability to deliver laser light. Lasers are now used in
both diagnostic and therapeutic procedures. In fact, the
overwhelming advantage of using laser light is that it can
act as both a diagnostic and therapeutic light source, and
often in the same endoscope. Let us now look briefly at the
theory behind efficient propagation of light in an optical
fiber.

LIGHT DELIVERY WITH OPTICAL FIBERS

Efficient light delivery is made possible in solid-core optical
fibers by use of total internal reflection. Total internal
reflection (TIR) is achieved at the interface between two
media when the incident medium has a refractive index
larger than the transmitting medium, ni>nt, and the
angle of incidence is greater than the critical angle. The
critical angle is defined as the angle of incidence i where the
transmitted angle t goes to 908, and with no transmittance
there is total internal reflection. For a given interface
where ni and nt are known, the critical angle can be
calculated from Snell’s law as (6)

ucritical ¼ sin	1ðnt sin ut=niÞ ð1Þ

For the optical fiber, TIR is achieved by designing the
core refractive index ni to be greater than the cladding
refractive index nt, and by focusing the input light so that it
propagates along the axis of the fiber thereby maintaining
a large angle with respect to the interface between core and
cladding (see Fig. 2). Apart from choosing a fiber material
that has close to lossless transmission at the wavelength of
choice, one needs to focus the light beam so that the
diameter of the fiber core is at least three times the radius
of the input light beam and the cone of convergent focused
light of angle 2 is less than the acceptance cone of the fiber
core. The acceptance half-angle of the fiber is related to the

NA and the refractive indexes by

NA ¼ n0 sin u ¼ ðn2
i 	 n2

t Þ
1=2 ð2Þ

Numerical apertures for solid-core fibers range from 0.2
to 1 for fibers in air, where n0¼ 1.0, and are a measure of
the light gathering capability of a fiber. An NA of 1 indi-
cates that essentially all light incident at the fiber, even
light near a 908 angle of incidence, can be launched into the
fiber. In practicality, the NA approaches 1 and focusing and
transverse mode distribution then play an important role
in efficient light coupling. This is the case for unclad single-
crystal sapphire fibers where the NA approaches one. For
hollow-core waveguides (HWGs) the same rules apply for
efficient coupling, that is, core diameter at least three times
the radius of the input light beam and the convergence
angle of the focused light u less than the acceptance angle of
the waveguide. Waveguiding is accomplished by coating
the inside of the HWG with a metallic or dielectric coating
depending on the desired wavelength. Fibers are available
in diameters from several micrometers, for single-mode
transmission, to � 1 mm, for multimode fibers. A propagat-
ing mode in a fiber is a defined path in which the light
travels. Light propagates on a single path in a single-mode
fiber or on many paths in a multimode fiber. The mode
depends on geometry, the refractive index profile of the
fiber, and the wavelength of the light. In the next section,
we will look at the many different kinds of ‘‘optical fibers’’
that have become available since the previous edition and
the myriad wavelengths that are now available for diag-
nostic and therapeutic procedures through endoscopes.

NEW ‘‘OPTICAL FIBER’’ DEVICES

There are now available to the endoscopist an array of
different light delivery devices that can be incorporated
into an endoscope. Conventional silica glass fibers transmit
wavelengths from the visible (400 nm) to the mid-infrared
(IR) (2.5mm). New solid-core fibers are available for the
transmission of IR wavelengths; these include germanium-
oxide glass, fluoride glass, sapphire (out to 5mm), and
silver halide fibers (out to 30mm) (7–9). In addition to
the conventional solid-core optical fiber, there are now
fibers available that have a hollow core and fibers that
are intentionally ‘‘holey’’, that is to say they have a solid
core with an array of periodic holes that run the length of
the fiber. The hollow waveguides come in two flavors, but
each efficiently transmits IR wavelengths.

The first hollow waveguide is a small silica tube that is
metal coated on the inside and efficiently transmits IR light
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Figure 2. Light coupling into an optical fiber with core refractive
index ni and cladding refractive index nt, and the associated in-
cident angles (u and ui), refracted angles, and their ray trajectories.
The numerical aperture (NA) is a measure of the acceptance
angle u of a fiber.



from � 2 to 10mm. These HWGs can be optimized for
transmission of 2.94mm Er:YAG laser light or 10.6mm
CO2 laser light, and can therefore handle high laser power
for therapeutic procedures (Polymicro Technologies, LLC).
The second HWG is known as a photonic bandgap fiber
(PBG) and is made from a multilayer thin-film process,
rolled in a tube, and then heat drawn into the shape of a
fiber. These PBG fibers are designed to transmit IR wave-
lengths, but only over a narrow band of 1–2mm, for exam-
ple, 9–11mm for delivery of CO2 laser light (Omniguide
Communications, Inc.). The ‘‘holey’’ fibers are silica fibers
that have been very carefully etched to create holes in a
periodic pattern about the center of the core that span the
length of the fiber. The pattern of these holes is chosen to
propagate light very efficiently at a particular band of
wavelengths, hence these fibers can be designed for a
particular application; to-date largely in the visible and
near-IR.

With each of these new fibers there are trade-offs in
flexibility, transmission bandwidth, and ability to handle
high power laser light. There are also differing fiber needs
for diagnostic and therapeutic application. Diagnostic ima-
ging fibers, for example, require a large NA for high light
gathering capability. Comparatively, a therapeutic fiber
endoscope may require a small NA to confine the delivery of
the high power laser light to a specific region. This can also
be achieved by use of evanescent waves launched at the
interface between a high refractive-index optic and the
tissue. Evanescent waves are different from the freely
propagating light that typically exits fibers in that it is a
surface wave. This surface wave only penetrates into the
tissue on the order of the wavelength of the light. For
typical wavelengths in the visible and IR, this amounts
to light penetration depths on the order of microns, appro-
priate for very precise delivery of light into tissue. Both
diagnostic and therapeutic applications have been demon-
strated by coupling a high refractive-index conic tip (sap-
phire and zinc sulfide) to a HWG (see Fig. 3) (10). The

diagnostic capability allows Fourier transform infrared
(FTIR) spectroscopy to be performed on living (In vivo)
tissue, where, for example, fatty tissues can be distin-
guished from normal intimal aorta tissue. Through the
same HWG catheter, tissue ablation of atherosclerotic
plaque has proven the therapeutic capabilities. These
diagnostic and therapeutic applications can potentially
take advantage of evanescent waves, HWGs, and mid-
infrared FT spectroscopy in the 2–10 mm wavelength range
(10).

A hybrid optical fiber consisting of a germanium trunk
fiber and a low OH silica tip has shown the ability to
transmit up to 180 mJ of Er:YAG power for applications
requiring contact tissue ablation through a flexible endo-
scope (11). This pulse energy is more than sufficient for
ablation of a variety of hard and soft tissues.

Next, we will look at the potential influence these new
light delivery systems may have in endoscopy.

MEDICAL APPLICATIONS USING ENDOSCOPY

Endoscopy has had a major impact on the fields of medicine
and surgery. It is largely responsible for the field of mini-
mally invasive surgery. The ability to send diagnostic and
therapeutic light into the body via minimally invasive
procedures has reduced patient discomfort, pain, and
length of hospital stay; and in some cases has dramatically
changed the length of stay after a procedure from weeks to
days. Optical fibers have had a profound effect on endo-
scopy, and in doing so, dramatically changed medicine and
surgery. These small, flexible light pipes allowed physi-
cians to direct light into the body where it was not thought
possible, and even to direct laser light to perform micro-
surgeries in regions previously too delicate or intricate to
access.

In this section, we will examine the state of endoscopy in
arthroscopy, bronchoscopy, cardiology, cystoscopy, fetoscopy,
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Figure 3. An example of a HWG endoscope. Both diagnostic and therapeutic applications have
been demonstrated by coupling a high refractive-index conic tip (sapphire and zinc sulfide) to a
HWG. In this geometry with two waveguides, diagnostic spectrometer light can be coupled into the
tip in contact with tissue via one waveguide and sent back to a detector via the other waveguide.



gastrointestinal endoscopy, laparoscopy, neurosurgery,
and otolaryngology.

Arthroscopy

Arthroscopy had its birth in 1918 when Takagi modified a
pediatric cystoscope and viewed the interior of the knee of a
cadaver (12). Today its use is widespread in orthopedic
surgery with major emphasis on the knee joint. Arthro-
scopy has had a major impact on the way knee surgery is
performed and with positive outcomes. The surgery is
minimally invasive often with only two small incisions;
one for an endoscope to visualize the interior of the knee,
and another to pass microsurgical instruments for treat-
ment. Presently, endoscopes have the ability to view off-
axis at a range of angles from 0 to 1808, with varying field-
of-view (see Fig. 4). The larger the field-of-view the more
distorted the image, as in a fish-eye lens. A 458 off-axis
endoscope, for example, with a 908 field-of-view can be
rotated to visualize the entire forward-looking hemisphere.

The most common procedure is arthrotomy, which is
simply the surgical exploration of a joint. Possible indica-
tions include inspection of the interior of the knee or to
perform a synovial biopsy. Synovia are clear viscous fluids
that lubricate the linings of joints and the sheaths of
tendons. Other indications include drainage of a hematoma
or abscess, removal of a loose body or repair of a damaged
structure, such as a meniscus or a torn anterior cruciate
ligament, and the excision of an inflamed synovium (13,14).

Future directions in orthopedic surgery will see endo-
scopes put to use in smaller joints as endoscopes miniatur-
ize and become more flexible. The ultimate limit on the
diameter of these devices will likely be 10s of micrometers,
as single-mode fibers are typically 5–10 mm in diameter.
These dimensions will allow for endoscopy in virtually
every joint in the body, including very small, delicate joints.
Work in the shoulder and metacarpal-phalanges (hand–
finger) joints is already increasing because of these new
small flexible fiber optic endoscopes.

Bronchoscopy

Bronchoscopy is used to visualize the bronchial tree and
lungs. Since its inception in the early 1900s bronchoscopy
has been performed with rigid bronchoscopes, with much
wider application and acceptance following the introduc-
tion of flexible fiber optics in 1968. An advantage of the
equipment available is its portability, allowing procedures
to be done at a patient’s bedside, if necessary. With the
introduction of fiber optics, in 1966, the first fiber optic
bronchoscope was constructed, based on specifications and
characteristics that were proposed by Ikeda. He demon-
strated the instrument’s use and application and named it
the bronchofiberscope. Development over the last several
decades has seen the use of fiberoptic endoscopes in the
application of fiberoptic airway endoscopy in anesthesia
and critical care. These endoscopes have improved the safe
management of the airway and conduct of tracheal and
bronchial intubation. Fiber optic endoscopy has been par-
ticularly helpful in the conduct of tracheal and bronchial
intubation in the pediatric population.

Bronchoscopy is an integral part in diagnosis and treat-
ment of pulmonary disease (15,16). Bronchoscopic biopsy of
lung masses has a diagnostic yield of 70–95%, saving the
patient the higher risk associated with a thoracotomy.
Pulmonary infection is a major cause of morbidity and
mortality, especially in immuno-compromised patients,
and bronchoscopy allows quick access to secretions and
tissue for diagnosis. Those patients with airway and/or
mucous plugs can quickly be relieved of them using the
bronchoscope. Another diagnostic use of the bronchoscope
is pulmonary alveolar lavage, where sterile saline is
instilled into the lung then aspirated out and the cells in
the lavage fluid inspected for evidence of sarcoidosis, aller-
gic alveolitis, for example. Lavage is also of therapeutic
value in pulmonary alveolar proteinosis.

Bronchoscopy is usually well tolerated by the patient
with complications much less than 1% for even minor
complications. Laser use has also allowed for significant
relief of symptoms in cancer patients.

Cardiology

Early developments in minimally invasive cardiac surgery
included the cardiac catheter (1929), the intra-aortic bal-
loon pump (1961), and balloon angioplasty (1968). Endo-
scopy in cardiology has largely focused on using
intravascular catheters to inspect the inside of blood ves-
sels and more recently the inside of the heart itself. Cathe-
ters are thin flexible tubes inserted into a part of the body to
inject or drain away fluid, or to keep a passage open.
Catheters are similar to endoscopes, and they also have
many diagnostic and surgical applications.

For diagnostic purposes, angiography uses X rays in
concert with radio-opaque dyes (fluoroscopy) to look for
blockages in vessels, usually the coronary arteries that
supply oxygenated blood to the heart. A catheter is intro-
duced into the femoral artery and sent up the aorta and
into the coronary arteries to assess blood flow to the heart.
The catheter releases the dye and real-time X-ray fluoro-
scopy tracks the dye as it is pumped through the coronary
artery. Angiography in concert with intravascular
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Figure 4. Arthroscope and internal components used to view the
interior of knee joint space.



ultrasound (IVUS) is the currently accepted diagnostic in
cardiology (17–21). IVUS emits acoustic energy out the tip
of a catheter and listens for echoes to image the inside of
coronary arteries (see Fig. 5). An IVUS image is a cross-
sectional view of the blood vessel, and complements the
X-ray fluoroscopy image. The IVUS has been used to assess
atherosclerotic plaques in coronary arteries and has been
very successful at guiding the placement of stents. Stents
are expandable metal mesh cages in the shape of cylinders
that act as scaffolding to open obstructions in vessels
caused by atherosclerosis.

Another technique showing promise in endovascular
imaging uses light. The light-driven technology, optical
coherence tomography (OCT), is successful at detecting
fatty plaques, including those that are vulnerable to rup-
ture. Figure 6 compares OCT images of coronary artery to

conventional histology (LightLab Imaging, Inc.). Visible
are the necrotic core of an atherosclerotic plaque and the
thin cap at the intimal surface of the vessel. Near-IR light
has been used diagnostically for differentiating between
oxygenated and deoxygenated blood in myocardium (22–
24). The NIR light in the 2–2.5 mm wavelength range has
also been used to characterize myocardial tissue (25). In
this wavelength range, the absorption due to water is
declining through a local minimum, while there are absorp-
tion peaks in fat at 2.3 and 2.4mm that show distinct
spectral signatures. It has also been suggested that IR
light might be used to identify atherosclerotic plaques
(26–29), including plaques that are at high risk of rupture
or thrombosis (30). Arai et al. showed that fibrofatty pla-
ques have characteristic absorbances at mid-IR wave-
lengths of 3.4 and 5.75mm that are significantly greater
than normal aorta tissue (29). Peaks at these wavelengths,
and potentially other subtleties in the absorption spectra
[derived from multivariate statistical analysis (MSA)], can
be targeted for developing a diagnostic profile similar to
that described by Lewis and co-workers for IR and Raman
spectroscopic imaging (31,32). These mid-IR frequencies
may also be optimized for selective therapy via precise
laser surgery (10,33,34).

Surgical laser techniques have become routine over the
past two decades in a number of medical specialties such as
ophthalmology and dermatology. However, in cardiology
initial enthusiasm for fiber optic catheter ablation of ather-
osclerotic plaque (laser angioplasty) waned in the face of
unpredictable vascular perforations, restenosis, and
thrombosis (35,36). Therapeutically, IR light has found
application in transmyocardial revascularization (TMR)
through several partial myocardial perforations (37). Ide-
ally, lasers can ablate tissue with exquisite precision and
nearly no damage to the surrounding tissue. This precision
requires extremely shallow optical penetration, such that
only a microscopic zone near the tissue surface is affected.
This has been accomplished by using short laser pulses at
wavelengths that are strongly absorbed by proteins (193
nm in the UV) (38) or water (3mm in the IR) (39).

Therapeutic techniques using catheters recently have
targeted the atherosclerotic plaque that is deposited in the
vessel wall as we age. The deposition of atherosclerotic
plaque in coronary arteries is important for two reasons;
the arteries are small (1–3 mm), and they supply blood to
the heart muscle itself, so any reduction or blockage of
oxygen-supplying blood to the heart shows up symptoma-
tically as angina or worse, a heart attack. Catheters
equipped with lasers and inflatable balloons have been
used to open these blockages by ablating the plaque or
compressing the plaque back into the vessel wall, respec-
tively. Problems with balloon angioplasty have been vessel
wall perforation, thrombosis (blood clot formation), and
restenosis (reobstruction of the vessel due to an immune
response). Recently, balloon angioplasty was augmented
by the use of stents, as mentioned above. These expandable
cages are opened via a balloon catheter in the vessel lumen
and act as a mechanical scaffold to hold the plaque obstruc-
tion in place on the vessel wall. Stenting, however, still
suffered from restenosis, because of the mechanical injury
induced by the stent. Stents coated with small amounts of
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Figure 5. Image of a blood vessel with a stent using IVUS.
(Courtesy of LightLab Imaging.)

Figure 6. Images of coronary artery comparing OCT with con-
ventional histology. (Courtesy of LightLab Imaging.)



drugs (drug-eluding stents) have met with some success, in
that they are able to retard the regrowth of intimal hyper-
plasia responsible for the restenosis.

Cystoscopy

Endoscopy is an integral part of the practice of urology.
There are many procedures that look inside the urinary
tract using a cystoscope, with typical access through the
ureter (see Fig. 7). Common cystoscopy procedures include
ureteral catheterization, fulguration and or resection of
bladder tumor(s), direct vision internal urethrotomy, inser-
tion of stent, removal of bladder stone, and kidney stone
fragmentation (40,41).

A wide variety of therapeutic accessories are available
for endoscopic treatment, including snares and baskets for
stone removal, and electrohydraulic lithotripsy and laser
delivery for fragmenting large stones (42,43). These pro-
cedures are minimally invasive and, therefore, can be
accomplished with a much lower rate of morbidity and
mortality than would be achieved in an open surgical
procedure.

Laser incision of urethral, bladder neck, and urethral
strictures and fragmentation of kidney stones is being
investigated using flexible endoscopes made from germa-
nium fibers to transport Er:YAG laser light. Bladder neck
strictures are defined as a narrowing or stenosis of the
bladder neck that may result in recalcitrant scarring and
urinary incontinence. A significant number of patients
undergoing surgery for benign or malignant prostate
cancer suffer from bladder neck strictures, and there is
no simple and effective minimally invasive treatment.
The Er:YAG laser can ablate soft tissue � 20–30 times
better than a Ho:YAG laser (2.12mm), which is the laser of
choice in urology. The absorption coefficient is many
orders of magnitude different for these two lasers,
� 10,000 cm	1 for Er:YAG versus 400 cm	1 for the
Ho:YAG. This translates to a 1/e depth of optical penetra-
tion of 1 versus 25mm for these two lasers. Water is the
dominant absorptive chromophore in the tissue in this
mid-IR region of the spectrum. Hence, the Er:YAG is
better suited to procedures where precision is required
in laser ablation of soft tissue.

Fetoscopy

Fetoscopy allows for the direct visualization of a fetus in
the womb. It also allows for the collection of fetal blood
samples and fetal skin sampling, for diagnosis of certain
hemoglobinopathies and congenital skin diseases, respec-
tively (44–46).

The instrument is a small-diameter (1–2 mm) needle-
scope with typical entry through the abdominal wall under
local anesthesia and guided by ultrasound. Optimal view-
ing is from 18 to 22-weeks gestation when the amniotic
fluid clarity is greatest. Once the instrument is introduced,
a small-gauge needle is typically used to obtain blood
samples or small biopsy forceps can be used for skin biopsy.

Complete fetal visualization is not usually achieved.
The procedure has some risk with fetal loss � 10% and
prematurity another 10%. The future of this procedure is
not clear, as it is not currently in general use, despite the
safe and relatively simple prenatal diagnosis it offers. It
has been replaced in many circumstances by ultrasound for
the fetal visualization aspect, but is still valuable for blood
and skin sampling.

Gastrointestinal Endoscopy

The techniques of fiberoptic gastrointestinal (GI) endo-
scopy were developed in the 1960s, but surgeons were slow
to embrace the techniques. These procedures were devel-
oped by gastroenterologists who became skilled practi-
tioners and teachers of the art (see Fig. 8). Gradually,
GI surgeons adopted these procedures, and in 1980 the
American Board of Surgery mandated that endoscopic
training be a part of the curriculum in general surgical
training. Endoscopy has since become an integral part of
surgical education and practice (47). The GI endoscopy is
used in the esophagus, stomach, small bowel and liver,
biliary, colon, and in pediatric endoscopy. There are
numerous accessories available for the GI endoscope. They
include biopsy forceps, graspers, cautery tools, and wire
snares (see Figs. 9 and 10).
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Figure 7. Cystoscope and accessories used for viewing the urin-
ary tract in the medical specialty urology.

Figure 8. Upper intestinal panendoscope for the adult patient.



In the esophagus, endoscopy is used in the dilation of
benign esophageal strictures, balloon dilatation of Achala-
sia, management of foreign bodies and bezoars of the upper
GI tract, and endoscopic laser therapy of GI neoplasms (48–
50). Endoscopy of benign esophageal strictures is a com-
mon procedure performed by gastroenterologists to treat
esophageal narrowing and relieve dysphagia. Achalasia is
a motility disorder of the esophagus characterized by
symptoms of progressive dysphagia for both solids and
liquids with (1) aperistalsis in the body of the esophagus,
(2) high lower esophageal sphincter (LES) pressure, and (3)
failure of the LES to relax. Examples of foreign bodies are
coins, meat impaction, frequently in the elderly population,
sharp and pointed objects, such as, a toothpick, a chicken or
fish bone, needles, and hatpins. Bezoars are a hard mass of
material often found in the stomach and are divided into
three main types: phytobezoars, trichobezoars, and mis-
cellaneous. These bezoars can be managed by endoscopy
dependent on size and location, typically by capture and
removal rather than endoscopic fragmentation. Since the
1970s, the incidence of esophageal adenocarcinoma has
increased more rapidly than any other form of cancer
and now represents the majority of esophageal neoplasms
in the West (51). Esophagectomy is considered the gold
standard for the treatment of high grade dysplasia in
Barrett’s esophagus (BE) and for noninvasive adenocarci-
noma (ACA) of the distal esophagus (52). Barrett’s esopha-

gus is the replacement of native squamous mucosa by
specialized intestinal metaplasia and is known to be the
major risk factor for the development of adenocarcinoma. A
recent study of 45 patients supports the use of endoscopic
surveillance in patients who have undergone ‘‘curative’’
esophagectomy for Barrett’s dysplasia or localized cancer
(53–55). OCT imaging has recently shown the ability to
image Barrett’s esophagus through a small fiber endo-
scope. The GI neoplasm treatment is also particularly
amenable using neodymium-YAG laser palliative treat-
ment of malignancies of the esophagus and gastroesopha-
geal junction as first described by Fleischer in 1982.

For the stomach, endoscopic therapy for benign stric-
tures of the gastric outlet is but one procedure. These
strictures of the gastric outlet are similar to the esophageal
stricture mentioned above. They are most frequently caused
by peptic ulcer disease in the region of the pylorus, although
chronic ingestion of nonsteroidal anti-inflammatory drugs
is a frequent cause as well. Other endoscopic procedures in
the stomach include sclerotherapy of esophageal varices
(abnormally swollen or knotted vessels, especially veins),
percutaneous endoscopic gastrostomy and jejunostomy,
injection therapy for upper GI hemorrhage, and thermal
coagulation therapy for upper GI bleeding.

In the small bowel and liver, enteroscopy is an endo-
scopic procedure to directly inspect the small bowel mucosa
and take biopsies by enteroscopy from selected sites in the
jejunum and proximal ileum. Until the recent development
of the enteroscope, these parts of the small bowel were not
possible to endoscopically evaluate. Enteroscopy is in its
technological infancy. It presently allows for access to the
most proximal aspects of the small bowel to obtain tissue at
bleeding lesions. However, it cannot be utilized to ade-
quately visualize the entire mucosa.

Endoscopy in the biliary system is used to perform
sphincterotomies, papillotomies and stent insertions, to
manage large bile duct stones and malignant biliary stric-
tures, biliary and pancreatic manometry, and endoscopic
retrograde cholangiopancreatography. The use of endo-
scopes all but changed the surgical technique for gallblad-
der removal and moved its outcome from a major inpatient
surgery to a minimally invasive surgery with only small
incisions for the endoscope.

In the colon, nonoperative and interventional manage-
ment of hemorrhoids is performed with endoscopes. Other
procedures include dilatation of colonic strictures,
approaches to the difficult polyp and difficult colonic intu-
bation, and clinical approaches of anorectal manometry.
Additionally, colonoscopy is used for investigating irritable
bowel syndrome, Crohn’s disease, and ulcerative colitis
(47,56).

Pediatric endoscopy has been used to perform gastro-
scopy, colonoscopy, and endoscopic retrograde cholangio-
pancreatography. Advances have largely involved the
application of techniques used in adults to the pediatric
patient; this was made possible with the introduction of
smaller fiberoptic endoscopes.

And finally general endoscopy has been used as a-
surveillance program for premalignant lesions, to assess
outpatient endoscopy, and endosonography and echo
probes.
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Figure 9. An end view of the distal tip of a panendoscope illus-
trating the accessory channels and illumination ports.

Figure 10. A polyp wire snare device with retraction handle.



Laparoscopy

Laparoscopy or peritoneoscopy is an important diagnostic
procedure that allows direct visualization of the surface of
many intra-abdominal organs, as well as allowing the
performance of guided biopsies and minimally invasive
therapy. Landmarks in laparoscopic surgery include the
first laparoscopic appendectomy (1983) and the first
laparoscopic cholescystectomy (1987). The first laparo-
scope was an ordinary proctoscope with illumination com-
ing from an electric headlight worn by the endoscopist.
Since then, with the advent of newer technologies, a fiber
optic cable was added to the rigid telescope making flexible
laparoscopes available. Today, despite the advent of var-
ious noninvasive scanning technologies, laparoscopy is still
clinically useful for visualizing and biopsying intra-abdom-
inal tumors, particularly those that involve the liver, peri-
toneum, and pelvic organs (57,58).

The laparoscopic procedure begins with the introduc-
tion of a trocar into the abdomen at the inferior umbilical
crease for insufflation of carbon dioxide gas. A trocar is a
sharply pointed steel rod sheathed with a tight-fitting
cylindrical tube (cannula), used together to drain or extract
fluid from a body cavity. The whole instrument is inserted
then the trocar is removed, leaving the cannula in place.
The gas acts as a cushion to permit the safe entry of sharp
instruments into the peritoneal cavity and enable a better
view. Common procedures include laparoscopic cholecys-
tectomy and laparoscopic appendectomy, laparoscopic
removal of the gallbladder and appendix, respectively.
Laparoscopic cholecystectomy has all but replaced the
conventional surgery for removal of the gallbladder. What
used to involve opening the abdominal cavity for gallblad-
der removal and a 5–7 day stay at the hospital, has been
transformed to a minimally invasive procedure with only a
few days in the hospital. Lastly, laparoscopic sterilization
and abortion are also performed with endoscopes.

Neuroendoscopy

Fiber optics is particularly well suited for the field of
neuroendoscopy for both diagnostic and therapeutic pro-
cedures in the inner brain, because of size, flexibility,
visualization, and laser delivery. We briefly review a case
study that highlights some of the advantages of fiber optic
endoscopes for minimally invasive surgery in the inner
brain.

A recent case report on laser-assisted endoscopic third
ventriculostomy (ETV) for obstructive hydrocephalus
shows the use of diagnostic and therapeutic endoscopy
in neurosurgery (59). Under stereotactic and endoscopic
guidance, multiple perforations in the ventricular floor
using a 1.32 mm neodymium–yttrium–aluminum–garnet
(Nd:YAG) or an aluminum–gallium–arsenide (AlGaAs)
0.805mm diode laser and removal of intervening coagu-
lated tissue ensued with a 4–6 mm opening between third
ventricle and basilar cisterns. These perforations allow for
the cerebrospinal fluid (CSF) to be diverted so that a
permanent communication can be made between the third
cerebral ventricle and arachnoid cisterns of the cranial
base. In a series of 40 consecutive cases, 79% of the patients
had a favorable outcome. This compares well with a recent

series summarizing > 100 patients and long-term follow-
up with success rates ranging from 50 to 84%.

When the 1.32 mm Nd:YAG laser is used, the high
absorption in water requires that the fiber be placed in
contact with the ventricular floor. Conversely, the high
power diode laser’s dispersion-dominant properties can
lead to damage to neural structures around the ventricular
cavity. Therefore, the 0.805 mm diode laser was used in a
contact mode, but only after carbonization of the fiber tip so
that thermal increase of the fiber tip allowing ventricular
floor perforation was due to absorption of the laser energy
by the carbon layer only and not by direct laser–tissue
interaction. The 1.32 mm Nd:YAG laser was found to have
higher efficiency for coagulation and perforation than the
0.805 mm diode laser, and would appear to be the better
choice for neuroendoscopic use in this procedure. The
endoscope allows for visualization and treatment of a very
difficult part of the brain to access, and the use of lasers in
endoscopes is advantageous in cases of distorted anatomy
and microstructures and may reduce technical failures.

In another case of endoscopic-delivered laser light for
therapeutic purpose, an IR free-electron laser (FEL) was
used to ablate (cut) a suspected meningioma brain tumor at
Vanderbilt’s Keck FEL Center (60). A HWG catheter was
used to deliver 6.45 mm IR FEL light to a benign neural
tumor in the first human surgery to use a FEL. The
6.45 mm FEL light is a candidate for soft tissue surgery
because of its ability to ablate (cut) soft tissue with a
minimum of thermal damage to the surrounding tissue;
on the order of micrometers of damage. This is obviously
very important for surgery in the brain where viable,
eloquent tissue may be in contact with the tumorous tissue
that is being removed.

The FEL is a research center device that generates laser
light over a vast portion of the electromagnetic spectrum; to
date FELs have generated laser light from the UV (190 nm)
to millimeter (61). The FEL is beneficial in identifying
wavelengths, particularly in the IR where there are no
other laser sources, for selective laser-tissue interaction.

Otolaryngology

Early use of endoscopes for ear, nose, and throat often
focused on the interior of the ear. The benefit of endoscopes
for diagnosis and therapy had been recognized early on
with the advent of the laser and fiber optics (62–65). Recent
investigations at the University of Ulm on the use of an
Er:YAG laser with a germanium-oxide fiber delivery sys-
tem has focused on tympanoplasty and stapedotomy (mid-
dle ear surgery) (66). The Er:YAG laser was found to be
optimum for operating on the eardrum along the ossicles as
far as the footplate without carbonization, and with sharp-
edged, 0.2-mm-diameter canals ‘‘drilled’’ through the bone.
Using this technique, children with mucotympanon could
have their eardrums reopened in the doctor’s office without
the need for drain tubes.

An endoscope suitable for quantitatively examining the
larynx (vocal chords) uses a green laser and a double
reflecting mirror (67). The device can be clipped onto
the shaft of a commercial rigid laryngoscope. The double
reflecting mirror sends out two beams parallel to one
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another that allows for quantitative morphometry of
laryngeal structures such as, vocal cords, glottis, lesions,
and polyps.

The miniaturization and flexibility of fiber optics has
allowed endoscopes to be applied in the small and delicate
organ of the ear with much success. A case in point for the
unique capabilities that the fiber optic endoscope has that
can be applied to many fields of medicine in a very pro-
ductive manner.

Future Directions

One pressing issue for ‘‘reusable’’ endoscopes is the ability
to guarantee a clean, sterile device for more than one
procedure. With the advent of the World Wide Web
(WWW), many web sites are available to gain information
on endoscopes, as well as the procedures they are used in.
The U.S. Food and Drug Administration (FDA) has a site at
their Center for Devices and Radiological Health (CDRH)
that monitors medical devices and their performance in
approved procedures. The FDA has also created guidelines
for cleaning these devices.

The results of an FDA-sponsored survey, Future Trends
in Medical Device Technology: Results of an Expert Survey
in 1998, expressed a strong view that endoscopy and
minimally invasive procedures would experience signifi-
cant new developments during the next 5 and 10 year
periods leading to new clinical products (68). The 15 parti-
cipants included physicians, engineers, healthcare policy-
makers and payers, manufacturers, futurists and
technology analysts. In interviews and group discussions,
survey participants expressed an expectation of continuing
advancements in endoscopic procedures including fiber
optic laser surgery and optical diagnosis, and a range of

miniaturized devices. Clinically, most participants
expected an emphasis on minimally invasive cardiovascu-
lar surgery and minimally invasive neurosurgery; two new
fields we introduced in this edition. Also predicted were
continuing advances in noninvasive medical imaging,
including a trend to image-guided procedures. Most pro-
found expectations were for developments in functional
and multimodality imaging. Finally, participants observed
that longer term trends might ultimately lead to noninva-
sive technologies. These technologies would direct electro-
magnetic or ultrasonic energy, not material devices,
transdermally to internal body structures and organs for
therapeutic interventions.

Perhaps a stepping-stone on this path is the PillCam
(Given Imaging), a swallowable 11� 26-mm capsule with
cameras on both ends and a flashing light source, used to
image the entire GI tract from the esophagus to the colon.
The PillCam capsule has a field of view of 1408, and enables
detection of objects as small as 0.1 mm in the esophagus
and 0.5 mm in the small bowel. Figure 11 shows the
PillCams used for small bowel (SB) and esophagus
(ESO) procedures and samples of the images obtained.
Shown are examples of active bleeding, Crohn’s disease,
and tumor in the small bowel; and normal Z-line, esopha-
gitis, and suspected Barrett’s in the esophagus. Patient
exam time is 20 min for an esophageal procedure and 8 h
for a small bowel procedure. As the PillCam passes through
the GI tract images are acquired at 2 Hz and the informa-
tion is transmitted via an array of sensors secured to the
patient’s chest and abdomen and passed to a data recorder
worn around the patient’s waist. The PillCam generates
� 57,000 images in a normal 8 h procedure, while the
patient is allowed to carry on their normal activity. An
obvious enhancement of patient comfort.
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Figure 11. The PillCam from Given Imaging and sample images from the small bowel and eso-
phagus. Shown are examples of active bleeding, Crohn’s disease, and tumor in the small bowel; and
normal Z-line, esophagitis, and suspected Barrett’s in the esophagus. The PillCam is a swallowable
11� 26 mm capsule with cameras on both ends and a flashing light source, used to image the entire
GI tract from the esophagus to the colon.



AESOP (formerly Computer Motion and now Intuitive
Surgical) was the first robot, FDA approved in 1994, to
maneuver a tiny endoscopic video camera inside a patient
according to voice commands provided by the surgeon. This
advance marked a major development in closed chest and
port-access bypass techniques allowing surgeons direct
and precise control of their operative field of view. In
1999, one-third of all minimally invasive procedures used
AESOP to control endoscopes.

The da Vinci Surgical System (Intuitive Surgical) pro-
vides surgeons the flexibility of traditional open surgery
while operating through tiny ports by integrating robotic
technology with surgeon skill. The da Vinci consists of a
surgeon console, a patient-side cart, instruments and
image processing equipment (see Fig. 12). The surgeon
operates while seated at a console viewing a 3D image of
the surgical field. The surgeon’s fingers grasp the master
controls below the display with hands and wrists naturally
positioned relative to their eyes, and the surgeon’s hand,
wrist, and finger movements are translated into precise,
real-time movements of endoscopic surgical instruments
inside the patient. The patient-side cart provides up to four
robotic arms, three instrument arms, and one endoscope
arm that execute the surgeon’s commands. The laparo-
scopic arms pivot at the 1 cm operating ports and are
designed with seven degrees of motion that mimic the
dexterity of the human hand and wrist. Operating images
are enhanced, refined, and optimized using image synchro-
nizers, high intensity illuminators, and camera control
units to provide enhanced 3D images of the operative field
via a dual-lens three-chip digital camera endoscope. The
FDA has cleared da Vinci for use in general laparoscopic
surgery, thoracoscopic (chest) surgery, laparoscopic radical

prostatectomies, and thoracoscopically assisted cardiot-
omy procedures. Additionally, the da Vinci System is also
presently involved in a cardiac clinical trial in the United
States for totally endoscopic coronary artery bypass graft
surgery. This technology will likely find application in
vascular, orthopedic, spinal, neurologic, and other surgical
disciplines that will certainly enhance minimally invasive
surgery.

Minimally invasive technologies that enhance the pre-
sent state of endoscopy will continue. The expectation that
microelectromechanical systems (MEMS) technology will
add a plethora of miniaturized devices to the armament of
the endoscopist is well founded, as it is an extension of the
impact that fiber optics had on the field of endoscopy. The
MEMS will likely add the ability to have light source and
detector at the tip of the endoscope, instead of piping the
light into and out of the endoscope. Many other functions
including ‘‘lab on a chip’’ MEMS technology may allow for
tissue biopsies to be performed in situ. This miniaturiza-
tion will likely lead to more capabilities for endoscopes, as
well as, the ability to access previous inaccessible venues in
the body. Endoscopy is poised to continue its substantial
contribution to minimally invasive procedures in medicine
and surgery. This will pave the way for the likely future of
noninvasive procedures in surgery and medicine.
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INTRODUCTION

History of Tissue Engineering

In 1988, researchers gathered at the Granlibakken Resort
in Lake Tahoe, CA under the sponsor ship of the National
Science Foundation (NSF) to develop the fundamental
principles of tissue engineering as an emerging technology.
Based on an earlier proposal by Dr. Y.C. Fung to develop an
Engineering Research Center focused on the engineering
of living tissues, NSF held several meetings that led to the
decision to designate tissue engineering as a new emerging
field. A formal definition was finally agreed upon at the
Granlibakken workshop. Based on this meeting, tissue
engineering is defined as ‘‘the application of the principles
and methods of engineering and the life sciences toward
the fundamental understanding of structure–function
relationships in normal and pathological mammalian tis-
sues and the development of biological substitutes to
restore, maintain, and improve function’’ (1). This was
further refined in 1992 by Eugene Bell who developed a
list of more specific goals:

1. Providing cellular prostheses or replacement parts
for the human body.

2. Providing formed acellular replacement parts cap-
able of inducing regeneration.

3. Providing tissue or organ-like model systems popu-
lated with cells for basic research and for many
applied uses such as the study of disease states using
aberrant cells.

4. Providing vehicles for delivering engineered cells to
the organism.

5. Surfacing nonbiological devices (2).

These discussions eventually culminated in the pioneer-
ing review article by Langer and Vacanti in 1993 (3). The
general strategies to create engineered tissue would
include the isolation of cells or cell substitutes, the use
of tissue-inducing substances, and development of three-
dimensional (3D) matrices on which to grow tissue.
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Much of tissue engineering owes its beginnings to recon-
structive surgery and internal medicine. In the sixteenth
century, Gaspare Tagliacozzi developed a method for nasal
reconstruction using flaps of skin taken from the arm and
grafted onto the injury site (4). With the scientific devel-
opment of the germ theory of disease and the sterile
techniques that were introduced, modern surgery became
established as a means to treat patients with internal
injuries. In the late nineteenth century, surgeons used
veins and arteries as conduits to enhance the nerve regen-
eration (5). World War I saw improvements in reconstruc-
tive surgery as doctors were able to hone their skills due to
the number of soldiers injured in battle. Reconstructive
surgery had it limitations in terms of the availability of
biological material. By the 1940s, much progress had been
made in understanding the function of the immune system
is accepting tissue from a donor. This eventually led to the
first successful organ transplant (kidney) in 1954. The next
50 years, would see tremendous advances in organ trans-
plants as well as in immunosuppressive drug therapy.

An alternative to organ transplant has been the devel-
opment of artificial devices to mimic biological function.
The mid-nineteenth century also saw the rise in the use of
prosthetic limbs that would initiate the use of artificial
devices to replace biological functions. Artificial limbs were
used as far back as the Dark Ages to assist knights heading
off to battle. The intervening centuries saw improvements
over such devices through the use of stronger, lighter
materials, and a better understanding of biomechanics
(6). Besides limbs, artificial devices have also been
invented to replace the function of certain internal organs.
The dialysis machine was created in the 1940s to assist
patients with acute renal failure. In 2001, an implantable
artificial heart was first used in a human. While many
advances have been made in artificial devices, some of the
drawbacks include the breakdown of the artificial materi-
als, a lack of interaction with the human body, and the
inability to self-renew.

The modern era of tissue engineers seeks to overcome
the limitations of reconstructive surgery, organ transplan-
tations, and prosthetic devices by creating functional, com-
pletely biocompatible tissues and organs. Since the late
1980s, the field of tissue engineering has grown exponen-
tially and continues to draw scientists from diverse fields,
from the biological and medical sciences to engineering and
materials science.

THEORY

Tissue engineering adds to the modern health care system
by providing the tools to assist in the repair of tissue and
organs damaged by injury and disease. An exact replica of
the tissue could potentially be grown in the lab and later
inserted into the patient. Alternatively, precursors may be
placed in the body with the expectation that it will develop
into fully formed functional tissue. Also, devices may be
implanted into the body to encourage the regeneration of
already existing tissue in the body.

Engineered tissue is created by combining relevant cells
and chemical factors within a 3D matrix that serves as a

scaffold (Fig. 1). Sterile cell culture techniques allows for
the expansion of cells in vitro to obtain sufficient quantities
for use in engineered tissue. Cells can originate from the
patient, another donor, or even animal tissue. As our
understanding of biochemical cues during development
expands, tissue formation can be better controlled through
the delivery of pertinent growth factors or through the
interaction of complex multiple cell cultures. Scaffold
materials may be biological (collagen, extra cellular
matrix) or synthetic. Synthetic materials can be designed
to mimic the extra cellular matrix and may be infused with
chemical factors to support tissue regeneration. Since the
discovery and availability of synthetic polymers in the
1940s, scientific advances have made these materials bio-
degradable and biocompatible.

Cellular Processes

During the formation of tissue, either during development
or in the lab, cells undertake many different processes. In
order to maintain the integrity of the tissue, the cells tissue
must adhere to others as well as to the surrounding matrix
material. Certain cells must migrate through the 3D space
in order to properly position themselves within the tissue.
Once in position, they must also continue to multiply to
provide adequate tissue growth. Vascularization and
innervation of the tissue is required to complete integra-
tion of the engineered tissue with its surroundings. Tissue
derived from donor material also has immune concerns.

Development. Engineered tissue is best created by
mimicking the processes that occur during development
(7). Following fertilization, the zygote divides until the
blastocyst is formed. The early embryonic tissue is com-
prised of two cell phenotypes: epithelial cells and migratory
mesanchymal cells. The transformation between these
cells is regulated by growth factors, the extra cellular
matrix, and intracellular signaling. As the embryo devel-
ops, these cells will become diversified as they commit to
various tissue forms. These cells will eventually differenti-
ate into the various cell types found in the body.

Morphogenesis describes the cascade of events that
leads to the spatial pattern formation of the developing
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embryo. Regeneration of tissue mimics this process. Spe-
cific chemical factors, called morphogens, provide informa-
tion on the pattern via diffusion. The combination of
various morphogens due to diffusion leads to complex
pattern formation. One well-studied example is the devel-
opment of bone. Several bone morphogenic factors have
been isolated and observed to affect the bone and cartilage
morphogenesis and formation. Also, BMPs have been
implicated in the development of tissue as diverse as skin,
eye, heart, and kidney. These morphogens have the poten-
tial to assist in the engineering of bone tissue.

Adhesion. Tissue is held together by the adhesion
processes between different cells and the cells and extra-
cellular matrix. The cell–cell interactions consist of tight,
anchoring, and communication junctions. Tight junctions
are composed of transmembrane proteins that form con-
nections between cells. More contact points will decrease
the permeability between the cells so that the tissue can
become essentially impermeable. This is typically found
with epithelial cells, as in the intestinal, reproductive, and
respiratory tract, where the barrier that is formed is
essential to function.

Anchoring junctions are loosely held connections that
take advantage of the cytoskeleton. With adherens junc-
tions, actin filaments of the cytoskeleton are connected and
linked to integrins on the cell exterior. These integrins
form focal contacts that interact with cadherins found on
the surface of other cells. The focal contacts can also
interact with extracellular domains. With the involvement
of the cytoskeleton, these junctions can also affect cell
function by providing a mechanism to signal changes in
cell growth, survival, morphology, migration, and differ-
entiation.

Desmosomes are similar to adherens junctions, but they
involve intermediate filament protein, such as vimentin,
desmin, and keratin. These junctions connect with other
cells via cadherins. A similar junction called the hemides-
mosome behaves in the same manner, but connects with
basal lamina proteins via integrin.

Communication junctions are those that provide direct
communication between cells. These are large proteins
that form pore structure that connects the two cells. These
large pores (connexons) allow the transport of molecules
between cells. These junctions are commonly found
between neurons for rapid signal conduction.

In order to connect with other cells or the extracellular
matrix, the junction proteins must interact with some
receptor molecule. Integrins will bind with the amino
acid sequence arginine-glycine-aspartic acid (RGD). This
sequence is found in several proteins, such as collagen and
fibronectin and these peptides can be incorporated onto
other surfaces in order to improve cell adhesion. Cadherin–
cadherin binding is mediated via Ca2þ. Without the pre-
sence of Ca2þ, the connection is subject to proteolysis. The
Ig-like receptors contain motifs found in immunoglobulins.
These receptors can interact with neural cell adhesion
molecule (N-CAM) and are present during development.
Finally, selectins are specific receptor types that are
expressed during the inflammatory response. The lectin
domain found in oligosaccharides on neutrophils allows

these cells to interact with endothelial cells along the
surface of blood vessels.

Migration. During embryogenesis, diffusible factors
and ECM composition are important factors in the pattern
formation of tissue development. The migration of cells is
necessary for the formation of tissue not just for develop-
ment, but also during regeneration. Cell migration is also
observed in other body functions. Angiogenesis, or blood
vessel formation, involves the migration of endothelial cells
into new tissues. For immune responses, B and T cells
patrol the body ready to attack invaders. Tumor invasion
and, more importantly, metastasis relies on the migration
of cancer cells into other parts of the body. Controlling
migration can help to control the spread of cancer.

Signals from various factors can lead to the release of
cells from their contact with other cells or with the extra-
cellular matrix. Once released, different mechanisms can
affect the migration pattern of the cell depending on the
cell type. Cells may move in random directions. The move-
ment can be modeled by Brownian motion. In this case,
motion is due to collisions with other particles. This motion
is characterized by the time between collisions, the mean
free path (average distance before hitting another particle)
and the average speed. The characteristics are dependent
on the density of the particles.

Of more relevance is the issue of directed migration.
Direct migration depends on some sort of gradient. In
response to some kind of stimulus, cells may move toward
or away from the source of the stimulus. The stimulus may
affect speed, direction, or both. Chemotaxis is the general
term describing the response of cells to a chemical gradient.
The strength of the effect is dependent on the absolute
concentration as well as the steepness of the gradient.

Growth. Mitosis is a tightly controlled process to
regulate cell growth and depends on signals from the cell’s
environment. During mitosis, the deoxyribonucleic acid
(DNA) is replicated and copies are separated as the cells
divide into two exact copies. This process repeats itself
depending on the extracellular signaling and the proper-
ties of the cell itself. Certain cells, such as pancreatic beta
cells, are locked in the cell cycle and mitosis is arrested. In
order to overcome this barrier, stem cells can be used to
generate new differentiated cells. Also, cells may be con-
verted into a precursor cell form that can undergo prolif-
eration before switching back to the differentiated form.

Cell growth relies on the availability of essential nutri-
ents. As the need for nutrients increases during cells
proliferation, the availability becomes reduced barring
some mechanism for distributing the nutrients to the
growing tissue. Distribution of nutrients occurs naturally
in the human body in the form of the network of blood
vessels. The lack of such a vasculature for engineered
tissue limits the effective size that tissue can grow.

Vascularization. For most engineered tissue to become
integrated into the human body, it must become vascular-
ized by the body’s own blood vessel network. The body
provides a natural mechanism for neovascularization by
the process of wound healing. When tissue has been
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damaged, a cascade of events is initiated to block the
bleeding wound and encourage healing. Platelets, fibrin,
and fibronectin first form a mesh plug. Mast cells release
chemotactic agents to recruit other cells as part of the
inflammatory response. Keratinocytes migrate to the site
of the injury and begin to proliferate. Vascular endothelial
growth factor (VEGF) and fibroblast growth factor (FGF)
are released to encourage blood vessel formation. Once the
new tissue has been vascularized, remodeling of the tissue
occurs to complete the healing process.

For engineered tissue, two options are used to ensure
vascularization and promote tissue growth and integra-
tion. The engineered tissue can be designed to contain a
vascular network in vitro that would then be connected to
the body’s own network when it is implanted. This presents
a significant engineering challenge in trying to create
several different types of engineered tissue in one construct
simultaneously. An alternative method is to engineer the
tissue to recruit blood vessels from the body’s existing
framework. This has been accomplished though the con-
trolled release of VEGF from the biodegradable support
matrix of the engineered tissue (8).

Innervation. To become fully integrated into the body,
certain tissues and organs must also reconnect with the
body’s own nervous system. Several organs of the body
form connections with the sympathetic nervous system.
These connections are important to regulation of the organ.
Skeletal muscle tissue makes sensory and motor connec-
tions via the peripheral nervous system. In any case, the
cells of these engineered tissues need to make synaptic
connection with the axons of the relevant neurons. Because
the new tissue is being engineered to replace that which
has been lost to injury or disease, the neural framework
may not be available for integration. If it is present, the
neurons may be encouraged to regenerate toward the
tissue and form new connections. Another complex, but
theoretically possible, option may be to engineer the tissue
with neural connections that can be later integrated into
the existing nervous system. Also, artificial devices may be
integrated into the system to provide the appropriate con-
trol of the tissue function.

Immune Concerns. As with organ transplants, engi-
neered tissue also has concerns of rejection by the immune
system. The major histocompatibility complex I (MHC I)
present on the cells of the engineered tissue are recognized
by the T cells of the immune system as a foreign body. This
would eventually lead to cell lysis. The primary means of
preventing rejection, though, is the use of immune sup-
pressant drug therapy. While this may be acceptable, for a
patient receiving a life saving organ transplant, it is not for
those receiving engineered tissue. Certain tissues, such as
cartilage, may not interact with the immune system. Meta-
bolic tissues that only interact chemically can be physically
separated from the environment. Some engineered tissues
may contain cells that are only temporary until the body’s
own cells can take over. In these cases, immune suppres-
sant drug may be a viable option. For most other tissues,
methods are being developed for side stepping the immune
system.

Because the cells of the immune system are formed
within the bone marrow, one method is to transplant the
bone marrow from the cell and tissue donor along with the
organ. The donated bone marrow can form a chimera with
the patient’s existing bone marrow to allow the adaptation
of the immune system to the new tissue (9).

At the molecular level, the antigen of the foreign cell can
be blocked or completely eliminated. In order to block the
antigen, a fragment of antibody to the antigen can be added
to the tissue to mask the foreign cells from the patient’s
own immune system (10). This effect is temporary as the
fragments will eventually separate from the antigen.
Another drawback is that is may not counter all the
mechanisms of immune response. The antigen can also
be removed by placing an inactive form of the antigen gene
into the cells (11). A gene can also be added to the cells to
produce a protein that will inhibit rejection (12). Finally,
oligonucleotides can be added to hybridize with either
ribonucleic acid (RNA) or DNA in order to inhibit the
transcription or translation of the antigen molecule (13).

Microencapsulation is a means of physically separating
the cells from the environment. For this method, cells are
surrounded by a porous synthetic material. As long as the
membrane coating remains intact, the cells are isolated
from the immune system. The pore size can be adjusted to
allow chemical interaction with the environment while
preventing cellular interaction. The encapsulation should
allow nutrients to permeate through the membrane and
reach the cells. This was first used in clinical studies for the
encapsulation of xenogenic pancreatic islets (14).

Cell Types. While the response of the immune system is
of great importance to the success of the engineered
implant, the source of cells and their application will
determine the best method for immunomodulation. Cells
may come from the patients themselves (autologous), from
a human donor (allogeneic), or from another species (xeno-
geneic). Each type has its own advantages and disadvan-
tages.

Autologous cells are derived from the patient, expanded
in culture, and then placed back into the patient. These
cells are completely biocompatible with the patient and this
eliminates the need for any immune modulation. Genzyme,
for example, has developed a successful protocol for the
repairing articular cartilage. One drawback to using auto-
logous cells is that it requires a period of time to expand the
cells. This would not be acceptable for patients needing an
immediate tissue replacement. As a result, the engineered
tissue does not have off-the-shelf availability. Depending
on the tissue and the amount of damage, the amount of
cells that may be harvested from the patient may be
insufficient to form tissue.

Allogeneic cells can help to overcome some of the draw-
backs to autologous cells because the cells come from
donor sources that may be pooled together. This can
provide off-the-shelf availability, but at the expense of
immune rejection. The cells can be engineered to become
immune acceptable or immunosuppressive drug therapy
may be used. These cells are also well suited for tissues
that do not interact with the patient’s vasculature system
or may only be used until the native tissue regenerate.

192 ENGINEERED TISSUE



Advanced Tissue Science developed a skin replacement
tissue (Dermagraft) with cells derived from circumcision
surgeries.

Xenogeneic cells are derived from nonhuman species.
An animal source can provide an unlimited amount of cells,
but they provoke an acute immune response within min-
utes of implantation into the body. One useful application
of such cells is the encapsulation of pancreatic islets
(14,15). The membrane can be adjusted to allow the islets
to regulate blood sugar and insulin levels while protecting
the cells from the immune system. Another drawback to
xenogeneic cells is the threat of transmission of animal
viruses and well as endogenous retroviruses that may
interact with the patient.

Cells that have been isolated may be modified to alter
their characteristics before being incorporated into engi-
neered tissue. Primary cells that are subcultured even-
tually become cell lines. These cell lines may be finite or
continuous. The cells may also be normal or transformed
compared to the primary cell from which it is derived.
Transformation is associated with genetic instabilities that
may lead to a change in the phenotype. These changes may
impart different growth characteristics for the cell, such as
immortalization, anchorage independence, and overall
growth rate. The genetic material may be altered to effect
gene expression. Changes in protein expression may effect
the secretion of chemical factors or even the formation of
extracellular matrix. In the worst case, cells may become
cancerous and prove to be detrimental to the patient.
Examples of stable, well-characterized cell lines used in
tissue engineering include HEK-293 for nerve growth fac-
tor secretion (16), and 3T3-L1 for adipose tissue formation
(17).

Primary cells as well as cell lines can be artificially
transformed by introducing new genes by the process of
transfection. In this process, a new gene is carried by some
vector, such as a liposome or virus, to the host cells. The
gene is transferred into the cells and delivered into the
nucleus where it can be transcribed. This method allows
the creation of cells with desirable characteristics for engi-
neered tissue. Such cells may secrete growth factor that
will enhance tissue formation. Examples of engineered
tissue utilizing transfected cells include insertion of
hBMP-4 gene in bone marrow stromal cells for bone tissue
engineering (18) and aquaporin gene transfection in the
LLC-PK1 cell line for a bioartificial renal device (19),
secretion of neuronal growth factors from fibroblasts to
enhance axonal regeneration (20).

Regardless of the source, primary cells have limitations
depending on their age and genetic makeup. Adult cells
may only have a limited number of cell divisions before
they reach senescence or even become cancerous. Trans-
formed cell lines may allow for continuous growth, but
without proper control can become a problem for the
patient. These cells are typically used to enhance regen-
eration of existing tissue, but do not become integrated into
the body. Because of these issues, a universal cell that can
develop into multiple tissue types has an infinite capacity
to proliferate without loss of function, and if immune
acceptable would be ideal for engineered tissue. Stem cells
come closest to meeting these criteria.

Stem Cells. The potency of stem cells is defined by their
ability to differentiate into one or more cell genotypes (see
Fig. 2). Unipotent stem cells give rise to only one cell type
(ex. Spermatogonia). Multipotent stem cells are more func-
tional and can differentiate into multiple cell types.
Embryonic stem cells are considered pluripotent in that
they can form all the cell types found in an embryo and
adult. The fertilized egg develops into an embryo as well as
the amniotic sac and is considered totipotent. Embryonic
stem cells hold the most promise for engineering tissue, but
more work must be done on the basic principles of stem
and progenitor cell biology as well as on the control of
differentiation.

Multipotent stem cells obtained from embryonic or adult
sources are considered the optimal choice for tissue engi-
neering applications because of their ability to form multi-
ple tissue type. Hematopoietic stem cells (HSCs) are the
most well characterized of stem cells. While isolated from
bone marrow, HSCs can differentiate to form skeletal
muscle, cardiac muscle, hepatocytes, endothelial cells,
and epithelial cells. Multipotent stem cells can be found
in several other tissues, such as brain, heart, pancreas,
retina, liver, and lung, and skin.

To take full advantage of the functionality of stem cells,
more work needs to be done to elucidate the mechanisms
for differentiation. Once established, stem cells can be
encouraged to differentiate into the required cell type.
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The mechanism may rely on an environmental cue as to
whether they are physical contact, chemical, or chemotac-
tic in nature. The ability of stem cell to proliferate, inte-
grate, and differentiate also depends on the methods of
identifying, isolating, and expanding. Protocols for stem
cell culture need to be developed and optimized to ensure
the cells achieve their full potential.

Since some stem cells are harder to obtain than others,
getting stem cells to transdifferentiate from one form to
another would allow for further flexibility. Evidence
suggests that bone marrow stromal cells may convert to
neural stem cells (21) and neural stem cells to hemato-
poietic stem cells (22). Recent evidence, though, points to
the fusion of stem cells with other cells instead of true
transdifferentiation (23).

Another source for stem cells is from embryos discarded
from in vitro fertilization clinics. Human embryonic stem
cells have an even greater capacity to form tissues than the
multipotent stem cells. These cells have been isolated from
humans and protocols for long-term cultures have success-
fully been developed (24). The use of embryonic stem cells
has raised many ethical concerns because of the destruc-
tion of the fetus from which they are derived. This has led
to legislation tightly regulating their use. To avoid these
concerns, several proposals have been suggested to obtain
embryonic stem cells without compromising the potential
for life (25).

Stem cells have been used successfully for tissue engi-
neering applications. Stem cells have been seeded on scaf-
folds to form cartilage, small intestine, and bone (26).
Neural stem cells have also been used for repair of spinal
cord injuries (27). Embryonic stem cells have also been
seeded onto scaffolds where the native vasculature inte-
grated into the engineered tissue (28).

Instead of preseeding cells on scaffolds, stems cells may
also be injected directly to the site of injury to promote
tissue regeneration. Clinical studies in nonhuman pri-
mates have shown that neural stem cells can enhance
repair of spinal cord injuries (29). Stem cells have also
been used to regenerate damaged cardiac muscle tissue
(30). Embryonic stem cells may also be used to regenerate
pancreatic beta cells in order to alleviate diabetes (31).
Mesanchymal stem cells also show some promise for the
repair of articular cartilage for those suffering from
osteoarthritis (32).

Scaffolds

Primary cells will form monolayer cultures when disso-
ciated from tissue. In order to encourage the cells to form
engineered tissue, they must be placed in a 3D matrix that
acts as a support scaffold. Ideally, these scaffolds should be
compatible with the cells as well as being biodegrade. The
scaffold should have a high porosity to ensure the diffusion
of nutrients and other chemical factors as well as provide
room for cell migration and proliferation. The material
should have a higher surface area to ensure adequate room
for cell attachment. The matrix should maintain its struc-
tural integrity until tissue integration has been completed.
For certain applications, the final construct may need to be
formed into a specific 3D shape (see Fig. 3).

For tissue engineering, scaffolds may come in different
forms. An acellular matrix can be used to recruit cells from
the host tissue (33). With this form, the immune response is
not a concern though inflammation may occur. For most
applications, cells must be seeded onto the scaffold to
ensure successful tissue formation. Cells can be seeded
onto collagen gels that mimic the naturally occurring
extracellular matrix (34,35). Cells can also be encouraged
to self-assemble in culture. These systems are ideal for
tissue that forms simple shapes, such as sheets and cylin-
ders (36,37). Biodegradable polymers provide a flexible
means of creating scaffolds with properties desirable for
tissue formation.

Natural Polymers. Macromolecules found with the
extracellular matrix provide chemical and structural sup-
port for living tissue. Because of their function in tissue
formation, these natural polymers provide an excellent
scaffold for engineering new tissue. These natural poly-
mers have some limitations in their application. The
mechanical properties and degradation rates cannot be
controlled as well as synthetic polymers (38). Also, material
derived from donors may elicit an immune response (39).
Many of these limitations can be overcome by chemical
modification of the materials as well as creating com-
posite materials of natural polymers or natural–synthetic
polymers.

Collagen is a large family of proteins that make up much
of the extracellular matrix. At least 19 different types have
been isolated. Fibrillar collagen is comprised of several
collagen types that combine to form extended structures
that assist is maintaining tissue integrity. The relative
amounts of collagen are characteristic of the tissue type.
Collagen has been used for cartilage (40), nerve regenera-
tion (41), gallbladder engineering (42), corneal tissue (43),
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Figure 3. Example of a scaffold for engineered tissue. This scaf-
fold is designed for nerve regeneration. The cylindrical conduit was
manufactured by using the solvent casting method (see below)
with particle leaching. Poly(vinyl alcohol) rods were coated with a
suspension of salt crystals in a poly(lactic acid) (PLA)–chloroform
solution. Dissolution of the rods permitted the formation of the
large central pore through which nerve tissue could regenerate. A
porosity of 85% was obtained by controlling the volume fraction of
salt crystals.



and skin (44). It can be cross-linked to enhance mechanical
properties (45). Magnetically aligned collagen fibers can
also be used to enhance nerve regeneration (46).

Matrigel is comprised of proteins found in the basal
lamina. The basal lamina, or basement membrane, is a
specialized area of the extracellular matrix found at
epithelial–stromal boundaries. It is composed of collagen,
laminin, nidogen, and perlecan, (a heparin sulfate proteo-
glycan). It has been used for spinal cord repair (47) vas-
cular network formation (48), and cardiac tissue (49).

Alginates are synthesized naturally by brown seaweeds
as well as some bacteria. They are comprised of units of
mannuronic and guluronic acid. The proportion and repeat
unit sequence is dependent on the organism of origin.
Alginates will form a gel in the presence of calcium ions.
Alginates have been used for cartilage (50), cardiac tissue
(51), and liver engineering (52).

Fibrin is formed from the polymerization of fibrinogen
that occurs during the wound healing process. The process
is controlled by the presence of thrombin. Fibrin has been
used for cardiovascular repair (53), bone (54), cartilage
(55), and skin (56). Like collagen, the fibrin chains can
be cross-linked to alter the characteristics of the matrix
(57).

Chitosan is derived from chitin, a polysaccharide that
comprises the exoskeleton of crustaceans. The amide group
on chitin is replaced by an amine group. Since chitosan is
not protein based, it does not elicit an immune response.
Chitosan has been used for the engineering of cartilage (58)
and bone (59). It has also been combined with other mate-
rials to create novel composite matrices (60,61).

Besides isolating single components as scaffolding
material, intact decellularized tissue can also be used. In
this method, tissue is obtained from a donor and the cells
are destroyed chemically using compounds, such as sodium
dodecyl sulfate. This methods is currently used to engineer
blood vessels (62) and heart valves (63). Decellularized
tissue may also be applied to the engineering of other types
of tissues, such as utilizing porcine skin for urinary tract
reconstruction (64).

Synthetic Polymers. While natural polymers are an
excellent choice for scaffolds because of their biocompat-
ibility, synthetic polymers offer more flexibility. Compo-
sites with natural polymers can also be made to take
advantage of their properties as well. Biodegradable poly-
mers also have the additional benefit of decomposing into
nontoxic metabolites that can be removed from the body as
waste. The molecules can be modified to obtain mechanical
properties and appropriate degradation rates that are well
suited to the specific application.

The most common polymers in use are PLA and poly-
(glycolic acid) (PGA). These are the first two polymers to
obtain approval by the Food and Drug Administration
(FDA) for use in medical implants. During degradation,
the polymer is hydrolyzed to form lactic and glycolic acids.
Since PLA is more hydrophobic than PGA, it has a slower
degradation rate. As such, the degradation rate of the
polymers can be easily adjusted by changing the ratio of
lactic acid to glycolic acid within copolymers of PLA and
PGA, poly(lactic-co-glycolic acid) (PLGA). The degradation

rate is also affected by the overall molecular weight and
extent of crystallinity of the polymer. During degradation,
the polymer swells with water. The nonspecific interac-
tions between the water and polymer lead to hydrolysis at
random locations along the polymer chain. This leads to
bulk degradation of the matrix that can be detrimental to
the release profile of drugs. The hydrophobicity of PLA
also makes the matrix less amenable for cell adhesion.
Adsorption of proteins, such as laminin (65), to the matrix
surface encourages cell adhesion. Amines can also be
incorporated into the polymer chain to control protein
and cell attachment (66), because many types of tissue
have been engineered using PLA, PGA, as well as combi-
nations of their stereoisomers and copolymers (see Ref. 67
for a review).

The limitations due to bulk degradation can be over-
come using matrices based on polyanhydrides. These poly-
mers degrade only at the surface. When used for drug
delivery, the release profiles can be affected just by altering
the shape of the matrix. For tissue engineering, these
polymers provide a mechanism for renewing the surface
to allow new areas for cells to grow. As the surface
degrades, cells will slough off providing a fresh surface
for cell growth. One example of such a polymer, recently
approved by the FDA for use in the treatment of glioblas-
toma multiformae, is derived from bis(p-carboxyphenoxy
propane) and sebacic acid.

While PGA, PLA, and their copolymers provide much
flexibility for developing scaffolds that have particular
degradation properties, they are fairly brittle. This makes
them unsuitable for use in certain engineered tissues, such
as tendon and ligament, where mechanical stresses may be
present. Polycaprolactone (PCL) is also a polyester, but its
longer monomer unit provides greater elasticity. The poly-
mer and degradation product is nontoxic, which has led to
its FDA approval for use as a long-term contraceptive
implant (68). Other elastomeric polymers are poly-4-hydro-
xybutyrate and polyhydroxyalkanoate, which have been
used in various engineered tissues (69).

Certain polyesters have been developed to degrade into
biocompatible products that make them suitable for drug
delivery and tissue engineering applications. Poly(propy-
lene fumarate) (PPF), for example, will degrade into fuma-
ric acid, a natural component of the Kreb’s cycle, and 1,2-
propandiol, a common drug diluent. Mechanical properties
can be improved through the use of chemical cross-linkers
or certain ceramic composites (70). A tyrosine-based poly-
carbonate is another polyester that has been used in bone
engineering (71). This osteoconductive polymer has excel-
lent structural properties and has been shown to promote
bone growth (72).

Like polyanhydrides, poly(ortho esters) can be designed
for surface degradation. Their use in drug delivery (73) also
make them suitable candidates for tissue engineering.
Some poly(ortho esters) may degrade into acidic by-
products that can autocatalyze the degradation process,
which may be useful for systems where fast degradation of
the scaffold is desired.

In contrast to most hydrocarbon-based polymers, poly-
(phosphazenes) consist of a phosphorous and nitrogen
chain. These polymers undergo hydrolysis to form
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phophate and ammonium salts. Ethyl glycinate substi-
tuted poly(phosphazenes) have shown promise for osteo-
blast attachment (74).

Polyurethanes have long been used for medical implants
because of their good biocompatibility and mechanical
properties. They have been used in long-term implants,
such as cardiac pacemakers and vascular grafts. Though
not degradable, these polymers can be cross-linked with
degradable compounds to create scaffolds for engineered
tissue (75). The main disadvantage is the toxicity of the
degradation byproducts especially for cross-linkers based
on diisocyanates.

Poly(amino acids) have good potential as a scaffold
material because they are biocompatible and release amino
acids as their degradation product. Poly-L-lysine is a com-
mon example that is adsorbed to surfaces in order to
improve cell adhesion. Enzymatic degradation makes the
breakdown of the polymer difficult to control. These poly-
mers also have high reactivity and moisture sensitivity.
Along with being expensive to produce, these materials
have limited use for engineered tissue. An alternative is to
create a pseudo-poly(amino acid), where the amino group
in the polymer backbone is replaced with another nona-
mide linkage. This can improve the stability and mechan-
ical properties of the polymer (76).

Hydrogels. Hydrogels are a subcategory of biomaterials
defined by their ability to retain water within their poly-
meric matrix. Because of the high water content, hydrogels
have mechanical properties similar to that of soft tissue.
This may limit the application of hydrogels to certain
tissues, but the environment closely simulates the envir-
onment of native tissue. Hydrogels are created by the cross-
linking of water soluble polymers while in an aqueous
environment. The cross-linking can be initiated chemically
or via exposure to light of a particular wavelength. Natural
polymers, such as fibrin and collagen, can be used to create
hydrogels. For synthetic hydrogels, polyethylene glycol is a
popular choice because of its biocompatibility, hydrophili-
city and customizable transport properties (77).

Cells can also be entrapped within the matrix during the
gelling process that permits a more uniform distribution.
Cell entrapped in hydrogels include chondrocytes (78),
fibroblasts (79), and smooth muscle (80). Photoinitiated
cross-linking can be used to create cell–matrix composites
in situ (81). In such systems, cells still maintain their
viability (82). This process can be used to create a cell–
polymer matrix that fits exactly into the shape of the tissue
defect.

Scaffold Fabrication. Once a biomaterial has been
chosen that has the properties crucial to the particular
tissue to be engineered, it must be fabricated into an
appropriate matrix in which the cells can survive and form
the tissue. Several factors, such as porosity and pore
structure, surface area, structural strength, and shape,
are relevant to the design of a suitable scaffold. In general,
a high porosity is important to the formation of tissue
because it provides space for the cells to grow, as well as
allows nutrients to diffuse into the matrix and promote cell
survival (3). For certain situations, though, the porosity

should be optimized to ensure that growth factors impor-
tant to tissue regeneration are retained within the matrix
(83).

The strength of the scaffold is important to ensure that
the scaffold will protect the regenerating tissue until it
becomes integrated into the body. Also, some engineered
tissue, such as bone and cartilage, may require a strong
scaffold in order to retain integrity while functioning under
physiological loading conditions. The structural strength
is dependent on the mechanical properties of the polymer
as well as the processing of the scaffold. A high surface area
will ensure adequate contact for the cell adhesion. Depend-
ing on the polymer, the surface may have to be modified to
improve adhesion. Depending on the application, the scaf-
fold may need to be processed to form a particular 3D
shape. For example, cylinders can be used as vascular
grafts and for nerve regeneration.

Several processing techniques are available for the
fabrication of scaffolds (Table 1). These techniques allow
for the control of porosity and pore structure as well as the
contact area for cell adhesion. In fiber bonding, a polymer is
dissolved in a suitable solvent and fibers from another
polymer are suspended within the solution (84). The sol-
vent is then removed by vacuum drying. Heat is slowly
applied to the composite material to cause the fibers to
bond to one another. The other polymer is again dissolved
leaving behind the bonded fiber matrix. To ensure success
in this process, solvents must be chosen that do not dissolve
the fibers and the fibers must have a melt temperature
lower than that of the matrix polymer.

A similar method, called particle leaching, involves the
incorporation of particles suspended within the polymer
solution (85). As with fiber bonding, the particles are locked
within the polymer matrix after vacuum drying is done to
remove the solvent. In this method, though, the particles
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Table 1. Summary of Various Scaffold Fabrication
Methods

Fabrication Method Characteristics

Solvent casting No thermal degradation
Residual solvent may harm cells

Fiber bonding High porosity
Thermal degradation
Limited solvent–polymer combination

Particle leaching Porosity easy to control
Entrapment of particle with matrix
Brittle foams

Gas foaming No organic solvents
Noncontinuous pores

Freeze drying Small pore sizes
Low temperature

Phase separation For entrapment of small
bioactive molecules

Low temperature
Extrusion Long fibers

Thermal degradation
Membrane lamination Three dimensional shapes
3D printing Slow processing

Control of shapes
In situ polymerization Limited polymer–cell combinations

Injectable, shape to fit defect



are removed via dissolution leaving behind a porous
matrix. Typically, salt or sugar crystals, which are soluble
in water, are suspended within a relatively hydrophobic
polymer. The porosity can be controlled by altering the
amount of particles suspended in the matrix. If the amount
of particles is too low, they may become trapped within the
polymer and remain undissolved. The foams that are
formed tend to be brittle and also may require prewetting
with ethanol to promote fluid infiltration. Instead of sus-
pending the particles in a solution, they can be placed into a
polymer melt that is subsequently cooled and the particles
later dissolved away. A major drawback to this process is
the thermal degradation of the polymer that can greatly
affect its mechanical properties.

With gas foaming, carbon dioxide is added to the solid
polymer at a very high pressure so that it infiltrates the
matrix (86). When the pressure is rapidly dropped, the gas
will expand within the polymer creating a porous foam.
This method eliminates the need for an organic solvent
whose presence may be detrimental to cell survival and
tissue formation. One disadvantage is that the pores may
not connect. This can be overcome by using this method in
combination with particulate leaching.

Freeze drying can also be used to create porous polymer
matrices (87). A polymer dissolved in an organic solvent
can be mixed with water to form an emulsion. The emulsion
is then quenched in liquid nitrogen and the water is
removed by freeze drying. This method can create a matrix
with 90% porosity and very high surface area, but the pore
size may be too small.

Bioactive molecules may be added to the polymer matrix
so that their release can enhance tissue formation. In many
cases, though, the bioactive molecule may be incompatible
with the organic solvent or thermal conditions used in the
processing of the polymer matrix. Phase separation may
be used to overcome this problem (88). In this method, the
bioactive molecule is dispersed within the polymer solution
and the solution is cooled until two liquid phases are
formed. The two immiscible liquids are quickly frozen
and the solvent is removed by sublimation. Removal of
the solvent-rich phase leads to the highly porous structure
while the bioactive molecule remains trapped within the
solid polymer phase. The cold temperatures used in this
process ensure that the bioactive molecule is not adversely
affected. This method works well with small molecules, but
can be difficult with large proteins.

For certain structural applications, such as bone, the
mechanical strength of the polymer matrix is important to
the success of the engineered tissue. In these cases, the
matrix should have a high compressive strength to help
the tissue maintain its integrity until the formation of the
engineered tissue. To improve the mechanical properties of
the polymer, hydroxyapatite fibers may be included to
reinforce the polymer matrix (89).

Specific 3D shapes may be required for certain engi-
neered tissue. Simple shapes like rods and cylinders can be
formed via thermal extrusion (90). Particulates can be
added to create porous structures as with the particulate
leaching methods described earlier (91). The extrusion
process may also lead to thermal degradation of the poly-
mer matrix. Membranes formed by other techniques may

be cut into particular patterns and stacked to form specific
3D shapes (92). The membranes can be bonded through the
use of a suitable solvent. The 3D printing is a method akin
to rapid prototyping that can also be used to form specific
shapes (93). In this method, a polymer powder is spread
into an even layer, and solvent is sprayed in a specific
pattern to bind the powder together. Another powder layer
is added and the solvent is sprayed on to bind the powder to
the previous layer. The process is repeated until the entire
structure has been formed. Using this method, features as
small as 300mm can be formed.

When specific shapes are not required, in situ polymer-
ization can be used to deliver cells and matrix molecules to
the site of the of tissue defect. This process can be used to
create a cell–polymer matrix to precisely fill the site of the
defect. Poly(propylene fumarate) has been used as bone
cement (94). Hydrogels containing chondrocytes have been
used for cartilage engineering (95).

To ensure proper cell adhesion and growth, the surface
of the polymer must be suitable for cell attachment. The
wettability and surface free energy greatly influence the
extent of cell adhesion. A more hydrophilic surface is
necessary to ensure cells will attach to the surface. This
must be balanced with the cells needed to interact with
surrounding cells in order to form tissue. Surface eroding
polymers, such as polyanhydrides, can also renew their
surface providing additional area for cell adhesion, which
helps to promote cell growth. The surface of the polymer
may need to be modified. Amphipathic molecules may be
adsorbed to the surface. For example, the polar side chains
of poly-L-lysine provide a suitable surface for cell attach-
ment. Extracellular matrix molecules, such as laminin,
fibronectin, and collagen, can also be adsorbed to the sur-
face. These molecules contain the amino acid sequence
(RGD), which binds to integrins present on the cell surface.
The RDG along with IKVAV and YIGSR (found on laminin)
can also be covalently bonded to the polymer to create sites
for cell adhesion.

The surface of the scaffold can also be modified using
microfabrication techniques, these methods can be used to
alter the surface chemistry for improved cell adhesion or to
create micron scale structural features to affect cell func-
tion (96). Besides altering the surface chemistry, micro-
fabrication techniques can also be used to create microscale
morphological features on the surface. Microscale features
can effect the attachment, motility, and proliferation of
fibroblasts in culture (97). The texture of the surface can
also influence cardiac myocytes at the molecular level, such
as protein localization and gene expression (98). Grooved
surfaces can also be used to physically align cells and direct
nerve regeneration (99).

Photolithography is a technique commonly used in the
production of computer chips. With this method, a special
type of photopolymer called a photoresist is coated onto
the surface of the scaffold material. Separately, metal is
coated onto a glass substrate and laser etched to form a
mask in the pattern of interest. The mask is placed over the
photoresist and ultraviolet (UV) light is shown through to
polymerize the photoresist into the pattern of interest. A
solvent is used to remove the unpolymerized photoresist
and expose the scaffold. The surface can now be modified
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by several methods. Compounds, such as collagen and
laminin, can be adsorbed to the surface. Small molecules,
such as the RGD tripeptide, can be covalently bonded to
the surface. The surface can also be exposed to oxygen
plasma to make the area more hydrophilic. Once modified,
the remaining photoresist can be removed using another
solvent. The success of this method depends on the choice
of appropriate solvents and photoresist to use in con-
junction with the scaffold and surface modifiers. The
major drawback of this technique is that it can only be
applied to planar surfaces and relies on the use of expen-
sive specialized equipment. Lithography can also be used
to create elastomeric stamps. These stamps can be used to
place molecules onto the substrate in a defined pattern.
The stamp can be used repeatedly, which helps to reduce
the cost compared to traditional photolithography.

Reactive ion etching builds on the premise of photolitho-
graphy to create microstructural features on the surface
(see Fig. 4). Using glass or quartz for the substrate, metal
can be deposited onto the patterned photoresist. When the
photoresist is removed, the surface is exposed to ion plasma
that etches into the substrate leaving deep grooves in the
surface. The substrate can now be used as a mold. The
polymer matrix can be dissolved and cast onto the mold and
dried. When the matrix is lifted from the mold, it will
contain the micropatterned structure. As with photolitho-
graphy the matrix can only be planar. Despite this dis-
advantage, this method has been used to improve nerve
regeneration in bioartificial nerve grafts (100).

Surface of the biodegradable matrix can be etched directly
using the process of laser ablation. In this method, a laser
beam is used to etch grooves into the substrate. The laser is
pulsed rapidly to allow the dispersion of thermal energy and
thus reduce the degradation of the polymer matrix.

Another method for depositing molecules in specific
patterns is through the use of microfluidics. In this method,
a microscale channel system is placed on top of the sub-
strate. Various solutions are passed through the channel
and molecules are allowed to interact with the substrate
surface. The channel system is removed leaving behind the
patterned substrate.

Signals

Once cells have been seeded onto a biodegradable matrix,
signals must be provided to ensure the cells will continue to
grow and form fully functional tissue (see Fig. 5). These
signals must mimic the environment in which tissue natu-
rally regenerates or develops. Signals may come from
contact with the extracellular matrix or other cells. Diffu-
sible factors may be delivered to the cells spatially and
transiently. Mechanical and electrical stimuli may also
promote tissue formation for certain cell types. Cues
may also be provided based on the spatial arrangement
of the cells.

Extracellular Matrix. When forming tissue, cells will
interact with various proteins that make up the ECM. The
ECM is comprised of collagens, proteoglycans, hyaluronic
acid, fibronectin, vitronectin, and laminin. Integrins that
are found on the surface of cells can interact with short
amino acid sequences located on various ECM proteins. For
example, cells will adhere to the arginine-glycine-aspartic
acid-serine sequence (RGDS) found in fibronectin (101).
Integrins are transmembrane proteins that also interact
with cytoskeletal proteins like actin. In response to
changes in the ECM, they modulate signals to the cells
that result in a change in cell function. Certain amino acid
sequences have also been implicated in the interactions
between integrins and the ECM for specific cell types.
These include REDV for endothelial cell adhesion (102),
IKVAV for neurite outgrowth (103), and LRE for synaptic
development (104).
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Figure 4. Microfabrication of polymer surface using a combina-
tion of reactive ion etching and compression molding. Grooves are
10 mm wide and 3 mm deep.

Figure 5. Examples of signals used to control tissue formation.
(a) Cell–matrix interaction (RGD–integrin binding). (b) Cell–cell
interaction (desmosome). (c) Diffusible factors (chemotaxis).
(d) Mechanical forces (shear). (e) Spatial organization.



The primary purpose of the ECM is to anchor the cells so
that tissue can form. The connection can ensure that
polarized cells are oriented in the correct direction. When
cells die, the ECM may retain its integrity until new cells
can grow and form tissue. The composition of the ECM
varies among tissues. The differences help to define the
boundaries between tissue types as well as promote a
microenvironment that is best suited for that particular
tissue. Soluble regulatory factors may also be stored within
the ECM. Disruption of ECM, and thus the tissue, lead to
the release of these regulatory factors in order to affect cell
function. The ECM can affect functions, such as cell
growth, differentiation, and apoptosis. During develop-
ment, the ECM plays a role in the repatterning of the
epithelial-mesanchymal transformation. The physical con-
nect between the cells and the ECM also helps with the
modulation of signals due to mechanical stresses.

Diffusible Factors. During development or tissue regen-
eration, soluble diffusible factor help to control various cell
functions, such as proliferation, adhesion, migration, and
differentiation. Examples include the various families of
growth factors and morphogenic proteins as well as nutri-
ent to ensure cell survival. These factors may be expressed
by the cell itself (autocrine) or it may come from a nearby
cell (paracrine) or a remote site (endocrine). These factors
can elicit changes in the cell cycle, promote differentiation,
encourage cell motility and regulate the synthesis of DNA
and protein.

During normal development or regeneration, these fac-
tors are secreted from various cells and delivered to the
target tissue. In order to mimic this effect in engineered
tissue, various methods may be used. Prior to implanta-
tion, the engineered tissue may be subject to a medium that
is supplemented with factor to promote tissue growth. The
scaffold for the engineered tissue may have soluble factors
incorporated into the matrix. As the substrate degrades,
the factors are released in a controlled manner. Molecules
may also be immobilized onto the surface of the scaffold in
order to alter cell function. Immobilized growth factors can
still impart their effect on the cell without being interna-
lized by endocytosis. This provides a mechanism to potenti-
ate the effect of the growth factor.

For controlled release, the scaffold has a dual purpose to
provide structural support for the engineered tissue as well
as deliver signaling factors at the appropriate time and
dose. Other particles that provide controlled release, such
as microspheres, may also be incorporated into the engi-
neered tissue. Using a combination of chemical factors with
different release profiles can mimic the developmental
processes.

Spatial Organization. The spatial arrangement of the
cells in culture can have a direct impact on their function.
Three-dimensional scaffolds provide support, but also
encourage cells to display the appropriate phenotype
for tissue formation. Hepatocytes are prone to loss of phe-
notype when cultured as a monolayer (105). Chondrocytes
exhibit fibroblast behavior in monolayers compared to 3D
systems. The 3D cultures secrete a great amount of type II
collagen that is essential for cartilage formation (106).

The shape of the scaffold is an important consideration
for the regeneration of certain tissue types. Nerve tissue
engineering uses tubular conduits to help guide the regen-
erating axons. A luminal diameter that is 2.5 times the
diameter of the nerve bundle is optimal for axon extension
(107).

Mechanical Modulation. When grown in static cultures,
cells tend to settle and form monolayers. This can lead to a
loss of phenotype that would be detrimental to tissue
formation. To prevent this disaggregation, cells can be
cultured in microgravity (108). Microgravity is achieved
through the used of specialized bioreactor systems that
keeps the cell-scaffold matrix suspended within the media.
The net mechanical forces on the tissue are essentially
zero.

Mechanical stress may need to be imparted on the
engineered tissue in order to ensure the proper develop-
ment. Shear stresses can encourage the alignment of
fibrillar extracellular matrix proteins, such as collagen.
This effect will encourage the cell to align with the matrix
(109). Alignment of collagen can also be achieved through
the use of magnetic forces (46). Pulsatile shear stresses can
also effect the orientation of endothelial cells in engineered
blood vessels (110). This cyclic stress lead to the orientation
of the cells along the circumference of the blood vessel as
compared to cells aligned in the axial direction for constant
shear loading.

Physical loading of tissue can also impact the mechan-
ical properties of tissues. Signals are modulated via the
interaction between the cells and the ECM. Cyclic loading
can improve the tensile strength of tissues, such as
arteries, heart valves, ligament, muscle, and bone (111).
Hydrostatic pressure can also effect the formation of tissue.
Cyclic pressure can alter the metabolic function of chon-
drocytes to produce greater amounts of type II collagen for
cartilage formation (112).

Electrical Signals. Besides chemical and mechanical
signals, cells will also respond to electrical stimuli, such
as electric fields and direct current. Electric fields describe
the amount of force exhibited by a charged particle. These
forces can have an impact on materials that can be induced
to carry a charge, such as cells, or individual ionic mole-
cules. Electric fields can be used to move polarizable mate-
rials (dielectrophoresis) or encourage the motion of ions
(iontophoresis). Application of direct current (dc) can also
be used to mimic the conduction of electrical signals. The
effect depends on the tissue type and its conductivity as
well as the type of current (alternating or direct), the
frequency and magnitude of voltage, and the uniformity
of the electric field.

Because the neuromuscular system relies on electrical
signaling for its functions, such stimulation can affect
tissue formation. Muscle will atrophy when not exposed
to an electrical stimulus. Providing an electrical stimulus
to muscles until new neural connection can be made will
greatly improve the likelihood of success for the nerve
regenerative process. Neurons themselves may also res-
pond to electrical stimuli by altering the effect of biochem-
ical cure on growth cone dynamics (113). Myocytes will

ENGINEERED TISSUE 199



develop into functional heart tissue under electrical sti-
mulation (114). Muscle progenitor cells also show improved
contractility when exposed to electrical stimulation (115).

Other tissues that do not typically exhibit electrical
behavior may still respond to such stimuli. Corneal epithe-
lium has been found to emit dc electrical fields with injured
tissues. These cells will migrate toward the cathode in the
presence of artificial electrical fields (116). Direct and
alternating current (ac) electrical fields can also be used
to reduce wound area and wound volume comparatively
(117,118).

Cell-to-Cell Interactions. Cells can communicate
directly with each other through physical contact via tight
junctions, gap junctions, cadherins, and desmosomes or
through chemical interactions using soluble factors. Such
contact is important for architectural support and for
inducing a favorable phenotype. In complex tissue contain-
ing multiple cell types, one cell type can act as a physical
support for other cells. For example, smooth muscle cells
help to support various tubular tissues, such as bladder
ducts and blood vessels. Other cells may provide molecular
signals to control the metabolic processes in other cells.
Schwann cells secrete growth factors that stimulate neu-
rons to regenerate. Without this chemical support, some
cells may cease to proliferate and eventually die.

Bioreactor Technology

Once the appropriate cell source, scaffold, and signaling
molecules have been selected, the engineered tissue con-
struct may require a specialized bioreactor in which to
grow. The bioreactor can provide the vehicle for supplying
chemical factors, as well as place mechanical stresses on
the tissue if necessary. Liquid media optimized for tissue
growth supplies nutrients to the growing tissue and waste
products are removed.

A perfusion bioreactor describes the general type of
system where cells are retained. The cell-scaffold construct
is held in place and media is continuously fed into the
bioreactor. The tissue may be physically pinned in place or
fixed due to a balance of gravitational and shear forces.
Spinner flasks provide mixing through the use of stirrers
(119). The engineered tissue is pinned in place while the
stirrer keeps the fluid well mixed. The mixing ensured that
adequate nutrients are delivered to the cells and wastes are
quickly removed to prevent toxic buildup.

Several tissues may require mechanical stimuli in order
to achieve full functionality. Novel bioreactor systems have
been developed to provide these stresses. Pulsatile shear
forces have been used to create engineered arteries with
burst strengths comparable to native vessels (110). Placing
chondrocytes under cyclic hydrodynamic pressure can
enhance the formation of articular cartilage (120). Mechan-
ical cyclic stretching can also improve the strength of
engineered ligaments (121).

Tissue Properties

Biomechanics. Engineered tissue should have the same
mechanical properties of native tissue in order to achieve
full functionality. This issue is especially important with

tissue, such as bone and cartilage. Mechanical properties
can also influence the tissue architecture by altering the
structure of the extracellular matrix. The cytoskeleton
interactions with the extracellular matrix can also be
affected by the mechanical properties of the tissue. This
can alter cell growth, movement, and metabolic function.

Certain tissues also interact with the nervous system
based on mechanical signals. The alveoli and passageways
in lungs respond to inhalation (122). Stretch receptors in
the urinary bladder can detect when the organ must be
emptied. Sensory receptors in the skin can detect touch.
Engineered tissue must account for physical interaction
with other tissue as well as the outside environment.

The influence of biomechanics can be seen at multiple
spatial dimension. At the lowest level, biomechanics is
influenced by the forces of individual molecules. The indi-
vidual proteins of the extracellular matrix determine its
mechanical properties. The formation and dissolution of
chemical bonds can also alter the strength of the tissue. At
the cellular level, the plasma membrane and cytoskeleton
influence the physical properties of the cell. Cells can also
interact with their environment via mechanotransduction
pathways. The adhesion, aggregation, and migration of
cells will affect the overall tissue and its mechanical prop-
erties. At the tissue level, cells interact with the extra-
cellular matrix to create a material with specific physical
properties that are essential to its function. An example of
this hierarchy can be seen in tendon tissue (123). Indivi-
dual collagen molecules are bundled together to form
microfibers and fibrils. These fibrils combine with fibro-
blasts to create fascicles that in turn comprise the tendon
tissue.

The mechanical properties of structural tissue can be
defined by the relationship between stress and strain. As a
certain level of stress is placed on the tissue, it will deform.
This deformation relative to the initial length defines the
strain. In many cases, stress is proportional to strain. The
constant of proportionality is called the Young’s modulus.
For some tissue-like bone, the Young’s modulus may vary
from location to location (124).

Tissue exhibits characteristics of viscoelastic behavior.
As with most biological materials, tissue is slow to deform
in response to stress. This slow deformation is known as
creep. When stress is quickly placed on tissue and the
tissue deforms, the amount of force needed to maintain
the deformation decreases over time. This phenomenon is
known as stress relaxation. This viscoelastic behavior may
be due to the presence of interstitial fluid or the movement
of collagen fiber as with cartilage. Subtissue components,
like lamellae in bone, may slip relative to one another. Also,
some tissue may undergo internal friction due to repeated
motions as is seen in tendons and ligaments.

Besides normal forces due to stress, shear forces can also
influence the physical properties of tissue. Shear forces are
present in tissue where fluid flow is involved. For example,
blood flow will influence the properties of endothelial cells
in veins and arteries. Compressive forces cause the flow of
interstitial fluid in cartilage.

Structural tissue must be engineered to respond to the
shear and normal forces it will encounter when placed into
the body. In some cases, such as bone, the material placed
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into the site of injury must meet the mechanical require-
ments of the surrounding tissue. If not, the engineered
tissue will become damaged thus reducing the chances of
recovery.

Biocompatibility. Ideally, the cells and scaffolds that
are used in engineered tissue would not provoke an
immune or inflammatory response. Unless cells are
obtained from the patients themselves, the possibility of
rejection remains. The possibility of rejection is dependent
on the access that the immune system has with the
implanted engineered tissue. For tissue that lacks an
established vasculature, for example, cartilage and epider-
mis, the immune response is limited. Also, certain engi-
neered tissues may utilize cells for a short period of time
until the patient’s own cells recover. For example, nerve
regeneration may be promoted through the use of donor
Schwann cells that may become unnecessary once the
nerve has recovered. Barring these special cases, methods
must be developed to protect the tissue from the immune
system.

As with organ transplants, the primary method of con-
trolling the immune response to engineered tissue is
through the use of immunosuppressant therapy. These
drugs are required for the life of the patient. To avoid side
effects and the long-term implications of having a sup-
pressed immune system, methods must be developed to
mask the cells. Bone marrow from the donor can be trans-
planted with the engineered tissue to create a chimera. The
combined bone marrow can reduce the likelihood of
rejection.

At the molecular level, surface antigens can be altered to
prevent rejection. Fragments of antibodies that do not elicit
cytotoxic T cell attack may be used to make the antigen
from the patients own immune system. This is only tem-
porary and may not prevent all immune mechanisms. Gene
ablation can be used to create cells where the antigen
coding gene has been inactivated. Alternatively, a gene
may be added that is used to synthesize a protein that
inhibits rejection. The DNA or RNA that codes for the
antigen can be blocked with oligonucleotides that hybridize
to prevent transcription or translation.

For cells whose function is primarily metabolic, the cells
can be encapsulated to isolate them from the immune
system. Encapsulation is accomplished by surrounding
the cells with an artificial membrane. The pores in the
membrane must be small enough to prevent interaction
with the immune system, but large enough to allow nutri-
ents and therapeutic proteins to pass through. The mem-
brane must also be able to withstand any mechanical stress
that may disrupt the membrane and allow interaction with
the immune system.

Besides the immune system, the implantation of engi-
neered tissue will, to some extent, elicit an inflammatory
response. The response initiates a cascade of chemical
reactions that alters the gene expression of circulating
blood cells (granulocytes, platelets, monocytes, and
lymphocytes), resident inflammatory cells (e.g., macro-
phages, mast cells) and endothelial cells, In conjunction
with the cellular activation, many compounds (e.g., growth
factors, cytokines, chemokines) are released. The overall

effect is characterized by increased blood flow to the tissue
that increases temperature and causes redness, swelling,
and pain. This creates an environment that isolates
the inflamed tissue from the body and promotes wound
healing.

During the wound healing, damaged tissue is cleared by
the circulating blood cells, A fibrin and fibronectin mesh-
work is created to act as a substrate for migrating and
proliferating cells. Granular tissue containing fibroblasts,
myofibroblasts, monocytes, lymphocytes, and endothelial
cells forms at the site of the injury. The endothelial cells
lead to the formation of new blood vessels (angiogenesis).
The tissue undergoes remodeling as tissue regenerates to
replace what had been lost. At the end of the process,
fibroblast, myofiborblast, and endothelial cells will
undergo programmed cells to reduce scarring and return
the tissue to its original form.

Engineered tissue and biomaterials implanted in the
body can be affected by the inflammatory and wound
healing processes. During the granulation process, fibro-
blasts may migrate to the implant and encase it. This may
isolate the engineered tissue from the surrounding tissue
and prevent the integration of the engineered tissue with
the native tissue. The additional layer of cells will reduce
the diffusion of nutrients to the implant. Also, vasculariza-
tion may be reduced further, hampering regeneration.
Though, the layer of fibroblasts may be problematic, the
complete lack of fibroblasts may also indicate some level of
toxicity from the implant. The ideal implant will enhance
the wound healing process while ensuring the engineered
tissue does not become isolated.

Cryopreservation

To engineer tissue that can be delivered on demand, meth-
ods must be developed for long-term storage. Cryopreser-
vation can be used not only for the storage of the final tissue
product, but also for the cellular components. When new
cells are isolated for use in engineered tissue, they may be
preserved for latter expansion to prevent senescence or
DNA mutation. The original tissue from which cells are
derived may also be stored for later use. The isolated cells
can be preserved while a sample is screened for infectious
agents as well as the ability to form functional tissue. Cells
must be banked in accordance with FDA regulations to
ensure their genetic stability. During the production stage,
the engineered tissue may be preserved at various steps for
later quality control testing. The engineered tissue can be
stored at hospitals to ensure availability

The protocol for cryopreservation depends on the cooling
rate as well as the addition of compounds to reduce cell
damage. If the cooling rate is too low, osmosis will drive
water from the cell leading to severe dehydration. A high
cooling rate will promote intracellular ice formation. The
expansion of the ice forming inside the cell may lead to
damage of the plasma membrane. Additives may be used to
prevent cell damage caused by the increased ionic concen-
tration in the unfrozen part of the tissue. Additives may be
permeating [dimethyl sulfoxide (dmss) and ethylene glycol]
or nonpermeating [poly(vinyl pyrrolidone) and starch]. The
use of permeating additives would necessitate additional
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steps to remove the additive in preparation of the engi-
neered tissue for implantation. One drawback to nonper-
meating additives is that the osmotic stress due to high
extracellular concentrations may lead to dehydration of the
cells. The viability of the cells that have been preserved will
depend not just on the method, but also on the cell con-
centrations and the type of cell.

Regulations

During the 1990s, the FDA recognized the need to develop
regulations for products derived from tissue engineering
principles. Engineered tissue is renamed by the FDA as
tissue engineered medical products (TEMPs), which would
include products used to replace damage tissue. Organs for
transplantation and blood were excluded from this desig-
nation. Examples include artificial skin, bone graft, vas-
cular grafts, nerve grafts and metabolic assist devices.

The primary concerns of TEMPs were disease transmis-
sion, controls of product manufacturing to ensure product
integrity, clinical safety and efficacy, promotional claims,
and monitoring the industry. The characteristics that
determine the level risk include the cells source, the via-
bility of cells and tissue, homologous function, manipula-
tion of the implant chemically or genetically, systemic
versus local effects, the long-term storage of the device,
and the combination of the cells with other cells or drugs.

The first rule (63 FR 26744 Establishment Registration
and listing of manufacturers of Human Cellular and Tis-
sue-based Products) proposed the registration of the var-
ious established companies involved in the manufacturing
of TEMPs in order to provide better communication
between the FDA and industry. The second rule (Suitabil-
ity Determination for Donors of Human Cellular and Tis-
sue-Based Products, Final Rule 5/24/04 changes to 21 CFR
210, 211, 820) is designed to make changes to the regula-
tions for Good Manufacturing Practices to require industry
to test cells and tissue in order to prevent the transmission
of disease and the unwitting use of contaminated tissue.
The thirds rule (Current Good Tissue Practice for Manu-
facturers of Human Cellular and Tissue-based Products;
Inspection and Enforcement, final rule 5/25/05 changes to
21 CFR 820) defines the methods, facilities, and controls
used in the manufacturing of TEMPs.

EXAMPLES OF ENGINEERED TISSUE

Engineered tissue implants are designed from a combina-
tion of cells, a biodegradable scaffold, and chemical signal.
Once a need has been established for an implant, the
system must be designed to be compatible with the patient.
The implant relies on an adequate source of cells that can
form functional tissue. Alternatively, the implant may be
designed to recruit cells from the patient. Since the human
body is not a static system, the engineered tissue must be
able to interact with the patients existing tissue. Cells
must continue to survive. The structure of the scaffold
must maintain its integrity until the tissue is fully inte-
grated. The tissue structure should be achieved very
quickly and be fully accepted by the host. The implant
should foster cell migration into and out of the new tissue.

The implant should seamlessly integrate with surrounding
tissue.

Tissue can be categorized into three main types: struc-
tural, metabolic, or combination. Structural tissue pro-
vides physical strength and a stable structure. The
strength is determined by the extracellular matrix sup-
ported by the cells. Examples of structural tissue include
bone, ligament, and vascular grafts. Metabolic-type tissues
are defined as having functions based on the secretion or
absorption of chemicals. These can be subdivided into
tissues that respond to some stimulus (pancreas) and those
that function independent of stimuli (liver). Combined
tissue exhibit characteristics of both structural and meta-
bolic tissue (skin).

Metabolic

Pancreas. The pancreas controls the blood sugar level
through the regulation of insulin. The loss of this function
leads to diabetes mellitus and requires daily injection of
insulin. Over the long term, diabetes can damage other
tissue such as eyes, kidneys, and nerve. Islets of Langer-
hans comprise only 1–2% of pancreatic tissue, but are the
cells that regulate insulin levels. The islets are comprised
of different cell types that lack the capacity to expand. As a
result, islets must come from donor material.

The number of organ donors cannot supply sufficient
islets for fill the demand of diabetes patients. Xenografts
offer a viable alternative. Pig pancreatic tissue is currently
used for insulin production and so is considered a good
candidate for islet transplantation. To prevent an acute
immune response, the islets must be encapsulated. Glucose
and insulin along with other small molecules would diffuse
across the membrane to allow chemical interaction while
preventing antibodies from initiating an immune response.

Pancreatic islets have been encapsulated in various
polymers. A biodegradable hydrogel-based coating has
been developed for timed degradation of the capsule
(125). The polymer can be modified to degrade at the same
time that the islets reach the end of their functional life.
The cells would then be removed by the immune system.
Additional islets can be injected into the patient as
necessary. A bioartificial device incorporating microencap-
sulated pancreatic islets can be connected to the vascula-
ture to allow chemical interaction between the islets and
the blood stream (126).

An alternative to the bioartificial pancreas is to inject
islets directly into the existing pancreatic tissue. Islets
have successfully been transplanted into diabetic patients
(127). For this method to be successful, the islets must be
completely biocompatible with the patient. Progenitor cells
have been isolated from pancreatic tissue that exhibits the
capacity to differentiate into cells similar to beta cells (128).
Evidence indicates that adult stem cells may also develop
into pancreatic cells without showing any indication of
transdifferentiation (129). More work, though, needs to
be done to create a universally acceptable stem cell derived
pancreatic islet.

Liver. The primary cause of liver damage is cirrhosis
due to alcohol consumption and hepatitis. This damage will
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prevent the proper metabolism of nutrients as well as toxic
substance that must be removed from the body. When
damage is severe enough, the only treatment available is
an organ transplant, but due to the shortage of liver
donors, many patients die waiting. Partial liver
transplants use a single donor liver that is divided and
transplanted into multiple patients. This technique
demonstrates the ability of implanted tissue to assist the
native liver (130). Individual cultured hepatocytes may
also be transplanted to assist in liver function (131). Cells
are placed in organs with a high level of vascularization
(liver, pancreas, spleen). This enhances the chemical inter-
action between the hepatocytes and the blood stream. Like
islets, the hepatocytes may also be microencapsulated to
eliminate the need for immune suppressant therapy.

Until an organ becomes available, a patient can be
sustained through the use of a liver assist device. Several
different liver assist devices have been developed (132). In
these systems, hepatocytes are placed within a bioartificial
device and allowed to contact blood for plasma. The cells
are retained behind some form of membrane and small
molecules are allowed to diffuse through and become meta-
bolized. The technology behind liver assist devices may
eventually lead to the development of a whole engineered
organ.

Future research is geared toward creating an engi-
neered organ. Techniques will need to be developed to
ensure a high level of vascularization through the engi-
neered organ. Another method is to create a totally implan-
table liver assist device to act as a permanent liver
replacement. The system will need to be engineered to
be self-contained and small enough to fit into the abdomen
of the patient.

Structural Tissue

Bone. The main purpose of bone is to provide structural
support for the human body. Bone also helps to protect the
internal organs of the body. It provides attachment sites for
muscles to allow locomotion.

The primary cells found in bone are osteoclasts, osteo-
blasts, and osteocytes. Osteoblasts are responsible for the
deposition of bone matrix while osteoclasts erode it. The
cell dynamics permits the continuous turnover of bone
matrix material that helps the tissue quickly respond to
damage. Osteocytes can respond to mechanical stimuli and
also promote blood–calcium homeostasis. The bone matrix
is comprised of 65–70% hydroxyapatite. The remainder is
composed of organic molecules, such as collagen 1, fibro-
nectin, and various glycoproteins, sialoproteins and, pro-
teoglycans (133).

Autologous bone grafts are the primary method for bone
repair. This method has been very successful, but is
restricted by the amount of tissue that can be obtained
from the patient. Allogenic tissue may be used, but its rate
of graft incorporation is much lower. Also, rejection of the
tissue may be problematic and may introduce pathogens.
Metals and ceramics offer an alternative to the grafts, but
cannot become fully integrated into the existing tissue.
This may lead to fatigue failure at the metal–bone interface
or breakup of the ceramic material.

For engineered bone tissue, the graft combines scaffold
with bone cells and compounds that promote osteoinduc-
tion. The most common scaffold is based on natural or
synthetic hydroxyapatite (134). These materials have
major drawbacks in terms of their brittleness and rapid
dissolution rate. Many synthetic and natural polymers
have been considered for use as a scaffold (133). Osteo-
blasts are the primary cell component of engineered tissue
because of their ability to synthesize bone matrix. These
cells may be isolated from the patient or donor source.
Another option is to isolate mesanchymal stem cells from
the bone marrow. The cells have been show to differentiate
into the various bone cells when exposed to dexamethasone
(135). The primary growth factors that have been found to
affect bone tissue formation are bone morphogenetic pro-
teins (BMPs), transforming growth factor beta (TGF-),
fibroblast growth factors (FGFs), insulin growth factor I
and II (IGF I/II), and platelet derived growth factor
(PDGF). The VEGF may also be incorporated into the
matrix to promote vascularization of the bone tissue.

The bioreactors used for bone tissue engineering have
mostly been confined to spinner flask and rotating wall
vessels. The rotating wall vessels help to promote cell
interactions, but the microgravity imposed by the bioreac-
tor may actually lead to bone loss (136).

Currently, most engineered bone tissue utilizes a com-
bination of mesanchymal stem cells with a highly porous
biodegradable matrix (133). Alternatively, multipotent
cells isolated from the periosteum seeded on PLGA scaf-
folds created bone tissue that was well integrated with the
native tissue (137). Transfecting bone progenitor cells with
BMP-2 can also enhance their ability to create new tissue
(138).

Because of the large number of growth factor that can
influence bone formation, more work must be done to
understand the underlying mechanisms of how these
growth factors influence the various bone cell types.
New materials with surface modifications are also being
evaluated for their ability to control cell differentiation and
migration. Rapid prototyping is also emerging as a proces-
sing technique to create scaffolds with control spatial
arrangement, porosity, and bulk shape (139).

Cartilage. Cartilage is divided into two types: fibrous
and articular. Fibrocartilage is used to provide shape, but
flexibility to body parts, such as the ear and nose, while
articular cartilage is found in joints where bone meets
bone. Damage to articular cartilage can lead to painful
arthritis and loss of motion. Traditional surgical repair
techniques involve removal of damaged cartilage and
reshaping the tissue to prevent further damage. Grafts
from autologous tissue have not been successful in repair
tissue. One reason for the difficulty in repair is the lack of a
vasculature. The wound healing process available to other
tissue types will not effect cartilage regeneration.

Genzyme has developed a procedure that involves the
use of autologous cells that are expanded in culture and
reintroduced into the site of injury. This method has had a
fairly high success rate and can be used for defects up to
15 cm2. Larger defects require the use of a scaffold to hold
the engineered tissue in place. Photomonomers can be
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combined with chondrocytes and other growth factors to
engineer tissue in vivo (140). Ultraviolet light is then used
to initiate polymerization. This method is ideal for irregu-
larly shaped defects and is less invasive. The hydrogel
structure of the cross-linked polymer is also ideal for
cartilage growth because the chondrocytes have a spherical
morphology like that of native cells.

One of the main characteristics of cartilage that gives it
strength is the trizonal arrangement of collagen fiber. This
characteristic is difficult to mimic in vitro. Polyethylene
oxide based photopolymers have successfully been used to
encapsulate chondrocytes into discrete layers (141). Chon-
drocytes also respond to mechanical stresses that will
affect its production of extracellular matrix. Cyclic hydro-
static pressure that mimics the forces present in knee
joints can increase the synthesis of type II collagen
(112). Type II collagen is an important protein in the
extracellular matrix of articular cartilage. Fibrocartilage
ECM consists primarily of type I cartilage.

Cell culture technology has allowed for the rapid expan-
sion of autologous chondrocytes. Problems associated with
immune rejection can be avoided, but two surgeries are
required to create the engineered cartilage. Inroads have
been to engineer cartilage that is structurally equivalent to
native tissue. With proper control of differentiation, stems
cells may be injected directly into the injured site to form
new cartilage. Advances in immunomodulation technology
may render stem cells resistant to the immune system that
will eliminate the need for acquiring autologous cells. Also,
injectable biomaterials may eventually be created that can
be spatially arranged in situ to mimic the trizonal arrange-
ment of collagen.

Blood Vessels. Blood vessels play a major role in
delivering nutrient and removing wastes from all parts
of the body. Disruptions to the flow of blood can lead to
tissue loss downstream from the site of injury. In response
to transection of the blood vessel, a cascade of events leads
to the clotting of the blood and wound repair. Beside
physical damage to the blood vessel, arthrosclerosis can
lead to partial or complete blockage of the blood vessel.
Within the heart, this can lead to myocardial infarction and
even death unless bypass surgery is performed. Artificial
grafts are used to bypass the flow of blood around the site
of the blockage. This method has only been successful for
grafts >6 mm (142). Small diameter grafts are being engi-
neered to fill this gap (143). The major problem with
grafting is restenosis, which can lead to failure.

The artery consists of three layers: intimal, medial, and
adventitia. The intimal layer is comprised of the endothe-
lial cells that line the inside of the blood vessel. For
engineered arteries, these cells are typically obtained from
donor material. Advances still need to be made in stem cell
research to create new endothelial cells. The smooth mus-
cle cells of the medial layer control the flow of blood via
constriction or dilation of the artery. The adventitia layer is
made up of fibroblasts and extra cellular matrix. While this
layer is commonly left out of engineered arteries, its pre-
sence provides additional mechanical strength (37).

For the scaffold, PLA, PGA and their copolymers as well
as poly-4-hydroxybutyrate are most commonly used. Engi-

neered arteries have also been created without the use of
synthetic materials (37). In these cases, donor arteries
have their cells removed. The remaining matrix structure
is reseeded with endothelial cells on the inner-lumen and
smooth muscle cells on the exterior. Once the cell–scaffold
implant has been created, a mechanical stimulus can be
used to confer increased strength. Specialized bioreactors
that provide cyclic shear flow that mimic the pulsatile flow
of blood have been developed for engineering arteries (144).

The ideal engineered artery would have the mechanical
strength to withstand the pulsatile shear stresses and
blood pressure, would be biocompatible, and would inte-
grate seamlessly with the existing blood vessel. Since
autologous vessels may not be practical for patients suffer-
ing from arthrosclerosis, an acellular implant would be
better suited. Acellular implants have displayed excellent
results in animal models (145). These systems have a
greater capacity to remodel their structure to better mesh
with the native tissue. Cells are recruited from the existing
tissue. Better understanding of the remodeling mechanism
in humans would help to improve these implants.

Combined

Skin. Skin is considered to be the largest organ of the
body. Its primary function is to protect the body from the
environment. It helps to regulate fluid content and body
temperature. Skin acts as the first line of defense for
immune surveillance. Sensory receptor found in the skin
help the body examine the environment. When injured,
skin has the capacity to self-repair. The common form of
injury to skin is a burn. Ulcerations may also form due to
venal stasis, diabetes, and pressure sores. Skin continuity
may be disrupted due to accidental physical trauma or the
removal of skin cancers. Though the skin has the capacity
to regenerate, engineered skin may be required to provide
physical protection and metabolic regulation until the
native tissue covers the wound.

Skin is comprised of two layers: the dermis and epider-
mis. The epidermis is the outer layer comprised of kerati-
nocytes. This layer protects the dermis layer and helps to
regulate heat and water loss. The dermis contains the
vasculature, nerve bundles, and lymphatic systems that
connect the skin to the rest of the body.

The traditional method to large area skin repair was to
obtain skin from intact portions of the body and spread it
around to increase the rate of regeneration. This was
problematic for patients with severe injuries. Also, the
area for harvesting may become damaged as well. An
alternative was to use donor cadaver tissue that usually
provoked an immune response. To overcome these obsta-
cles, skin may be engineered to be biocompatible with the
patient and help to promote the body’s ability to self-repair.

Engineered skin should contain a belayed structure that
allows for rapid vascularization and innervation from the
body. The dermis layer should promote rapid wound repair.
The epidermal layer should have the capacity to protect the
body from the environment. The system should become
fully integrated into the wound (146).

Initially, engineered skin was designed to act as a
wound dressing and not become integrated with the native
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tissue. Alloderm, from Life Cell Technologies and approved
in 1992, was an acellular dermal matrix derived from
cadaver tissue. Integra was approved in 1996 and consisted
of a silicone sheet coated with collagen and glycoaminogly-
cans. The silicone sheet helped to prevent fluid loss, but
needed to be removed when the tissue eventually healed.
Autologous cultured skin substitutes have been used in
combination with Integra for engraftment into burn
wounds of pediatric patients. The elastic quality of this
engineer skin allowed the new tissue to grow with the
patient (147). In 1998, Organogenesis received FDA
approval for the first tissue engineer product (Apligraf).
The product utilized a collagen gel sheet seeded with
fibroblast. Dermagraft (Advanced Tissue Sciences) was
the first skin substitute to utilize biodegradable polyglac-
tin. The fiber mesh was coated with fibroblasts that secrete
growth promoting factors. More advanced cultured skin
substitutes, next generation engineered skin, should have
a full thickness bilayered structure that can become inte-
grated into the wound for faster recovery.

For full thickness engineered skin to become integrated
into the patient’s own tissue, the dermis layer must promote
immediate vascularization. Without a supply of nutrients to
the tissue, the epidermal layer would begin to die and slough
off (148). The inclusion of fibroblasts and endothelial cells in
the dermis layer promoted the formation of a capillary bed
that improved neovascularization (149).

Engineered skin can also be used for other functions
besides wound repair. Stem cells that are normally present
in the epidermis may be transfected and included in engi-
neered skin to produce therapeutic proteins for patient
suffering from chronic disorders (150). Engineered skin
may contain hair follicle cells to create tissue for hair
implants (151). Future engineered skin should include
melanocytes to match the skin to the patient’s native tones
as well as sweat glands to regulate sweating and sensory
receptors that integrate with the existing nervous system.

Nerves. Nerve tissue engineering presents a unique
problem not encountered with other tissue. Nerve tissue is
comprised of neurons and satellite cells. In the peripheral
nervous system, the satellite cells are Schwann cells. These
cells secrete growth factors to stimulate nerve regeneration
when they lose contact with neurons. In contact with
neurons, Schwann cells ensheath or myelinate the axon
in order to enhance the conduction of the electrical signal.
The central nervous system (brain and spinal column)
contains oligodendrocytes that ensheath axons and astro-
cytes forming the blood–brain barrier. Instead of promot-
ing regeneration, oligodendrocytes are actually inhibitory.
Damage to these neurons can lead to the loss of sensory and
motor function, paralysis, and even death.

When a nerve becomes severed, the proximal segment of
the axon closest to the cell body will extend and enter the
degenerated distal portion and continue growing until new
synaptic connections are made. If connections are not made
in a timely manner, the neuron may lose function and die
making the loss of function permanent. The traditional
method of nerve repair is to surgically reconnect the two
severed ends. When the damage is too extensive to recon-
nect the tissue, donor tissue from a less critical nerve is

used to bridge the gap. As an alternative, an engineered
bioartificial nerve graft can be used to bridge the gap to
eliminate the need for the donor material. Several nerve
grafts have been developed that utilize different scaffolds
materials, various cells, and combinations of growth factor
in order to enhance nerve regeneration (152). Clinical trials
for peripheral nerve repair have shown success using
poly(tetrafluoroethylene) to regenerate nerve tissue with
gaps up to 4 cm long (153). The FDA has also approved a
PGA conduit (Neurotube, Neuroregen LLC, Bel Air, MD)
and a collagen-based nerve tube (NeuraGen, Integra Neu-
rosciences, Plainsboro, NJ) for peripheral nerve repair. For
the material that is chosen, the physical parameters of the
conduit, such as porosity, can be optimized to ensure
adequate nutrient reach the regenerating tissue while
retaining growth factor with the implant (83).

Various chemical matrices, such as ECM components,
can be added to the conduit to further enhance nerve
regeneration (152). While the inclusion of these factors
may provide incremental improvements in the overall
design, they have not surpassed traditional surgical tech-
niques to regenerate nerves (154). In the 1940s, Weiss, a
pioneer in artificial nerve graft research, claimed that the
ideal substrate for nerve regeneration is degenerated nerve
(155). Degenerated nerve contains the matrix molecules
and cellular components that have been naturally opti-
mized to promote nerve regeneration.

Non-neuronal cells may be added to the artificial nerve
graft in order to create an environment that mimics the
natural nerve regeneration process. Schwann cells can be
used to enhance the regeneration of both peripheral and
central nerve tissue (156). Though they are not found in the
central system, Schwann cells can overcome the inhibitory
effect of the oligodendrocytes. Alternatively, fibroblasts
transfected to produce nerve growth factor and seeded into
an artificial nerve graft have been used to regenerate nerve
tissue (157). Neural stem cells used in conjunction with a
structured polymer scaffold have led to functional recovery
from spinal cord injuries in rat models (27).

The next generation of nerve grafts should regenerate
nerve tissue over much longer distances than currently
achieved. Grafts containing a matrix comparable to degen-
erated nerve should make this possible. Microfabrication
techniques also show promise for control of the growth of
axons at the cellular level (100). Eventually, techniques
must be developed to transplant new neural tissue into the
existing system. This will become necessary for the inner-
vation of engineered tissue and organs that relay on com-
munication with the nervous system. Additional research
is needed to understand the impact of additional neural
contact on the overall system. These techniques may make
possible a cure for paralysis where nerve tissue has degen-
erated beyond repair.

FUTURE PROSPECTS

The advances made in tissue engineering since the 1980s
are set to transform the standard methods for medical care.
The previous section is just a small sampling of the tissues
currently under investigation. Just about every tissue in
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the body is currently being studied for repair using engi-
neered tissue or cell therapy. Though much has been
accomplished, more work still needs to be done.

Stem cells have shown great promise as a universal cell
for developing engineered tissue implants. Research adult
stem cells, such as mesanchymal and hematopoietic cells,
hints at their capacity to act as a pluripotent cell type.
Additional work may reveal more cell types that these can
differentiate into. Strict regulations may hinder investiga-
tion of embryonic stem cells, but additional research in
cultivation methods can alleviate ethical concerns. More
work still needs to be done to control the differentiation of
these cells to prevent the formation of teratomas.

The variety of tissue types being engineered makes
development of a single universal scaffold difficult. The
mechanical characteristics of individual tissues require
scaffolds with specialized properties. Although a few poly-
mers have been accepted by the FDA, more will need to be
evaluated to ensure enough options are available for the
engineered tissue. New biomaterials should also be inves-
tigated to ensure a wide variety of options. For a given class
of biomaterials, though, the polymer should be customiz-
able to ensure the appropriate mechanical and degradation
properties. Also, the material should be capable of manip-
ulation to enhance adhesion and control tissue formation.

As stem cells increase in importance, more signaling
factors to control differentiation will be needed. Such con-
trol should not be limited to diffusible factors, but should
also include surface bound molecules that can mimic the
cell–cell contact interactions that occur during develop-
ment. Such molecules may be bound to the surface using
microfabrication techniques to encourage differentiation of
the stem cells into spatially arranged multiple cell types.
With advances in gene transfer and other immunomodula-
tion techniques, stem cells may be rendered fully biocom-
patible with the patient regardless of the donor source.

Several specific examples of engineered tissues were
presented earlier. Each tissue type has its own issues that
must be overcome for the engineered tissue to be success-
ful. In general, though, many tissues must interact with
the existing vascular and nervous systems. As engineered
tissue turns to engineered organs, protocols must be devel-
oped to ensure adequate nutrient will reach the cells.
Vascular endothelial growth factor provides a means of
recruiting blood vessels to the new tissue, but would not be
useful in growing whole organs in vitro. Bioreactors will
need to be designed to accommodate multiple tissue types,
including endothelial cells for neovasculature formation.
As the mechanisms for stem cell differentiation become
better understood, the possibility of growing entire organs
may become a reality.

Another general concern for engineered tissues is the
connection with the existing nervous system. Muscle and
skin interact with the peripheral nervous system. Several
internal organs interact with the brain via the autonomic
nervous system. For such organs and tissue to be fully
integrated and functional, methods must be developed to
attract existing neurons. In some cases, nerve tissue may
not be present so the engineered tissue may need to include
a neural component that can be integrated with the
nervous system.

Engineered tissue will ultimately be used to repair
practically any tissue in the body. With the almost infinite
combinations of biomaterials, growth factors and cells, the
only limit to creating new tissue is one’s imagination.
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ENGINEERING FOR REGENERATION.

ENVIRONMENTAL CONTROL

DENIS ANSON
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Dallas, Pennsylvania

INTRODUCTION

Electronic aids to daily living (EADLs) are devices that can
be used to control electrical devices in the client’s environ-
ment (1). Before 1998 (2), these devices were generally
known by the shorter term, ‘‘Environmental Control Unit’’
(ECU). Technically, this term should be reserved for fur-
nace thermostats and similar controls. The more generic
EADL applies to control of lighting and temperature, but
also applies to control of radios, televisions, telephones,
and other electrical and electronic devices in the environ-
ment of the client (3,4). See Fig. 1.

These systems all contain some method for the user to
provide input to the EADL, some means of determining the
current state of the device to be controlled (although this is
often visual inspection of the device itself, since EADLs are

generally thought of as being applied to the immediate
environment), and a means of exerting control over the
targeted device. The degree and generalization of control
differs among various EADL systems. These systems may
provide a means of switching power to the target device, of
controlling the features of an external device, or may
subsume an external device to provide enhanced control
internally.

POWER SWITCHING

The simplest EADLs only provide switching of the elec-
trical supply for devices in a room. Although not typically
considered as EADLs, the switch-adapted toys provided to
severely disabled children would, formally, be included in
this category of EADLs. To adapt a conventional battery
powered toy, the therapist inserts a ‘‘battery interrupter’’
to allow an external switch to control the flow of power from
the batteries to the workings of the toy. Power switching
EADLs operate in precisely the same manner. A switch is
placed in series with the device to be controlled, so that the
inaccessible power switch of the device can be left in the
‘‘ON’’ position, and the device can be activated by a more
accessible external switch. To provide control over appli-
ances and lights in the immediate environment, primitive
EADL systems consisted of little more than a set of elec-
trical switches and outlets in a box that connected to
devices within a room via extension cords. Control 1(5),
for example, allowed the connection of eight devices to the
receptacles of the control unit. Such devices are limited in
their utility and safety, since extension cords pose safety
hazards to people in the environment through risks of falls
(tripping over the extension cords) and fires (overheated or
worn cords). Because of the limitations posed by extension
cords, EADL technology was driven to use remote switch-
ing technologies (Fig. 2).

Second generation EADL systems used various remote
control technologies to activate power to electrical devices
in the environment. These strategies include the use of
ultrasonic pulses [e.g., TASH Ultra 4 (6)] (Fig. 4) infrared
(IR) light [e.g., Infrared Remote Control (7)], and electrical
signals propagated through the electrical circuitry of
the home [e.g., X-10 (8) Fig. 3]. All of these switching
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Figure 1. Components of an EADL system.



technologies remain in use, and some are used for much
more elaborate control systems. Here we are only consider-
ing power switching, however (Fig. 4).

The most prevalent power-switching EADL control sys-
tem is that produced by the X-10 Corporation. The X-10
system uses electrical signals sent over the wiring of a
home to control power modules that are plugged into wall
sockets in series with the device to be controlled. (In a
series connection, the power module is plugged into the
wall, and the remotely controlled device is plugged into the
power module.) The X-10 supports up to 16 channels of
control, with up to 16 modules on each, for a total of up to
256 devices controlled by a single system. The signals used
to control X-10 modules will not travel through the home’s
power transformer so, in single family dwellings, there is
no risk of interfering with devices in a neighbor’s home.
This is not necessarily true, however, in an apartment
setting, where it is possible for two X-10 users to inadver-
tently control each other’s devices. The general set-up of
early X-10 devices was to control up to 16 devices on an
available channel so that such interference would not
occur. In some apartments, the power within a single unit
may be on different ‘‘phases’’ of the power supplied to the
building. (These phases are required to provide 220-V
power for some appliances.) If this is the case, the X-10

signals from a controller plugged into one phase will not
cross to the second phase of the electrical wiring. A special
‘‘phase cross-over’’ is available from X-10 to overcome this
problem. The X-10 modules, in addition to switching power
on and off, can be used, via special lighting modules, to dim
and brighten room lighting. These modules work only with
incandescent lighting, but add a degree of control beyond
simple switching. For permanent installations, the wall
switches and receptacles of the home may be replaced with
X-10 controlled units. Because X-10 modules do not pre-
vent local control, these receptacles and switches will work
like standard units, with the added advantage of remote
control.

When they were introduced in the late 1970s, X-10
modules revolutionized the field of EADLs. Prior to X-10,
remote switching was a difficult and expensive endeavor,
restricted largely to applications for people with disabil-
ities and to industrial applications. The X-10 system, how-
ever, was intended as a convenience for able-bodied people
who did not want to walk across a room to turn on a light.
Because the target audience was able to perform the task
without remote switching, the technology had to be inex-
pensive enough that it was easier to pay the cost than get
out of a chair. The X-10 made it possible for an able-bodied
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Figure 2. Electralink power switching module.

Figure 3. X-10 switching modules.

Figure 4. Tash Ultra-4 power switching
modules.



person to remotely control electrical devices for under
$100, where most disability-related devices cost several
thousand dollars.

Interestingly, the almost universal adoption of X-10
protocols by disability related EADLs did not result in
sudden price drops in the disability field. In cases where
simple power switching provided adequate control, many
clinicians continue to adapt mass-market devices for indi-
viduals with disabilities. While this may not be a good use
of clinician time, it does allow those with limited funding to
gain a degree of control over their environments.

FEATURE CONTROL

As electronic systems became more pervasive in the home,
simply switching of lights and coffee pots failed to meet the
needs of individuals with disabilities who wanted to control
the immediate environment. With wall current control, a
person with a disability might be able to turn a light or
television on and off, but would have no control beyond
that. A person with a disability might want to be able to
surf cable channels as much as an able-bodied person with
a television remote control (9). When advertisements are
blaring from the speakers, a person with a disability might
want to be able to turn down the sound, or tune to another
radio station. Because the ability to control a radio from
across the room became a sales advantage when marketing
to sedentary, able-bodied adults, nearly all home electronic
devices are now delivered with a remote control, generally
using IR signals. Most of these remote controls are not
usable by a person with a disability, however, due to the
small buttons and labels that require fine motor control
and good sensory discrimination (Fig. 5).

The EADL systems designed to provide access to the
home environment of a person with a disability must
provide more than on/off control of home electronics. They
must also provide control of the features of home electronic
devices. Because of this need, EADL systems frequently
have hybrid capabilities. They will incorporate a means of
directly switching power to remote devices, often using

X-10 technology. This allows control of devices such as
lights, fans, and coffee pots, as well as electrical door
openers and other specialty devices (10). They will also
typically incorporate some form of IR remote control, which
will allow them to mimic the signals of standard remote
control devices. This control will be provided either by
programming in the standard sequences for all commer-
cially available VCRs, televisions, and satellite decoders, or
through teaching systems, where the EADL learns the
codes beamed at it by the conventional remote. Prepro-
grammed control codes allow a simple set-up process to
enable the EADL to control various devices, but only those
devices whose codes existed prior to the manufacture of the
EADL. The advantage of the learning approach is that it
can learn any codes, even those that have not yet been
invented. The disadvantage is that the controls must be
taught, requiring more set-up and configuration time for
the user and caregivers. In addition, there are cases where
the internal IR switching speed of the EADL differs enough
from that of the device to be controlled that some signals
cannot be reproduced reliably.

Infrared remote control, as adopted by most entertain-
ment systems controllers, is limited to approximate line of
sight control. Unless the controller is aimed in the general
direction of the device to be controlled (most have wide
dispersion patterns), the signals will not be received. This
means that an EADL cannot directly control, via IR, any
device not located in the same room. However, IR repea-
ters, such as the X-10 Powermid (11) can overcome this
limitation by using radio signals to send the control signals
received in one room to a transmitter in the room of the
device to be controlled. With a collection of repeaters, a
person would be able to control any infrared device in the
home from anywhere else in the home.

One problem that is shared by EADL users and able-
bodied consumers is the proliferation of remote control
devices. Many homes now are plagued with a remote
control for the television, the cable–satellite receiver, the
DVD player/VHS recorder (either one or two devices), the
home stereo/multimedia center, and other devices, all in
the same room. Universal remote controls allow switching
from controlling one device to another, but are often cum-
bersome to control. Some hope is on the horizon for
improved control of home audiovisual devices with less
difficulty. In November of 1999, a consortium of eight home
electronics manufacturers released a set of guidelines for
home electronics called HAVi (12). The HAVi specification
will allow compliant home electronics to communicate so
that any HAVi remote control can operate the features of
all of the HAVi devices sharing the standard. A single
remote control can control all of the audiovisual devices
in the home, through a single interface. Such standards are
effective to the extent that they are actually implemented.
As of the summer of 2004, the HAVi site lists six products,
from two manufacturers, that actually use the HAVi
standard.

The Infrared Data Association (13) (IrDA) is performing
similar specifications work focusing purely on IR controls.
The IrDA standard will allow an IR remote control to
operate features of computers, home audiovisual equip-
ment, and appliances equipped with IR controls through a
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Figure 5. Imperium 200H provides infrared remote control of
entertainment systems, power switching, and hospital bed control.



single standard protocol. In addition to allowing a single
remote control to control a wide range of devices, IrDA
standards will allow other IrDA devices, such as PDAs,
personal computers, and augmentative communications
systems to control home electronics. Having a single stan-
dard for home electronics will simplify the design of EADL
systems for people with disabilities.

A more recent standard, V2 (14), offers a much greater
level of control. If fully implemented, V2 would allow a
single EADL device to control the all of the features of all
electronic devices in its vicinity, from the volume of the
radio through the setting of the thermostat in the hall, to
the ‘‘Push to Walk’’ button on the cross-walk. Using a V2
EADL, a person with a disability could move from envir-
onment to environment, and be able to control the V2
enabled devices in any location.

One interesting aspect of feature control by EADLs is
the relationship between EADLs and computers. Some
EADL systems, such as the Quartet Simplicity (15), include
features to allow the user to control a personal computer
through the EADL. In general, this is little more than a
passthrough of the control system of the EADL to a com-
puter access system. Other EADLs, such as the PROXi
(16), are designed to accept control inputs from a personal
computer. The goal in both cases is to use the same input
method to control a personal computer as to control the
EADL. In general, the control demands of an EADL system
are much less stringent than those for a computer. An
input method that is adequate for EADL control may be
very tedious for general computer controls. On the other
hand, system that allows fluid control of a computer will
not be strained by the need to also control an EADL. The

‘‘proper’’ source of control will probably have to be decided
on a case-by-case basis.

One of the most important features of the environment
to be controlled by an EADL is not generally thought of as
an electronic device. In a study of EADL users conducted in
Finland (17), users reported that the feature that provided
the most gain in independence was the ability to open doors
independently. While doors are not electronic devices,
powered door openers may be, and can be controlled
through the EADL.

SUBSUMED DEVICES

Finally, modern EADLs frequently incorporate some com-
mon devices that are more easily replicated than controlled
remotely. Some devices, such as the telephone, are so
pervasive that an EADL system can assume that a tele-
phone will be required. Incorporating telephone electronics
into the EADL is actually less expensive, due to telephone
standardization, than inventing special systems to control
a conventional telephone. Other systems designed for indi-
viduals with disabilities are so difficult to control remotely
that the EADL must include the entire control system.
Hospital bed controls, for example, have no provisions for
remote control, but should be usable by a person with a
disability. Hence, some EADLs include hospital bed con-
trols internally, so that a person who is in the bed can
control its features (Fig. 6).

A telephone conversation may be considered as having
several components. The user must ‘‘pick up’’ to connect to
the telephone system (able-bodied individuals do this by
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Figure 6. Relax II scanning EADL with IR
remote control and X-10 switching.



picking up the handset). If the user is responding to an
incoming call, the act of picking up initiates the connection.
If the user is ‘‘originating’’ a call, the act of picking up will
be followed by ‘‘dialing’’, which describes the person to
whom the user wishes to speak. When a connection is
made (both parties have picked up), a conversation may
ensue. At the end of the conversation, the call is ‘‘termi-
nated’’ by breaking the connection.

Many EADL systems include a built-in speakerphone,
which will allow the user to originate and answer tele-
phone calls using the electronics of the EADL as the
telephone. Because of the existing standards, these sys-
tems are generally analogue, single-line telephones, elec-
tronically similar to those found in the typical home.
Many business settings now use multiline sets, which
are not compatible with home telephones. Other settings
use digital interchanges, which are also not compatible
with conventional telephones. Finally, there is a move
currently to use ‘‘Voice Over Internet Protocol’’ (VOIP) to
bypass telephone billing and use the internet to carry
telephone conversations. Because of this, the telephone
built in to a standard EADL may not meet the needs of a
disabled client in an office or other setting. Before recom-
mending an EADL as an access solution for a client,
therapists should check that the EADL communication
system is compatible with the telecommunications sys-
tems in that location.

Because the target consumer for an EADL will have
severe restrictions in mobility, the manufacturers of many
of these systems consider that a significant portion of the
customer’s day will be spent in bed, and so include some
sort of control system for standard hospital beds. These
systems commonly allow the user to adjust head and foot
height independently, extending the time the individual
can be independent of assistance for positioning. As with
telephone systems, different brands of hospital bed use
different styles of control. It is essential that the clinician
match the controls provided by the EADL with the inputs
required by the bed to be controlled.

CONTROLLING EADLs

For an EADL to provide improved function to the indivi-
dual with a disability, it must provide a control interface
that is more usable than that of the devices it controls. The
common strategies for control found in EADLs are scan-
ning and voice command.

Scanning Control

While scanning control is not particularly useful for com-
puter control (17), it may be quite satisfactory for control
of an EADL. When controlling a computer, the user must
select between hundreds of options, and perform thou-
sands of selections per day. When controlling the envir-
onment, the user may select among dozens of options, but
will probably not be making more than a hundred selec-
tions during the day. While the frequent waits for the
desired action to be offered in a computer scanning input
system can have a crippling effect on productivity, the
difference between turning on a light now versus a few

seconds from now is of little consequence. Because of this,
many EADL systems provide a scanning control system as
the primary means of controlling the immediate environ-
ment.

As with computer scanning, EADL scanning may be
arranged in a hierarchical pattern. At the topmost level,
the system may scan between lights, telephone, bed, enter-
tainment, and appliances. When ‘‘lights’’ are selected, the
system might scan between the various lights that are
under EADL control. When a single light is selected, the
system may scan between ‘‘Off ’’, ‘‘Dimmer’’, ‘‘Brighter’’,
and ‘‘On’’. As the number of devices to be controlled
increases, the number of selections required to control a
particular feature will increase, but the overall complexity
of the device need not.

Voice Command

Like scanning, voice command may be significantly more
functional in controlling an EADL than a computer. If the
user is willing to learn specific voice commands for control
that are selected to be highly differentiable, a voice com-
mand EADL system can be highly reliable. As the potential
vocabulary increases, the likelihood of misrecognitions
increases and the quality of control goes down.

As with all voice-command systems, background noise
can impair the accuracy of recognition. An EADL may easily
recognize the commands to turn on a radio in a quiet
room, for example, but may be unable to recognize the
command to turn off the radio when it is playing in the
background. This problem will be exacerbated if the voice
commands are to be received by a remote microphone, and
when the user is not looking directly at the microphone. On
the other hand, the use of a headset microphone can improve
control accuracy, but at the cost of encumbering the user.

In addition to microphone type and quality, voice qual-
ity can affect the reliability of the system. For individuals
with high level spinal cord injuries or other neurological
deficits, voice quality can change significantly during the
course of a day. A command that is easily recognized in the
morning when the person is well rested may be ignored
later in the day, after the user has fatigued. At this later
time, the user’s tolerance for frustration is also likely to be
lessened. The combined effect of vocal changes and frus-
tration may result in the user abandoning the device if an
alternative control is not provided. While voice command of
EADLs has a ‘‘magical’’ quality of control, for the person
whose disability affects vocal quality or endurance, it can
be a sporadic and limiting magic.

Other Control Strategies

For those systems that are controlled by a computer, any
access method that can be used to control the computer can
provide control over the environment as well. This includes
mouse emulators and expanded keyboards as well as scan-
ning and voice input. A recent study (18) has also demon-
strated the utility of switch-encoding as a means of
controlling the environment for children as young as 4,
or, by extension, for individuals with significant cognitive
limitations. In this strategy, the user closes one or two
switches in coded patterns (similar to Morse code) to
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operate the features of devices in the environment. The
devices can be labeled with the control patterns for those
users who cannot remember the controls, or during the
training phase.

The technology now exists, though it has not been
applied to EADL systems, to combine head and eye track-
ing technologies so that a person with a disability could
control devices in the environment by simply looking at
them. Head-tracking technology could determine, from the
user’s location, what objects were in the field of view. Eye
tracking could determine the distance and fine direction of
the intended object. A ‘‘heads-up’’ display might show the
features of the device available for control, and provide the
control interface. With such a system, a user wearing a
headset might be able to turn on a light simply by looking at
it and blinking. This type of control strategy, combined
with the V2 control protocol, would allow a person with a
disability truly ‘‘magical’’ control of the environment.

THE FUTURE OF EADLs

Recognizing that the EADL provides a bridge between
the individual with a disability and the environment in
which they live, EADL development is likely to occur in two
directions. The interface between the individual and the
EADL will be enhanced to provide better input to
the EADL, and remote controls will become more pervasive
so that more of the world can be controlled by the EADL.

The user’s ability to control the EADL is a function of the
ability of the person to emit controlled behavior. Scanning
requires the presence or absence of an action, and ignores
any grading. As assistive technologists develops sensing
technologies to identify gradients of movement or neural
activity, the number of selections that can be made directly
increases. For example, current EADLs may be controlled
by eye-blink for severely disabled individuals. But in the
future, EADLs could use eye-tracking technology to allow a
person to look at the device in the environment to be
controlled, and then blink to activate it. Electroencephalo-
graphy might, eventually, allow the control of devices in
the environment by simply thinking at them (19,20).

The continued development of remote control technol-
ogies will, in the future, allow EADLs to control more of the
environment that is currently available. Currently, EADLs
can switch power to any device that plugs into the wall or
that uses batteries. Feature control, however, is very lim-
ited. Cross-walk controls, elevators, and ATM machines do
not have the means of remote control today, and are often
beyond the reach of a person with a significant disability.
Microwave ranges, ovens, and air conditioners also have
feature controls that might be, but are not, remotely con-
trollable. If interoperability standards like V2 are
accepted, the controls that are provided for sedentary,
able-bodied users may provide control for the EADLs of
the future. It is generally recognized that the inclusion of
remote control for EADL access is not cost-effective, but if
the cost of providing remote control for able-bodied users
becomes low enough, such options might be made avail-
able, which will allow EADLs of the future to control them
as well.
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INTRODUCTION

Equipment acquisition is the process by which a hospital
introduces new technology into its operations. The process
involves determining the hospital’s needs and goals with
respect to new technology and equipment, how best to meet
those needs, and instituting the decisions. The process
involves virtually every clinical and support department
of the hospital. This is consistent with the Joint Commis-
sion on Accreditation of Healthcare Organizations
(JCAHO) (1) medical equipment management standards
which require hospitals to have a process for medical
equipment acquisition.

Unfortunately, in many hospitals it is a ritual, the
control and details of which are jealously guarded. In fact,
the needs of the hospital’s operation would be much better
served if all departments knew how the process worked. If
the rules of the process were known and based upon the
stated goals and priorities of the institution, then the
people who must attempt to justify requests for new equip-
ment would be able to do their jobs better, and with
subsequently better results. If a new technology can
improve the hospital’s finances and/or clinical or support
functions, then the methods by which this can be used to
justify requests should be clearly explained. If the hospi-
tal’s reimbursement structure is such that the introduction
of new technology is difficult, but the improvement of
current functions is more easily funded, then this should
be explained.

In short, there should be a policy and procedure for the
method by which the hospital acquires new equipment. It
should define what the hospital means by a capital expen-
diture, reflect the hospital’s overall goals and objectives,
clearly state how to prepare a justification, and explain, at
least in general terms, how a decision is to be made about
the funding of a proposal.

The scope of this article is limited to the justification,
selection, and implementation of new medical technology
and equipment (Table 1). It is not intended to provide
cookbook methods to be followed exactly, but instead to
explain principles that can be applied to different hospitals
and their differing needs. This seems to be particularly
appropriate because needs vary not only between hospi-
tals, but also with time.

JUSTIFICATION PROCESS

The justification process lays the groundwork for the acqui-
sition of medical equipment. The better the justification,
the more dependable the results will be. If the rules of the
justification process are carefully planned, and just as
carefully followed, the equipment acquisition function of
the hospital will be respected and adhered to by other
components of the hospital system. It is via the justification
process that the hospital’s needs are recognized, proposals

are created to meet these needs, and sufficient funds are
budgeted to fulfill the most acceptable proposals.

Needs assessment is the first step in the justification
process. The requirement for new equipment can be based
upon a variety of disparate requirements. There can be a
need for new technology or expansion of an existing service.
Need for equipment can be based upon cost effectiveness of
new technology, safety, maintenance costs, or simply a
need to replace old equipment. The justification for acquir-
ing equipment based upon any of these reasons must be
supported by facts.

The age of equipment by itself is not sufficient justifica-
tion for replacing equipment. If the age of equipment
exceeds accepted guidelines, and maintenance costs, for
example, are also exceeding accepted guidelines, then the
replacement of equipment is adequately justified. What
this points out, however, is that there must be guidelines
for replacement of equipment based upon both age and
maintenance costs.

A general guideline is that when equipment is over
7 years old, it is time to start considering its replacement.
The age when equipment should be considered for replace-
ment can also be based on its depreciation life, which varies
depending on the type of device. Wear and tear, along with
the advancement of the state of the art in equipment
design, will start catching up with the equipment at about
this time. When total maintenance costs exceed approxi-
mately one and one-half times replacement cost or when an
individual repair will cost more than one-half the replace-
ment cost, it is probably more appropriate to consider
replacing the equipment. Age and/or maintenance costs
by themselves do not necessarily require equipment repla-
cement. There can be mitigating circumstances, such as
the fact that the older equipment might be impossible to
replace. If an item is one of a standardized group, or part of
a larger system, it might be unrealistic to consider repla-
cing the entire group or system.

Safety considerations should be relatively easy to docu-
ment. If the performance of equipment puts it out of
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Table 1. Equipment Acquisition: Outline of Process

Justification Clinical testing
Needs assessment Use in expected application
Proposal Questionnaire or interview

Clinical Assessment
Financial Ranking
Environmental Requests for quotations

Budget request Final choice
Selection Negotiate

Literature review Contract
Library Implementation
Subscriptions Purchase order
Standards Installation
Manufacturer’s literature Acceptance testing

Vendor list Training
Request for proposal Operator
Preliminary review Service

Engineering testing Conclusion
Safety Report
Performance Follow-up

Contact other users



compliance with accepted standards, the standards and the
performance of the equipment can be documented. Again,
however, judgment can mitigate these standards. If a piece
predates current safety or performance standards, it is
perfectly acceptable to continue using it if clinical and
engineering personnel believe it still performs safely and
as intended. This judgment should also be documented.

Cost effectiveness is, by itself, adequate justification for
equipment acquisition. If it can be shown that within 3–5
years, the acquisition of new equipment will save more
than the cost of the acquisition, it will be money well spent.
The justification must be done very carefully, however, to
recognize all costs that will be incurred by the acquisition of
new equipment, and any additional operating costs.

If an existing clinical service is covering its costs and it
can be shown that there is a need to expand the service, the
equipment necessary to support the expansion can be cost
justified. Again, the justification must be done carefully to
ascertain that there are sufficient trained people, or people
who can be trained to use the equipment, as well as a
sufficient population of patients requiring the service.

The acquisition of new technology requires the most
difficult and demanding justification. The technology itself
must be assessed. Determine whether the technology is
viable, provides a needed service, and will be accepted.
There must be clinical professionals capable of utilizing the
technology or in a position to be trained to do so. Cost
justification of new technology is equally difficult. Very
careful thought will have to be given to identifying all costs
and revenues. The cost of the equipment, the cost of the
supplies necessary to operate it, and the cost of the per-
sonnel to operate it must all be determined.

In addition, the space requirements and special instal-
lation requirements, such as electrical power, computer
networking, air conditioning, plumbing, or medical gases,
will all have to be determined. Maintenance costs will have
to be identified and provisions made to cover them. It must
be determined that there is an adequate population base
that will provide patients to take advantage of the new
technology. State and local approval (certificate of need)
may also have to be met. The entire process is very time
consuming, and should be carefully planned to meet the
scheduling of the hospital.

Once needs have been justified, primarily by the people
intending to apply the new equipment, it will be necessary
to create a formal proposal. The formal proposal should be
prepared by a select group of people (medical, nursing,
purchasing, administration, and clinical engineering) most
closely associated with the management and use of the
equipment. Physicians are concerned with the function
performed by the equipment, nursing with the equipment’s
operations, and clinical engineering with the design, safety
and performance, and dependability of the equipment.
Administration and purchasing are involved with mana-
ging costs. Information technology staff may need to be
involved if equipment is networked, or facilities staff if
there are special installation requirements.

The proposal must provide a precise definition of the
clinical needs, the intended usage of the equipment, any
restrictions of a clinical nature, and a thorough financial
plan. The financial planning, in particular, should include

accepted planning techniques. For example, life-cycle cost
analysis is perhaps the most thorough method for deter-
mining the financial viability of a new project. (Life-cycle
analysis is the method of calculating the total cost of a
project by including the initial capital cost, the operating
costs for the expected lifetime of the equipment, and the
time cost of money.)

At this stage, it is appropriate to consider a variety of
physical or environmental factors that affect or are affected
by the proposed new equipment. The equipment will require
space for installation, use, and maintenance. Its power
requirements might call for a special electrical source,
medical gases or vacuum, or a water supply and drain.
Its size might prevent if from passing through doors. The
equipment might require special air-handling consideration
if it generates heat or must be operated in a temperature-
and/or humidity-controlled environment. Its weight might
preclude transport in elevators or require modification of
floors, or its sensitivity to vibration might require a special
installation. If the equipment is either susceptible to or
generates electrical or magnetic fields, special shielding
may be required. There might be special standards that
restrict the selection or installation of the type of equipment.

After the staff intending to use and manage the equip-
ment have completed their proposal, it will be necessary to
present this to the committee responsible for budgeting
new equipment or new projects. This ‘‘capital equipment
budget committee’’ will typically be chaired by an indivi-
dual from the hospital’s budget office and should include
representatives from central administration, nursing, and
clinical engineering. It is their responsibility to review
proposals for completeness and accuracy as well as feasi-
bility with respect to the hospital’s long-range plans and
patient population. Their judgment to approve or disap-
prove will be the necessary step before providing funds.

SELECTION PROCESS

Once the acquisition of new equipment has been justified,
planned, and budgeted, the next step is to select the
equipment that will actually be purchased. Again, this is
a formal process, with sequential steps that are necessary
to achieve the most appropriate equipment selection. There
are commercial software products available that help hos-
pitals establish priorities, develop proposals, and select
capital equipment (e.g., Strata Decision Technology).

For most equipment, a standing capital equipment
committee can oversee the selection and acquisition pro-
cess. This committee should at least include representa-
tives from clinical engineering, finance, and purchasing. It
might also include representatives from nursing and infor-
mation technology.

For major equipment or new technology, a selection
committee should be formed specifically for each acquisi-
tion. Such a committee should include physician, nursing,
and administrative personnel from the area for which the
equipment is intended, and a representative from clinical
engineering. Since the representative from clinical engi-
neering will serve on virtually all of these ad hoc selection
committees, this person’s experience would make him/her
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the best choice for chairperson. Realistically, however, it
might be more politically expedient to allow one of the
representatives from the area to chair the committee.

The first step involves a literature review. A library
search should be conducted, and the clinical engineering
department’s professional subscriptions reviewed, for
example, Health Devices and Biomedical Instrumentation
and Technology. Look for applicable standards from AAMI
or the American National Standards Institute (ANSI).
Obtain product literature from the manufacturers being
considered. Research the information maintained by the
FDA Center for Devices and Radiological Health (CDRH)
at http://www.fda.gov/cdrh. The FDA-CDRH Manufac-
turer and User Facility Device Experience Database
(MAUDE) contains reports of adverse events involving
medical devices, and their ‘‘Safety Alerts, Public Health
Advisories, and Notices’’ page contains safety-related infor-
mation on medical devices.

A list of proposed vendors to be contacted can be created
by consulting the Health Devices Sourcebook (ECRI) (2).
These vendors should be contacted and their literature on
the type of equipment being evaluated requested. Part of
the evaluation includes evaluating the manufacturers and
vendors. Commencing with this initial contact, notes
should be kept on the responsiveness and usefulness of
the representatives contacted.

A request for proposal (RFP) should be written on the
basis of the needs determined during the justification
process and the information acquired from the literature
review. When the selection criteria are straightforward,
the RFP and the request for quotation (RFQ) can be
combined. For more complex selections, such as equipment
systems or new technology, the RFP and RFQ should be
separate processes.

The RFP should be carefully written, well organized,
and thoroughly detailed. It should contain useful back-
ground information about the institution and the specific
user area. Applicable documents, such as drawings, should
be either included or explicitly made available for review by
the vendors. The equipment requirements should include a
statement regarding the major objectives to be fulfilled by
the equipment. The description of the specific require-
ments must include what is to be done, but should avoid
as much as possible restrictions on how it is to be done. It is
likely that, given reasonable latitude in addressing the
equipment requirements, manufacturers can make useful
suggestions based upon their experience and the unique
characteristics of their equipment.

The RFP should contain a description of the acceptance
testing that will be conducted before payment is approved. It
should also contain a request for a variety of ancillary
information: available operator and service documentation;
training materials and programs; warranties; and mainte-
nance options and facilities. There should also be a request
for the names of at least three users of comparable equip-
ment, located as close as possible to the hospital so that site
visits can be conveniently arranged. The RFP should be
reviewed by the entire in-house evaluation committee.

A cover letter should accompany the RFP to explain the
general instructions for submitting proposals: who to call
for answers to questions, deadline for submission, format,

and so on. When appropriate, there can also be such
information as to how the proposals will be evaluated,
how much latitude the vendors have in making their
proposals, and the conditions under which proposals can
be rejected. It is not necessary to send the RFP to all known
vendors of the type of equipment being evaluated. If there
is any reason why it would be undesirable to purchase from
particular vendors, for example, poor reputation in the
area or unsatisfactory dealings in the past, it would be
best to eliminate them from consideration before the RFP
process.

The response of the vendors to the RFP will allow the
selection committee to narrow the field to equipment that is
likely to meet the defined needs. The full evaluation com-
mittee should review the proposals. There will have been a
deadline for submission of proposals, but it might not be
appropriate to strictly enforce it. It is more important to
consider the long-term advantages to the hospital and not
to discount an otherwise acceptable proposal for being a
few days late. The proposals should be reviewed for com-
pleteness. Has all of the requested information been pro-
vided? Are there any misinterpretations? Are there
exceptions? The vendors should be contacted and addi-
tional information requested or clarifications discussed
as necessary. It will now also be possible to determine
the type of acquisition required, that is, whether the equip-
ment can be purchased from a single vendor, whether it
will have to be purchased from more than one vendor and
assembled, or whether the equipment will require some
special development effort to meet the clinical needs.

Evaluate the quality of each proposal. A simple form can
be used to record the results. The form should include the
elements of the review. Score the responses according to
the relative importance of each element, and whether there
was a complete, partial, or no response (Table 2). Include
comments to explain the reason for each score. Based upon
a review of the proposals submitted, the evaluation
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Table 2. Proposal Evaluation Form

Evaluation of Response to Request for Proposal
Date:
Reviewer:

Manufacturer:
Equipment included in proposal (models,

options, quantity):
Response submitted on time:

Score (0,1):__
Response followed specified format:

Score (0,1,2):__
Response included all information requested:

Score (0,2,4):__
Response includes exceptions:

Score (�2,�1,0):__
Response included additional, useful

suggestions:
Score (0,1,2):__

Response included reasonable alternatives:
Score (0,1,2):__
Total Score:__

Percent Score {[total score/total
possible score (11)]�100}:_____



committee should agree on which vendors and equipment
to consider further (i.e., the proposals that offer equipment
that meets the established criteria).

The next step will be to request equipment for an in-
house evaluation. The equipment requested for testing
should be the exact type that would be ordered. If prepro-
duction prototypes or engineering models are accepted for
evaluation, it should be realized that there are likely to be
changes in the operation and performance of the final
product. The dependability of prototype equipment cannot
be judged. In short, the evaluation will not be complete,
and, to some extent, the ability to judge the equipment or
compare it with other equipment will be hampered.

The most important aspect of the entire equipment
acquisition process, especially for equipment types not
already in use, is the in-house, comparative evaluation.
This evaluation has two phases: engineering and clinical.
The equipment requested for comparative evaluation has
been selected from the proposals submitted. The field
should be narrowed to include only vendors and equipment
worthy of serious consideration. Therefore, it will be worth-
while to commit significant effort to this evaluation.

The engineering phase of the evaluation will need test
procedures, test equipment, and forms for documenting the

results. The clinical phase will need representative areas,
users, protocols, a schedule for training as well as use, and
a method for collecting results: an interview, a review
meeting, or a questionnaire. All of these details should
be settled before the arrival of the equipment. For example,
it might be determined that sequential testing would be
preferable to simultaneous testing. Neither the hospital
nor the vendor would want to store equipment while wait-
ing for its evaluation.

The first step in testing equipment is the engineering
evaluation, done in the laboratory. The tests include safety
and performance aspects. Mechanical safety criteria
include consideration of the ruggedness or structural integ-
rity of the equipment as well as the potential for causing
injury to patients or personnel. Electrical safety tests are
conducted per the requirements in the AAMI/ANSI Elec-
trical Safety Standard and NFPA electrical standards as
appropriate. Performance testing is done as described by
any published standards, according to the manufacturer’s
own service literature, and per the needs determined in the
justification process. The results of the engineering tests
should be summarized in a chart to facilitate comparison
(Table 3). Differences and especially flaws should be high-
lighted.

EQUIPMENT ACQUISITION 219

Table 3. Engineering Evaluation Form

Engineering Evaluation
Date:
Evaluator:

Manufacturer:
Equipment included in evaluation (models, options):
Safety

Mechanical: Score (0,1,2):__
Electrical: Score (0,1,2):__

Safety Subtotal (weight 0.2� average score):_____
Performance

Controls: Score (0,1,2):__
(List performance features; score according to test results;
weight according to importance):

Score (0,1,2):__

or Score (0,2,4):__
Performance Subtotal (weight 0.2�average score):_____

Manufacturer’s Specifications
(List important specifications; score according to test results;
weight according to importance): Score (0,1,2):__

or Score (0,2,4):__
Manufacturer’s Specifications Subtotal (weight 0.1� average score):_____

Technical Standards
(List applicable technical standards; score according to test results;
weight according to importance): Score (0,1,2):__

or Score (0,2,4):__
Technical Standards Subtotal (weight 0.2�average score):_____

Human Engineering
Design: Score (0,1,2):__
Size: Score (0,1,2):__
Weight: Score (0,1,2):__
Ease of use: Score (0,1,2):__
Reliability: Score (0,1,2):__
Serviceability: Score (0,1,2):__
Operator’s manual: Score (0,1,2):__
Service manual: Score (0,1,2):__

Human Engineering Subtotal (weight 0.1�average score):_____
Total Score:_____

Percent Score [(total score/total possible score)� 100]:_____



In addition to the straightforward safety and perfor-
mance tests, a number of characteristics should be eval-
uated based upon engineering judgment. The physical
construction should be judged, especially if there are con-
straints imposed by the intended application or installa-
tion. A study of the construction and assembly can also
allow a judgment regarding reliability. This judgment
should be based upon the quality of hardware and compo-
nents, the method of heat dissipation (fans suggest an
exceptional requirement for heat dissipation and require
periodic cleaning), the method of construction (the more
wiring and connectors, the more likelihood of related fail-
ure), and whether the design has had to be modified by such
means as alterations on circuit boards or ‘‘piggybacked’’
components.

The maintainability of the equipment is reflected both in
the methods of assembly and in the maintenance instruc-
tions in the operator and service manuals. The manuals
should explain how and how often preventive maintenance
or inspection or calibration should be performed. Finally, a
clinical engineer should be able to judge human engineer-
ing factors. For example, ease of use, how logical and self-
explanatory is the front panel, self-test features, and the
chances or likelihood of misuse all affect the safety and
efficacy of the equipment.

Design a form to record the engineering evaluation
results. The form will vary in the specific features and
tests that are included, according to the type of equipment
that is being evaluated, but the basic format will remain

the same. Include comments to explain the reason for the
score of each item. Table 3 is an example of an engineering
evaluation form.

The physicians, nurses, and clinical engineers on the
evaluation committee should contact their counterparts at
the institutions named as users of their equipment by the
vendors. Site visits can be particularly useful in cases
where the equipment or technology being considered is
new to the hospital. The committee can see the application
firsthand, and talk to the actual users face to face. Record
and score the results of interviews (Table 4).

Clinical testing is performed after engineering testing.
Equipment must satisfactorily pass the engineering test-
ing to be included in the clinical testing; there is no point in
wasting people’s time or taking a chance on injuring a
patient. Clinical testing should not be taken lightly; it is
usually more important than the technical testing. The
clinical testing is done only on equipment that has survived
all of the previous tests and by the people who will actually
be using it.

The clinical testing should be designed so that the
equipment is used for the intended application. The equip-
ment included in the clinical testing should be production
equipment unless special arrangements are likely to be
made with the manufacturer. Users should be trained just
as they would be for the actual equipment to be purchased.
In fact, the quality of the training should be included in the
evaluation. Users should also be given questionnaires or be
interviewed after the equipment has been used (Table 5).
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Table 4. User Evaluation Form

User Interview
Date:
Interviewer:

Institution:
Name and title of person(s) interviewed:
Manufacturer:
Equipment at site (models, options):
Years equipment in use:
Safety (any incidents involving patients or personnel)

Score (0,1,2):__
Safety Score (weight 0.2� score):_____

Performance (does equipment meet user needs)
Score (0,1,2):__

Performance Subtotal (weight 0.2� average score):_____
Reliability (frequency of equipment failures)

Score (0,1,2):__
Reliability Subtotal (weight 0.1� average score):_____

Ease of Use (satisfaction with ease of use)
Score (0,1,2):)__

Ease of Use Subtotal (weight 0.1� average score):_____
Ease of Service (satisfaction with ability to inspect and repair)

Score (0,1,2):__
Ease of Service Subtotal (weight 0.1�average score):_____

Manufacturer0s Support (quality of training and service)

Score (0,1,2):__
Manufacturer’s Support Subtotal (weight 0.1�average score):_____

Overall Satisfaction (would user buy equipment again)
Score (0,1,2):__

Overall Satisfaction Subtotal (weight 0.2� average score):_____
Total Score:_____

Percent Score {[total score/total possible score (2.0)]� 100}:_____



One further consideration to be judged by the full evalua-
tion committee is that of standardization. There are numer-
ous valid reasons for standardizing on equipment. Repairs
are easier to accomplish because of technicians’ familiarity
with the equipment. Repair parts are easier and less
expensive to keep in inventory. Standardization allows
exchange of equipment between clinical areas to help meet
varying demands. Training is also more easily provided.

There are also valid drawbacks, however. Standardiza-
tion makes the hospital dependent upon a limited number of
vendors. It can interfere with user acceptance if users feel
they have little or no say in the selection process. It can also
delay the introduction of new technology. It is important
that the evaluation committee consider the relative impor-
tance of the pros and cons of standardization in each case.

Assessment of the equipment should result in a ranking
of the equipment that has successfully completed the engi-
neering and clinical testing. The advantages and disad-
vantages of each item should be determined and ranked in
order of importance. Alternatively, the criteria can be
listed in order of importance. If possible, the list should
be divided between criteria that are mandatory and those
that are desirable. Then a judgment on whether the equip-
ment does or does not satisfy the criteria can be made.
From this charting, it is likely that clear preferences will
become obvious.

Ideally, there will be two or more finalists who are close to
equal in overall performance at this point. These finalists
should be sent a request for quotation (RFQ). The responses
to the RFQ will allow a cost comparison. A life-cycle cost
analysis can be accomplished with the aid of the hospital’s
financial officer. This will give a more accurate depiction of
the total cost of the equipment for its useful lifetime. While it
is beyond the scope of this article to describe life-cycle cost

analysis, it takes into account the initial costs (capital cost
of equipment plus installation), operating costs over the
anticipated life of the equipment (supplies, service, fees),
and the time cost of money (or present value). It may or may
not take personnel costs into account, since these will likely
be the same or similar for different models. To calculate a
percent score for purposes of evaluation, divide the cost of
the least expensive equipment by the cost of the equipment
being evaluated, and multiply by 100.

With the completion of the evaluation, a comparison of
the results should lead to a final selection. This should be as
objective as possible. If additional information is needed,
there should be no hesitation in contacting vendors. In fact,
it may be useful to have a final presentation by the vendors.
Develop a point system for the individual elements of the
proposal reviews, engineering evaluations, user inter-
views, clinical testing, and cost comparison. Weight these
elements according to their relative importance (Table 6).

Once the hospital has made its final choice of vendor and
equipment, it is not necessary to end negotiations. Negotia-
tions should be conducted before a vendor knows that they
are the preferred provider. Before a vendor is certain of an
order, they are much more likely to make concessions.
Requests for extra features, such as spare equipment, spare
parts, special tools, and test equipment, may be included in
the final quote. Trade-in of old equipment and compromises
on special features or warranties, for example, can help
reduce the cost of equipment. Consider negotiating hard-
ware and software upgrades for a specified period.

For large orders (e.g., dozens of infusion pumps), or for
installations (e.g., monitoring systems), request that the
vendor unpack, set up, inspect, distribute or install, and
document (using the hospital’s system) the equipment at
no additional cost. In most cases, the hospital will want
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Table 5. Clinical Testing Questionnaire

Clinical Trial
Date:
Clinician:

Manufacturer:
Equipment used (models, options):
Number of patients on whom equipment used:
Safety (any incidents involving patients or personnel)

Score (0,1,2):__
Safety Score (weight 0.2� score):_____

Performance (does equipment meet user needs)
Score (0,1,2):__

Performance Subtotal (weight 0.2�average score):_____
Reliability (number of equipment failures)

Score (0,1,2):__
Reliability Subtotal (weight 0.1�average score):_____

Ease of Use (satisfaction with ease of use)
Score (0,1,2):__

Ease of Use Subtotal (weight 0.1� average score):_____
Manufacturer0s Support (quality of training and support)

Score (0,1,2):__
Manufacturer’s Support Subtotal (weight 0.1� average score):_____

Overall Satisfaction (would user recommend equipment)
Score (0,1,2):__

Overall Satisfaction Subtotal (weight 0.2�average score):__
Total Score:_____

Percent Score {[total score/total possible score (1.8)]�100}:_____



the vendor to provide user training. This training should
meet the hospital’s specified needs (e.g., all users, all shifts,
train the trainer, videotapes or computer programs, etc.). The
hospital may also need service training for its clinical engi-
neering department. The hospital can negotiate not only the
service school tuition, but also room, board, and travel. The
negotiated quote should be reviewed by the end-users, clinical
engineering, finance, purchasing, and a contracts lawyer.

IMPLEMENTATION PROCESS

The successful conclusion of the equipment acquisition
process cannot be realized until the equipment is satisfac-
torily put into use. As with all the previous steps in the
equipment acquisition process, the implementation pro-
cess requires planning and monitoring.

The purchase order with which the equipment is
ordered is a legal document: a contract. As such, it can
protect the rights of the hospital. Therefore, it is important
to include not only the equipment being ordered, but also
all agreed-upon terms and conditions. These terms and
conditions should include delivery schedules, the work to
be performed by the vendor, warranty conditions, service
agreements, operator and service manuals, acceptance
criteria and testing, and operator and service training.

Before the equipment is delivered, arrangements should
be made for installation, for personnel to transport the
equipment, for storage, and for personnel to test the equip-
ment. If any of these are to be the responsibility of the
vendor, they should be included in the purchase order. If the
hospital has to perform any modifications or fabrications, all
necessary parts and preparations should be in place.

Acceptance testing should be done upon the completion
of installation. The test procedures for acceptance testing
should come from the initial specifications and from the
manufacturer’s data sheets and service manuals. Accep-
tance testing should be thorough, because this is the ideal
time to obtain satisfaction from the manufacturer. It is also
appropriate to initiate the documentation per the standard
system of the hospital at this time. The invoice for the
equipment should not be approved until the equipment has
been satisfactorily tested.

After the equipment is in place and working properly,
training should be scheduled. The manufacturer or their
representative, or the selected hospital personnel, should
have the training program completely prepared. If ongoing
training will be necessary over the lifetime of the equip-
ment, in-service instructors should be involved in the
initial training as well. The clinical engineering personnel
responsible for inspection and maintenance should also
receive operator and service training.

An often overlooked, but useful, adjunct to the imple-
mentation process is follow-up on the installation. Users
should be polled for the acceptance of the equipment and
their perception of its usefulness. Engineering personnel
should review the dependability of the equipment from
their service records. All of the people involved in the
equipment acquisition process should learn from every
acquisition, and what they have learned should be
reviewed during this follow-up.

CONCLUSION

Table 1 can be used as a list of tasks that should be
accomplished (or at least considered) in the equipment
acquisition process. A schedule and checklist can be gen-
erated from this list.

The equipment acquisition should be fully documented,
ideally by a write-up of the entire process. Table 1 can be
used to create an outline for the final report. The results of
the equipment acquisition process should be shared with
manufacturers and other interested parties. It should
always be the intention of the hospital personnel to
improve the situation with respect to the manufacturer.
Perhaps the most dependable way for medical equipment
manufacturers to learn what is important to hospitals is to
review what hospitals have said about the evaluation of
new equipment during their acquisition process.
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Table 6. Evaluation Scoring Form

Overall Evaluation Score
Date:
Reviewer:

Manufacturer:
Equipment (models, options):
Proposal Percent Score:__

Proposal Score (weight 0.1� score):_____
Engineering Evaluation Percent Score:__

Engineering Evaluation Score (weight 0.2� score):_____
User Evaluation Percent Score:__

User Evaluation Score (weight 0.1� score):_____
Clinical Testing Percent Score:__

Clinical Testing Score (weight 0.3� score):_____
Cost Comparison Percent Score:__

Cost Comparison Score (weight 0.1� score):_____
Total Score:_____
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INTRODUCTION

Preventive maintenance (PM) is one of the many functions
of a clinical engineering department. The other functions
include incoming inspection/testing, prepurchase evalua-
tion, coordination of outside equipment service, hazard and
recall notification, equipment installation, equipment
repair and upgrade, purchase request review, equipment
replacement planning, device incident review, and regula-
tory compliance maintainance. The primary objective of a
PM program for biomedical equipment is to prevent failure,
which is achieved through (1) detecting the degradation of
any non-durable parts of the device and restoring them to
like-new condition; (2) identifying any significant degrada-
tion of the performance of the device and restoring it to its
proper functional level; and (3) detecting and repairing any
partial degradation that might create a direct threat to the
safety of the patient or operator.

The term preventive maintenance has its origins with
mechanical equipment that has parts that are subject to
wear and need to be restored or replaced sometime during
the useful lifetime of the device. PM refers to the work
performed on equipment on a periodic basis and should be
distinguished from ‘‘repair’’ work that is performed in
response to a complaint from the equipment user that
the device has failed completely or is not working properly.
The term ‘‘corrective maintenance’’ is often used instead of
the term ‘‘repair.’’

Today, medical equipment uses electronic components
that fail in an unpredictable manner, and their failure
cannot be anticipated through measurements and checks
performed during a PM (1). Also, equipment failures that
are attributable to incorrect set up or improper use of the
device or the use of wrong or defective disposable accessory
cannot be prevented by doing PM (2). It has been argued
that current medical devices are virtually error-free in
terms of engineering performance. Device reliability is
an intrinsic function of the design of the device and cannot
be improved by PM. In modern equipment, the need for
performance and safety testing is greatly reduced because
of the design and self-testing capability of the equipment
(3,4). For example, the Philips HeartStart FR2þ defibril-
lator performs many maintenance activities itself. These
activities include daily and weekly self-tests to verify
readiness for use and more elaborate monthly self-tests
that verify the shock waveform delivery system, battery
capacity, and internal circuitry. The manufacturer also
states that the FR2þ requires no calibration or verification
of energy delivery. If the unit detects a problem during one
of the periodic self-tests, the unit beeps and displays a
flashing red or a solid red warning signal on the status
indicator (5).

The term ‘‘scheduled (planned) maintenance’’ was intro-
duced in 1999 by a joint AAMI/Industry Task Force on

Servicing and Remarketing while developing a document
for submission to the FDA entitled ‘‘Joint Medical Device
Industry Proposed Alternative to the Regulation of Servi-
cers, Refurbishers, and Remarketers’’ (6). However, many
still use the traditional term preventive maintenance
rather than this new, more carefully defined term. Accord-
ing to the document developed by the AAMI/Industry Task
Force, the term scheduled (planned) maintenance ‘‘consists
of some or all of the following activities: cleaning; deconta-
mination; preventive maintenance; calibration; perfor-
mance verification; and safety testing.’’ Among these
activities, the three key activities are (1) preventive main-
tenance (PM); (2) performance verification (PV) or calibra-
tion; and (3) safety testing (ST).

These three terms are defined by the AAMI/Industry
Task Force as follows. ‘‘Preventive maintenance is the
inspection, cleaning, lubricating, adjustment or replace-
ment of a device’s nondurable parts. Nondurable parts
are those components of the device that have been identi-
fied either by the device manufacturer or by general
industry experience as needing periodic attention, or
being subject to functional deterioration and having a
useful lifetime less than that of the complete device.
Examples include filters, batteries, cables, bearings, gas-
kets and flexible tubing.’’ PM performed on a medical
device is similar to the oil, filter, and spark plug changes
for automobiles.

‘‘Performance Verification is testing conducted to verify
that the device functions properly and meets the perfor-
mance specifications; such testing is normally conducted
during the device’s initial acceptance testing.’’ This testing
is important for detecting performance deterioration that
could cause a patient injury. For example, if the output of
the device (such as temperature, volume, or some form of
energy) is not within specifications, it could result in an
adverse patient outcome (7). If the performance deteriora-
tion can be detected by visual inspection or by a simple user
test, then periodic performance verification becomes less
critical. The data obtained during maintenance will also
assist in determining the level and intensity of perfor-
mance verification.

‘‘Safety testing is testing conducted to verify that the
device meets the safety specifications, such testing is nor-
mally conducted during the device’s initial acceptance
testing.’’

HISTORICAL BACKGROUND

The concept of a facility-wide medical equipment manage-
ment program first emerged in the early 1970s. At that
time, there was little management of a facility’s medical
equipment on a centralized basis. Examples of the lack of
proper management that affected the quality of care are
described in detail in the literature (8) and include poor
frequency response of ECG monitors, heavy accumulation
of dirt inside equipment, delay in equipment repair, little
attention to the replacement of parts that wear over time,
and the consequential high cost of repairs.

The Joint Commission on Accreditation of Healthcare
Organizations (JCAHO) has played an important role in
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promoting equipment maintenance programs in hospitals
in the United States. Almost all hospitals in the United
States are accredited by the JCAHO and are required to
comply with their standards.

Poor or nonexistent equipment maintenance programs
(8) coupled with the ‘‘great electrical safety scare’’ of the
early 1970s (9) created the impetus that has popularized
electrical safety programs in hospitals. Since then, equip-
ment maintenance and electrical safety testing has been an
important part of clinical and biomedical engineering pro-
grams in hospitals. The JCAHO standards in the mid-
1970s required that all electrically powered equipment
be tested for leakage current four times a year (10).

In 1983, the Medicare reimbursement program for hos-
pitals changed to a much tighter fixed-cost approach based
on so-called Diagnostic Related Groups (DRGs). In 1979,
JCAHO increased the maximum testing interval for
patient care equipment to six months. This change was
made in response to pressure from hospitals to reduce the
cost of complying with their standards. It has been reported
that there was no other rationale for changing the testing
intervals (10).

In 2001, JCAHO removed the annual PM requirement
for medical equipment (11). The reason cited for the change
was that the safety and reliability of medical equipment
had improved significantly during the prior decade. It was
also stated that some equipment could benefit from main-
tenance strategies other than the traditional ‘‘interval-
based’’ PM. Other PM strategies suggested included pre-
dictive maintenance, metered maintenance (e.g., hours of
usage for ventilators), and data-driven PM intervals.

INVENTORY

A critical component of an effective PM program is an
accurate inventory, which has been a key requirement
in the JCAHO equipment standards since they were intro-
duced in the early 1970s. The 2005 JCAHO standard
(EC.6.20) requires a current, accurate, and separate inven-
tory of medical equipment regardless of ownership (12).
The inventory should include all medical equipment used
in the hospital (owned, leased, rented, physician-owned,
patient-owned, etc.). A complete and accurate inventory is
also helpful for other equipment management functions
including tracking of manufacturer’s recalls, documenting
the cost of maintenance, replacement planning, and track-
ing model-specific and device-specific issues. The equip-
ment list should not be limited to those devices that are
included in the PM program (13).

INCLUSION CRITERIA

In 1989, JCAHO recognized that not all medical devices are
equally critical with respect to patient safety and intro-
duced the concept of risk-based inclusion criteria for the
equipment management program. Fennigkoh and Smith
developed a method for implementing a risk-based equip-
ment management program by attributing numerical
values to three variables; ‘‘equipment function,’’ ‘‘physical
risks associated with clinical application,’’ and ‘‘mainte-

nance requirements’’ (14). They compounded these
values into a single variable; the equipment management
(EM) number. The EM was calculated as follows: EM¼
Function ratingþRisk ratingþRequired Maintenance
rating. The three variables were not weighted equally.
Equipment function constituted 50% of the EM number
whereas risk and maintenance each constituted 25%. The
authors acknowledge the somewhat arbitrary nature of
weighting the equipment function rating at 50% of the
EM number; however, they viewed this variable as the
device’s most significant attribute. The authors also arbi-
trarily set a level for the EM number at greater than or
equal to 12 to determine whether the device will be
included in the EM program. Devices included in the
EM program are assigned a unique control number.
Devices with an EM number less than 12 were excluded
from the EM program and are not assigned a control
number.

Although risk-based calculators using the original Fen-
nigkoh and Smith model are still widely used, criticism of
this method exists on the basis that this particular risk-
based approach is arbitrary. The factors used in the calcu-
lation, their weighting, the calculated value above which
one decides to include the device in the management
program, and what PM interval to use are criticized as
all being somewhat subjective or arbitrary (13).

SELECTING THE PM INTERVAL

Selecting an appropriate PM interval is a very important
element of an effective maintenance program. Several
organizations have offered guidelines, requirements, and
standards for the selection of an appropriate PM interval
for the various devices. This list includes accreditation
organizations (e.g., JCAHO), state authorities (e.g.,
California Code of Regulations, Title 22), device manufac-
turers, and national safety organizations (e.g., NFPA).
JCAHO is the primary authority that most people look
to for minimum requirements for the PM intervals for
medical devices. However, the JCAHO 2005 Standards
[EC.6.10 (4) and EC.6.20 (5)] put responsibility back on
the hospital to define PM intervals for devices based on
manufacturer recommendations, risk levels, and hospital
experience. JCAHO also requires that an appropriate
maintenance strategy be selected for all of the devices in
the inventory (12).

According to one source (7) two approaches exist to
determining the proper PM interval. One is fixed and
the other is evidence-based. Other sources present some
contradictory views on how to select a PM interval for a
device. Some (13,15) argue that PMs should not necessarily
follow the manufacturer’s recommended intervals but
should be adjusted according to the actual PM failure rate.
Ridgway and Dinsmore (16,17) argue that if a device is
involved in an incident where a patient or staff member is
injured, a maintainer who has not followed the manufac-
turer’s recommendations will be deemed to have some
legal liability for the injury, irrespective of how the device
contributed to the injury. Dinsmore further argues that
the manufacturer recommendations should be followed

224 EQUIPMENT MAINTENANCE, BIOMEDICAL



because the manufacturer developed the device and proved
its safety to the FDA. He states that if no recommendations
exist from the manufacturer, then it is up to the clinical
engineering department to decide on the maintenance
regimen. National organizations such as the American
Society of Hospital Engineering (18) and ECRI (2) have
published recommendations on PM intervals for a wide
range of devices. The recommendations by ASHE were
published in 1996 and ECRI in 1995. However, conflicting
recommendations exist for certain devices in the list (see
Table 1).

The ANSI/AAMI standard EQ56 (19) ‘‘Recommended
Practice for a Medical Equipment Management Program’’
does not attempt to make specific recommendations for PM
intervals for devices. And, in many cases, PM interval
recommendations from the manufacturers are not readily
available. Those that have been made available are often
vague with little or no rationale provided. In some cases,
their recommendations simply state that testing should be
conducted periodically ‘‘per hospital procedures’’ or ‘‘per
JCAHO requirements.’’

Intervals for the electrical safety testing of patient
care equipment are discussed in the latest edition of NFPA
99-2005, Health Care Facilities, Section 8.5.2.1.2.2.
Although this document is a voluntary consensus standard
and not a regulation, many private and government agen-
cies reference and enforce NFPA standards. The following
electrical safety testing intervals are recommended. The
actual interval is determined by the device’s normal loca-
tion or area in which the device is used. For general care
areas, the recommended interval is 12 months; for critical
care areas and wet locations, the recommended interval is
6 months. The standard does allow facilities to use either
longer or shorter intervals if they have a documented
justification from previous safety testing records or evi-
dence of unusually light or heavy use (20).

In a similar fashion, the evidence-based method allows
adjustment of the interval up or down depending on the
documented finding of prior testing (7). This method is
based on the concepts of reliability-centered maintenance
(21). Ridgway proposes an evidence-based method using a
PM optimization program that is based on periodic ana-
lyses of the results of the PM inspections. His approach
takes into consideration the severity of the problems found
during the PMs. It classifies the problems found into one of
the four PM problem severity levels, level 1 through 4. This
method incorporates the concepts found in Failure Modes
and Effects Analysis (FMEA)—a discipline that has been
recently embraced by the JCAHO. It requires the classifi-
cation of the problems discovered during the PM testing

into four levels of criticality. Level 1 problems are poten-
tially life-threatening, whereas the other levels are pro-
gressively less severe. Examples of level 1 problems include
defibrillator output energy being significantly out of spe-
cification or an infusion pump significantly under- or over-
infusing. For a more detailed explanation of this method,
see Ref. (22). Others (23,24) have used maintenance data in
a similar way to rationalize longer maintenance intervals.

It should be noted that some regulations, codes, or
guidelines and some manufacturer’s recommendations
may advance more stringent requirements than other
standards for the same type of device or an interval that
the facility has used successfully in the past. In these
instances, the facility needs to balance the risks of non-
compliance, which may include injury to the patient, lia-
bility, and penalties for the organization, against the cost of
compliance. Many factors exist that need to be evaluated
before modifying the generally recommended intervals,
including equipment maintenance history and experience,
component wear, manufacturer recommendations, device
condition, and the level of technology used in the device (2).

Note also that the manufacturer’s recommendations for
their newer models of medical devices are generally less
stringent than those for their older models. In many
instances, the recommended PM intervals are greater than
12 months.

PM PROCEDURES

Selecting an appropriate PM procedure is another impor-
tant element of an effective maintenance program. Both
ECRI (2) and ASHE (18) have published PM procedures for
a broad range of devices. It should be noted that the
manufacturers usually provide more detailed PM proce-
dures for their specific devices than those published by
ECRI and ASHE. It is recommended that manufacturers’
recommendations that appear to be too complex be eval-
uated to see if they can be simplified (2). See Fig. 1 for a
sample PM procedure for an infusion pump.

EVALUATION OF A PM PROGRAM

The facility’s PM completion or completed on-time rates
are parameters that have been favored by both facility
managers and external accreditation agencies (7). How-
ever, the value of PM completion rate as an indicator of
program quality has been debated for many years (25).
Until 2003, to pass the maintenance portion of the medical
equipment program, the JCAHO required a consistent
95% PM completion rate. The shortcoming of this stan-
dard is that the 5% incomplete PMs could, and sometimes
did, include critical devices such as life-support equip-
ment. To address this undesirable loophole, the JCAHO,
in 2004, discontinued the 95% requirement. The 2005
standard EC.6.20 now segregates medical equipment into
two categories: life-support and nonlife-support devices.
Life-support equipment is defined by JCAHO as those
devices that are intended to sustain life and whose failure
to perform their primary function is expected to re-
sult in death. Examples include ventilators, anesthesia
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Table 1. Conflicting Recommendations for the PM Inter-
vals of Some Devices

Device Type
ASHE PM

Interval (months)
ECRI PM

Interval (months)

Defibrillator 3 6
Apnea monitor 6 12
Pulse oximeter 6 12
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For:  INFUSION PUMP                                                        PM Procedure No.  IP001 

Interval:  xx months                                    Estimated annual m-hrs:  x.0 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

* Notes:  

AC/AMR       Preventive Maintenance 
  
  SM1.  Inspect/clean the chassis/housing especially any moving parts including any user-accessible areas under covers (if 

applicable). Examine all cable connections.  Replace any damaged parts, as required.   

   SM2.  Confirm that all markings and labeling are legible. Clean or replace, as required.   

   SM3.   Replace or recondition the battery, as required.        

AC/AMR       Performance Verification  
 
   PV1. Verify that the flow rate or drip rate is within specification. Perform self-test, if applicable.    

   PV2.  Verify that all alarms (including occlusion and maximum pressure) and interlocks operate correctly.   

   PV3.  Verify that the battery charging system is operating within specification.   

   PV4. Verify the functional performance of all controls, switches, latches, clamps, soft touch keys, etc.  

   PV5.  Verify the functional performance of all indicators and displays, in all modes.  

   PV6.  Verify that the time/date indication is correct, if applicable.  

AC/AMR       Safety Testing  
 
   ST1.   Check that the physical condition of the power cord and plug, including the strain relief, is OK.    

   ST2.   Check the ground wire resistance. ( < 0.5 ohm ). 

   ST3.   Check chassis leakage to ground. ( < 300 micro amps ). 

 
Check the AC box if Action Completed and the AMR box if Adjustment or Minor Repair was required to 
bring the device into conformance with the performance or safety specifications.  In this case provide a note* on 
the nature of the problem found, in sufficient detail to identify the level of potential severity of the problem.   

Figure 1. Sample PM procedure for an infusion pump.



machines, and heart–lung bypass machines (12). ECRI
suggests that the following additional devices be included
in the life-support category: anesthesia ventilators, exter-
nal pacemakers, intra-aortic balloon pumps, and ventri-
cular assist devices (26). The completion of PMs for life-
support equipment is scored more stringently than the
completion rate performance for nonlife-support equip-
ment. It is theoretically possible that if the PM of a single
life-support device is missed, an adverse, noncompliance
‘‘finding’’ could be generated by the survey team. How-
ever, it has been reported that the surveyors will probably
be more focused on investigating gaps in the process that
led to the missed PM (27).

The 2005 JCAHO standards do not contain an explicit
PM completion requirement. However, many organiza-
tions appear to have set the goal for on-time PM completion
rate for life-support equipment at 100% and the goal for the
nonlife-support equipment at better than 90%. An impor-
tant aspect of PM completion is calculating the on-time PM
completion rate. The JCAHO does not state how the PM
completion rate should be calculated. Hospitals are free to
specify in their management plan that they have allowed
themselves either 1 or 2 months of extra time to complete
the scheduled maintenance. It is important for those
devices that have maintenance intervals of three months
or less, or are identified as life-support equipment, that the
PMs be completed within the month they are scheduled for
PM. Sometimes, additional time may be needed for devices
that are unavailable because they are continuously in use.
In this case, the appropriate department and the safety/
environment of care committee should be informed about
the delay.

The real issue to be addressed is the effectiveness of the
program. However, ‘‘effectiveness’’ of a PM program is
difficult to measure. If the purpose of the restoration of
any nondurable parts is to reduce device failures, then the
effectiveness of this element can be measured by the
resulting reduction in the device failure rate. In principle,
repair rates and incident analyses can provide a relation-
ship between PM and equipment failures (7).

Two challenges associated with achieving an acceptable
PM completion rate exist. The first is to find the missing
equipment listed on the monthly PM schedule. Multiple
documented attempts should be made to locate any devices
that are not found, which should be followed with a written
communication to the clinical users seeking their assis-
tance in locating the device. It is important to get a written
acknowledgment from the users that they have attempted
to locate the devices in question. This acknowledgment will
help when explaining to the surveyors that efforts were
made to locate the device. However, if the devices cannot be
located after this extended search it must be assumed that
they are no longer in use in the facility. The question now
is, are they still on site but deliberately or accidentally
hidden away? Or have they really been removed from the
facility? Until these questions can be answered, no satis-
factory way to deal with accounting for the failure to
complete the overdue PM exists. One strategy to reduce
the potential administrative paperwork is to classify the
missing equipment as ‘‘unable to locate.’’ This action (clas-
sifying the devices as unable to locate) should be commu-

nicated to the appropriate departments including the user
departments, the safety/environment of care committee,
materials management, and security. Consistent loss or
unable to locate device(s) should be viewed negatively by
the facility and should serve as an indicator that the facility
needs to re-evaluate its security plan. The users should be
reminded not to use the missing device(s) if they reappear.
These device(s) should be readily identifiable with the ‘‘out-
of-date’’ PM sticker. The service provider should be notified
so that they can give the re-emerging device(s) an incoming
inspection and restart its PM sequence.

The second challenge is to gain access to equipment that
is continually in use for patient care. It is difficult to
complete the PM if the device is in constant use for mon-
itoring or treatment of patients. Examples of devices that
often fall into this category include ventilators, patient
monitors, and certain types of laboratory or imaging equip-
ment. Ideally, to alleviate this problem, a back-up unit
should be available to substitute while maintenance is
performed on the primary unit. This spare unit can also
serve as a back-up for emergency failures as well. A good
working relationship with the users is very helpful in these
circumstances.

DOCUMENTATION

Documentation of maintenance work is another important
element of an effective maintenance program. The 2005
JCAHO standards require the hospital to document per-
formance, safety testing, and maintenance of medical
equipment (12).

Complete scheduled maintenance and repair documen-
tation is required when a device is involved in an incident,
or when the reliability of the device is questioned, and also
to determine the cost of maintenance. Most accrediting and
regulatory organizations accept a system of exception
reporting, which is recording only the results of steps failed
during performance verification as part of scheduled main-
tenance or after repair (18). It has been generally accepted
that it is reasonable to record only what went wrong during
the PM procedure (13). Having extensive documentation is
considered a safe practice. ECRI supports the use of excep-
tion reporting and recommends that before deciding on
using exception reporting the hospital take into account
that exception reporting, with its lack of affirmative detail,
may be less than convincing evidence in the event of a
liability suit (2).

Two ways to document scheduled (planned) mainte-
nance exist. One is to record the maintenance by hand
on a standard form or preprinted PM procedure and file the
records manually. The other is to use a computerized
maintenance management system (CMMS). Computerized
records should help in reducing the time and space
required for maintaining manual documentation. Even
with CMMS, the department may need to have a way to
store or transpose manual service reports from other ser-
vice providers. Other technologies like laptops and perso-
nal data assistants (PDAs) can further assist in
implementing the maintenance program. A comprehensive
review of CMMSs, that are currently in use can be found in
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the literature (28). The CMMS helps the clinical engineer-
ing staff to manage the medical equipment program effec-
tively. The core of the CMMS consists of equipment
inventory, repair and maintenance record, work order
subsystem, parts management subsystem, reporting cap-
abilities, and utilities. A CMMS can be classified broadly as
internally developed (typically using commercial off-the-
shelf personal computer hardware and database software)
and commercially available applications (desktop and web-
based) (29).

STAFFING REQUIREMENTS

The number of full-time equivalents (FTEs) required to do
scheduled maintenance varies based on the experience of
the staff, the inventory mix, and the inventory inclusion
criteria. See Ref. 30 for the method to determine the
number of FTEs required for maintenance. Based on a
clinical engineering practice survey, an average of one FTE
is required to support 590 medical devices (31). The gen-
erally cited relationship between the support required for
scheduled maintenance and repair for a typical inventory
mix of biomedical devices is 750–1250 devices per FTE.
Cost of the maintenance program includes salaries, bene-
fits, overtime and on-call pay, cost of test equipment and
tools, and training and education expenses. Salaries for the
clinical engineering staff can be obtained from the annual
survey published by the Journal of Clinical Engineering
and the 24� 7 magazine.

PM STICKERS

PM stickers or tags are placed on a device to indicate that
maintenance has been completed and the device has been
found safe to use. They also convey to the user a warning
not to use the device when the sticker is out-of-date. Color-
coded stickers (see Fig. 2) or tags are not required by the
JCAHO, but they can be very helpful in identifying devices
that need maintenance (2,32).

ENVIRONMENTAL ROUNDS

Conducting environmental rounds is another important
aspect of the medical equipment maintenance program.
The intent of these rounds is to discover situations, which
are, or could lead to, an equipment-related hazard or safety
problem. The clinical engineering staff should conduct

regular inspections of all clinical areas that are considered
to be ‘‘medical equipment-intensive’’ areas (e.g., ICU, CCU,
NICU, ER, and surgery). The interval between these equip-
ment-related environmental safety rounds should be
adjusted according to the frequency with which hazards
are found. Other areas that are considered less equipment-
intensive such as medical/surgical and other patient care
floors, laboratory areas, and outpatient clinics should also
be surveyed for electrical safety hazards but less fre-
quently. The equipment items in these areas are usually
line-powered items that do not have nondurable parts
requiring periodic attention and they usually do not
require periodic calibration or performance checking.
These items need periodic visual inspections to ensure that
they are still electrically safe (i.e., that no obvious defects
exist such as a damaged power cord or evidence of physical
damage that might electrify the case or controls). The
search should be focused on the physical integrity of the
equipment, particularly the power cord and the associated
connectors and other equipment defects such as dim
displays, torn membrane switches, taped lead wires, and
so on. Items with power cords that are exposed to possible
abuse from foot traffic or the wheels of other equipment
should receive closer attention than those items with less
exposed cords. Damaged wall outlets should be noted, as
should the use of extension cords or similar ‘‘jury-rigged’’
arrangements. Other indicators that should be noted and
investigated further are equipment enclosures (cases) that
are obviously distorted or damaged from being dropped. In
addition to these potential electrical safety hazards, other
targets of this survey are devices with past-due PM stickers
or with no sticker at all. When a safety hazard is identified,
or a past due or unstickered item is found, appropriate
corrective actions should be taken immediately and docu-
mented as required (33).

BIBLIOGRAPHY

Cited References

1. Wang B, Levenson A. Are you ready? 24�7 2004; Jan: 41.
2. ECRI. Health Devices Inspection and Preventive Mainte-

nance System, 3rd ed. Plymouth Meeting (PA): ECRI; 1995.
3. Keil OR. Evolution of the clinical engineer. Biomed Technol

Manag 1994; July–Aug: 34.
4. Keil OR. The buggy whip of PM. Biomed Technol Manag

1995; Mar–Apr: 38.
5. Philips. HeartStart FR2þ defibrillator. Instructions for use.

M3860A, M3861A, Edition 8, 4-1, 4-9. Seattle (WA): Philips;
2002.

6. Hatem MB. From regulation to registration. Biomed Instru-
ment Technol 1999;33:393–398.

7. Hyman WA. The theory and practice of preventive mainte-
nance. J Clin Eng 2003;28:31–36.

8. JCAHO. Chapter 1. The Case for Clinical Engineering. The
Development of Clinical Engineering. Plant, Technology &
Safety Management Series Update Number 3. Chicago (IL):
JCAHO; 1986. pp 9–11.

9. Nader R. Ralph Nader’s most shocking expose. Ladies Home J
1971;88: 98 176–178.

10. Keil OR. Is preventive maintenance still a core element of
clinical engineering? Biomed Instrument Technol 1997;31:
408–409.

228 EQUIPMENT MAINTENANCE, BIOMEDICAL

Figure 2. Color coded sticker.



11. JCAHO. EC Revisions approved, annual equipment PM
dropped. Environ Care News 2001;4:1, 3, 9.

12. JCAHO. Hospital Accreditation Standards. Oakbrook Ter-
race, IL: Joint Commission Resources; 2005.

13. Stiefel RO. Developing an effective inspection and preventive
maintenance program. Biomed Instrument Technol 2002;36:
405–408.

14. Fennigkoh L, Smith B. Clinical equipment management.
Plant, Technology & Safety Management Series Number 2,
Chicago (IL): JCAHO; 1989.

15. Maxwell J. Prioritizing verification checks and preventive
maintenance. Biomed Instrument Technol 2005;39:275–
277.

16. Ridgway MG. Personal communication. 2005.
17. Baker T. Journal of Clinical Engineering Roundtable: Debat-

ing the medical device preventive maintenance dilemma and
what is the safest and most cost-effective remedy. J Clin Eng
2003;28:183–190.

18. ASHE. Maintenance Management for Medical Equipment.
Chicago, IL: American Hospital Association; 1996.

19. AAMI. Recommended Practice for Medical Equipment Man-
agement Program. ANSI/AAMI EQ 56:1999. Arlington, VA:
AAMI; 1999.

20. NFPA. NFPA 99, Standard for Health Care Facilities. Quincy
(MA): NFPA; 2005.

21. Moubray J. Reliability-Centered Maintenance. New York:
Industrial Press; 1997.

22. Ridgway MG. Analyzing planned maintenance (PM) inspec-
tion data by failure mode and effect analysis methodology.
Biomed Instrument Technol 2003;37:167–179.

23. Acosta J. Data-driven PM Intervals. Biomed Instrument
Technol 2000;34:439–441.

24. JCAHO. Data-driven medical equipment maintenance.
Environ Care News 2000;3:6–7.

25. Ridgway MG. Making peace with the PM police. Healthcare
Technol Manag 1997; Apr: 44.

26. ECRI. Maintaining life support and non-life support equip-
ment. Health Devices 2004;33(7):244–250.

27. AAMI. JCAHO connection. Questions on life support equip-
ment and NPSG # 6. Biomed Instrument Technol 2005;39:
284.

28. Cohen T. Computerized Maintenance Management Systems
for Clinical Engineering. Arlington (VA): AAMI; 2003.

29. Cohen T, Cram N. Chapter 36. Computerized maintenance
management systems. In: Dyro JF, editor. Clinical Engineer-
ing Handbook Burlington (MA): Elsevier Academic Press;
2004;.

30. AHA. Maintenance Management for Medical Equipment.
Chicago, IL: American Hospital Association; 1988.

31. Glouhove M, Kolitsi Z, Pallikarakis N. International survey
on the practice of clinical engineering: Mission, structure,
personnel, and resources. J Clin Eng 2000;25:269–276.

32. Guerrant S. A sticker is worth a thousand words. 24� 7 44,
March 2003.

33. Ridgway MG. Masterplan’s Medical Equipment Manage-
ment Program. Chatsworth (CA): Masterplan; 2005.

See also CODES AND REGULATIONS: MEDICAL DEVICES; SAFETY PROGRAM,
HOSPITAL.

ERG. See ELECTRORETINOGRAPHY.

ERGONOMICS. See HUMAN FACTORS IN MEDICAL

DEVICES.

ESOPHAGEAL MANOMETRY

VIC VELANOVICH

Henry Ford Hospital
Detroit, Michigan

INTRODUCTION

The purpose of the esophagus is to act as a conduit for food
from the mouth to the stomach. This is an active process
that is initially a conscious act with chewing and swallow-
ing, then becomes unconscious when the bolus of food
enters the esophagus. As part of this process, the esopha-
geal musculature acts to propagate the food bolus to the
stomach and to prevent reflux of gastric contents to the
esophagus to protect the esophagus itself. There are sev-
eral disease processes of the esophagus for which the
assessment the esophageal musculature function would
contribute to the diagnosis and management. This assess-
ment is done indirectly through the measurement of
intraesophageal pressures. This pressure measurement
is accomplished with esophageal manometry (1).

ESOPHAGEAL ANATOMY AND PHYSIOLOGY

The esophagus is, in essence, a muscular tube that con-
nects the mouth to the stomach. The esophagus anatomi-
cally starts in the neck, traverses the thorax, and enters
into the abdomen to join the stomach. It is �20–25 cm in
length, with the start of the esophagus being the upper
esophageal sphincter and the end being the gastroesopha-
geal junction. The upper esophageal sphincter is primarily
made up of the cricopharyngeus muscle attached to the
cricoid cartilage anteriorly. The musculature of the upper
esophagus is made of striated muscle, and this transitions
to smooth muscle in the lower esophagus. The esophagus is
made up of three primarily layers: the inner-mucosa, the
middle-submucosa, and the outer-muscle layer. The mus-
cle layer is made up of an inner-circular muscle layer and
an outer-longitudinal layer. At the inferior end of the
esophagus is the lower esophageal sphincter. This is not
a true anatomical sphincter, but rather a physiological
high pressure zone that is the cumulation of thickening
of the distal 5 cm of the esophageal musculature, the
interaction of the esophagus with the diaphragmatic
hiatus, and at 2 cm of intraabdominal esophagus. The
lower esophageal sphincter should not be confused with
the gastroesophageal junction, which is the entrance of
the esophagus to the stomach, nor with the Z line, which
is the transition of the esophageal squamous mucosa to the
glandular gastric mucosa.

The lower esophageal sphincter is tonically contracted
during rest to prevent reflux of gastric contents into the
esophagus. It relaxes with a swallow. Swallowing is
divided into an oral stage, pharyngeal stage, and esopha-
geal stage. The oral and pharyngeal stage prepare food by
chewing, the tongue pushing the food bolus to the pharynx,
the soft palate is pulled upward, the vocal cords are closed
and the epiglottis covers the larynx, the upper esophageal
sphincter relaxes, and the contraction of the pharyngeal
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muscles initiate the primary peristaltic wave. The esopha-
geal stage consists of a peristaltic wave that pushes the
food bolus to the stomach. There are primary peristaltic
waves, which are initiated by the pharynx with a swallow.
Secondary peristaltic waves are initiated within the eso-
phagus due to distention of the esophagus with food. As the
bolus reaches the lower esophagus, the lower esophageal
sphincter relaxes.

INDICATIONS FOR ESOPHAGEAL MANOMETRY

Indications for esophageal manometry include the follow-
ing five problems. (1) Dysphagia, to assess for an esopha-
geal motility disorder, such as achalasia or nutcracker
esophagus. It is important that mechanical causes of dys-
phagia, such as cancer, have been excluded. (2) Gastro-
esophageal reflux disease, not for primary diagnosis, but
for possible surgical planning. (3) Noncardiac chest pain,
which may be of esophageal origin. (4) Exclusion of general-
ized gastrointestinal disease (e.g., scleroderma or chronic
idiopathic pseudoobstruction), and exclusion of an esopha-
geal etiology for anorexia nervosa. (5) Determination of
lower esophageal sphincter location for proper placement
of an esophageal pH probe (2).

EQUIPMENT

The basic equipment used for manometry is the manome-
try catheter, infusion system (for water perfused systems),
transducers, Polygraf or A/D converter, and computer with
appropriate software (Fig. 1).

Esophageal manometry catheters come in two basic
types: water perfused and solid state. The water perfused
catheter contains several hollow tubes. Each tube has one
side opening at a specific site on the catheter. The openings
are at various points around the circumference of the
catheter. There is a 4 cm catheter with side holes placed
5 cm apart, and a 8 cm catheter with 4 lumens placed 1 cm
apart in the most distal end of the catheter, then 5 cm apart
for the next proximal 4 lumens. The radial spacing helps to
accurately measure upper and lower esophageal sphincter
pressures that are asymmetrical. The water perfused
catheters require an infusion system. The manometric
pump uses regulated compressed nitrogen gas to deliver
distilled water through the channels of the catheter. The
pressurized water from each channel is connected to a
single opening in the catheter within the patient’s esopha-
gus. The pressure changes are transmitted to the transdu-
cer, and these pressure changes are recorded and charted
by a computer with the appropriate software.

The solid-state catheter has internal microtransducers.
These directly measure intraesophageal pressures and
contractions. Some advantages are that the sensors
respond faster, do not require that the patient lie down,
and record pressures circumferentially. An additional
advantage is that as these catheters do not require fluid
containers, potential pitfalls with fluid disinfection are
avoided. Some drawbacks are that they are delicate,
more expensive to purchase and repair, and are prone to
baseline drift. As with the water-perfused system, the

solid-state system requires that the catheter be connected
to a computer console for recording and storing pressure
data.

Additional items are needed. These include a man-
ometer calibration tube for calibrating the solid-state
catheter, a viscous lidocaine, a lubricating jelly, tissues,
tape, an emesis basin, a syringe, a cup of water, a penlight,
and tongue blades.

CONDUCT OF THE TESTING

Prior to the procedure, the pressure channels require
calibration and connection to the computer console. The
patient sits upright and one of the nares is anesthetized.
Lubricating jelly is applied to the catheter and inserted
through one the nares into the pharynx. The patient is
asked to swallow and the catheter advance into the eso-
phagus to the stomach. The catheter is advanced for �65 cm
to insure all the sensor ports are within the stomach. If
using water-perfused catheters, the patient is moved to the
supine position. If using solid-state catheters, the patient is
kept in the semi-Fowler position, which is the head and
torso of the patient at a 458 angle bent at the waist.

The esophageal motility study consists of (1) the lower
esophageal sphincter study, (2) esophageal body study, and
(3) the upper esophageal sphincter study. Before beginning
the study, insure that all sensor ports are within the
stomach by having the patient take a deep breath and
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Figure 1. The esophageal manometry console with computer.
(Courtesy of Medtronic Corp., Minneapolis, MN.)



watching the motility recording. It should show a smooth
tracing with a pressure increase during inspiration. An
alternative method of determining that all side holes are
within the stomach is to apply gentle pressure to the
epigastrium to confirm that there is a simultaneous
increase in the recorded pressure. When all channels are
within the stomach, a gastric baseline is set to establish a
reference for pressure changes.

The lower esophageal sphincter study measures sphinc-
ter pressure, length, location, and relaxation. This is done
using either the ‘‘station pull-through’’ or ‘‘slow continuous
pull through’’ methods. With the station pull-through
technique, the catheter is slowly withdrawn through the
sphincter at 1 cm increments while looking for changes in
pressure. When the first channel enters the sphincter,
pressure will increase from baseline by at least 2 mmHg
(0.266 kPa). This identifies the lower border of the sphinc-
ter. As the catheter is continued to be pulled back, the
‘‘respiratory inversion point’’ is reached. This is the transi-
tion from the intraabdominal to the intrathoracic esopha-
gus. With inspiration, the catheter will record positive
pressures within the abdomen, but negative pressures
within the thorax. Inferior to the respiratory inversion
point is the lower esophageal sphincter high pressure zone.
This is the physiologic landmark used to perform pressure
measurements and relaxation studies. When the distal
channel passes through the upper border of the lower
esophageal sphincter, the pressure should decrease from
baseline. The length traveled from the lower to the upper

border of the sphincter measures the sphincter length. The
slow continuous pull-through method is done while the
catheter is pulled back continuously, while pressures are
being recorded. The catheter is pulled back 1 cm every 10 s.
These methods lead to identifying the distal and proximal
borders of the sphincter, overall sphincter length, abdom
inal sphincter length, and resting sphincter pressure
(Fig. 2). Sphincter relaxation involves observing the res-
ponse of the lower esophageal sphincter to swallowing
(Fig. 3). This is done by asking the patient to swallow
5 mL of water with the catheter positioned in the high
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Figure 2. Lower esophageal sphincter profile as determined by
esophageal manometry. (Courtesy of Medtronic Corp., Minneapolis,
MN.)

Figure 3. Manometric tracings of lower esophageal sphincter relaxation. (Courtesy of Medtronic
Corp., Minneapolis, MN.)



pressure zone. The pressures are recorded with the swal-
low. Accurate determination of lower esophageal relaxa-
tion requires a Dent sleeve. Although this can be measured
using side holes, artifact can be created.

The study of the esophageal body determines the mus-
cular activity of the esophagus during swallowing. There
are four components of the study: (1) peristalsis, (2) ampli-
tude of contractions, (3) duration of contraction, and (4)
contraction morphology (Fig. 4). These measurements are
made with the distal pressure sensor positioned 3 cm
superior to the upper border of the lower esophageal
sphincter. The patient takes 10 wet swallows with 5 mL
of room temperature water. Esophageal body amplitude is
the force with which the esophageal musculature con-
tracts. The amplitude is measured from baseline to the
peak of the contraction wave. Duration is the length of time
that the esophageal muscle remains contracted. It is mea-
sured from the point at which the major upstroke of the
contraction begins to the point at which it ends. Velocity is
a measurement of the time it takes for a contraction to
migrate down the esophagus (unit of measure is cm s�1).
These measurements are used to determine esophageal
body motility function.

The study of the upper esophageal sphincter includes (1)
resting pressure, (2) relaxation, and (3) cricopharyngeal
coordination (Fig. 5). The study is done by withdrawing the
catheter in 1 cm increments until the upper esophageal
sphincter is reached. This is determined when the pressure
measured rises above the esophageal baseline. The cathe-

ter is positioned so that the first sensor is just superior to
the sphincter and the second sensor is at the proximal
border of the sphincter. The remaining channels are in the
body of the esophagus. The patient is given 5 mL of water
for wet swallows. The catheter is withdrawn during this
process. However, it should be emphasized that the upper
esophageal sphincter is quite asymmetric; therefore, pres-
sure readings are meaningless unless the exact position of
the side holes are known.

This concludes the study and the catheter is removed
from the patient.

INTERPRETATION OF THE TEST

Esophageal motility disorders are categorized into pri-
mary, secondary, and nonspecific (3). Primary esophageal
disorders are those in which the dysfunction is limited only
to the esophagus. Examples of these include the hypoten-
sive lower esophageal sphincter associated with gastroe-
sophageal reflux disease, achalasia, diffuse esophageal
spasm, hypertensive lower esophageal sphincter, and nut-
cracker esophagus. Secondary esophageal motility disor-
ders are those in which the swallowing occurs as a result of
a generalized disease. Examples of these include collagen-
vascular disease (e.g., scleroderma), endocrine and meta-
bolic disorders (diabetes mellitus), neuromuscular diseases
(myasthenia gravis, multiple sclerosis, and Parkinson’s
disease), chronic idiopathic intestinal pseudo-obstruction,
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Figure 4. Manometric tracings of esophageal body peristalsis. (Courtesy of Medtronic Corp.,
Minneapolis, MN.)



and Chagas’ disease. Nonspecific esophageal motility dis-
orders are those that are associated with the patient’s
symptoms, but the pattern of manometric dysmotility does
not fit into the primary or secondary categories. Another
category that is becoming better recognized and character-
ized is ineffective esophageal motility, which occurs
when esophageal motility appears normal, but does not
result in effective propagation of the food bolus down the
esophagus.
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INTRODUCTION

Our knowledge about the brain has increased dramatically
in the last decades due to the incorporation of new and
extraordinary techniques. In particular, fast computers
enable more realistic and complex simulations and boosted
the emergence of computational neuroscience. With
modern acquisition systems we can record simultaneously
up to few hundred neurons and deal with issues like
population coding and neural synchrony. Imaging techni-
ques such as magnetic resonance imaging (MRI) allow an
incredible visualization of the locus of different brain func-
tions. On the other extreme of the spectrum, molecular
neurobiology has been striking the field with extraordinary
achievements. In contrast to the progress and excitement
generated by these fields of neuroscience, electroencepha-
lography (EEG) and evoked potentials (EPs) have clearly
decreased in popularity. What can we learn from scalp
electrodes recordings, when one can use sophisticated
devices like MRI, or record from dozens of intracranial
electrodes? Still a lot.
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Figure 5. Manometric tracings of the upper esophageal sphincter. (Courtesy of Medtronic Corp.,
Minneapolis, MN.)



There are mainly three advantages of the EEG: (1) it is
relatively inexpensive; (2) it is noninvasive, and therefore it
can be used in humans, (3) it has a very high temporal
resolution, thus enabling the study of the dynamics of brain
processes. These features make the EEG a very accessible
and useful tool. It is particularly interesting for the analysis
of high level brain processes that arise from the activity of
large cell assemblies and may be poorly reflected by single
neuron properties. Moreover, such processes can be well
localized in time and even be reflected in time varying
patterns (e.g., brain oscillations) that are faster than the
time resolution of imaging techniques. The caveat of non-
invasive EEGs is the fact that they reflect the average
activity of sources far from the recording sites, and therefore
do not have an optimal spatial resolution. Moreover, they
are largely contaminated by noise and artifacts.

Although the way of recording EEG and EP signals did
not change as much as multiunit recordings or imaging
techniques, there have been significant advances in the
methodology for analyzing the data. In fact, due to their
high complexity, low signal/noise ratio, nonlinearity, and
nonstationarity, they have been an ultimate challenge for
most methods of signal analysis. The development and
implementation of new algorithms that are specifically
designed for such complex signals allow us to get informa-
tion beyond the one accessible with previous approaches.
These methods open a new gateway to the study of high level
cognitive processes in humans with noninvasive techniques
and at no great expense. Here, we review some of the most

common paradigms to elicit evoked potentials and describe
basic and more advanced methods of analysis with special
emphasis on the information that can be gained from their
use. Although we focus on EEG recordings, these ideas also
apply to magnetoencephalograpic (MEG) recordings.

RECORDING

The electroencephalogram measures the average electrical
activity of the brain at different sites of the head. Typical
recordings are done at the scalp with high conductance
electrodes placed at specific locations according to the so-
called 10–20 system (1). The activity of each electrode can
be referenced to a common passive electrode (or to a pair of
linked electrodes placed at the earlobes)—monopolar
recordings—or can be recorded differentially between pairs
of contiguous electrodes—bipolar recordings—. In the lat-
ter case, there are several ways of choosing the electrode
pairs. Furthermore, there are specific montages of bipolar
recordings designed to visualize the propagation of activity
across different directions (1). Intracranial recordings are
common in animal studies and are very rare in humans.
Intracranial electrodes are mainly implanted in epileptic
patients refractory to medication in order to localize the
epileptic focus, and then evaluate the feasibility of a sur-
gical resection.

Figure 1 shows the 10–20 electrode distribution (a) and
a typical monopolar recording of a normal subject with eyes
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Figure 1. (a) Electrode montage of the 10–20 system and (b) an exemplary EEG recording with this
montage. All electrodes are referenced to a linked earlobes reference (A1 and A2). F¼ frontal,
C¼ central, P¼parietal, T¼ temporal, and O¼ occipital. Note the presence of blinking artifacts
(marked with an arrow) and of posterior alpha oscillations (marked with an oval).



open (b). Note the high amplitude deflections in the ante-
rior recordings due to blinking artifacts. In fact, one of the
main problems in EEG analysis is the very low signal/noise
ratio. Note also the presence of ongoing oscillations in the
posterior sites. These oscillations are � 10 Hz and are
known as the alpha rhythm. The EEG brain oscillations
of different frequencies and localizations have been corre-
lated with functions, stages and pathologies of the brain
(2–4).

In many scientific fields, especially in physics, one very
useful way to learn about a system is by studying its
reactions to perturbations. In brain research, it is also a
common strategy to see how single neurons or large neu-
ronal assemblies, as measured by the EEG, react to dif-
ferent types of stimuli. Evoked potentials are the changes
in the ongoing EEG activity due to stimulation. They are
time locked to the stimulus and they have a characteristic
pattern of response that is more or less reproducible under
similar experimental conditions. They are characterized by
their polarity and latency, for example, P100 meaning a
positive deflection (P for positive) occurring 100 ms after
stimulation. The recording of evoked potentials is done in
the same way as the EEGs. The stimulus delivery system
sends triggers to identify the stimuli onsets and offsets.

GENERATION OF EVOKED POTENTIALS

Evoked potentials are usually considered as the time-
locked and synchronized activity of a group of neurons
that add to the background EEG. A different approach
explains the evoked responses as a reorganization of the
ongoing EEG (3,5). According to this view, evoked poten-
tials can be generated by a selective and time-locked
enhancement of a particular frequency band or by a phase
resetting of ongoing frequencies. In particular, the study
of the EPs in the frequency domain attracted the attention
of several researchers (see section on Event-Related
Oscillations). A few of these works focus on correlations
between prestimulus EEG and the evoked responses (4).

SENSORY EVOKED POTENTIALS

There are mainly three modalities of stimulation: visual,
auditory, and somatosensory. Visual evoked potentials are
usually evoked by light flashes or visual patterns such as a
checkerboard or a patch. Figure 2 shows the grand average
visual evoked potentials of 10 subjects. Scalp electrodes
were placed according to the 10–20 system, with linked
earlobes reference. The stimuli were a color reversal of the
(black/white) checks in a checkerboard pattern (sidelength
of the checks: 50’). There is a positive deflection at � 100 ms
after stimulus presentation (P100) followed by a negative
rebound at 200 ms (N200). These peaks are best defined at
the occipital electrodes, which are the closest to the pri-
mary visual area. The P100 is also observed in the central
and frontal electrodes, but not as well defined and appear-
ing later than in the posterior sites. The P100–N200 com-
plex can be seen as part of an �10 Hz event-related
oscillation as it will be described in the following sections.
Visual EPs can be used clinically to identify lesions in the

visual pathway, such as the ones caused by optic neuritis
and multiple sclerosis (6–9).

Auditory evoked potentials are usually elicited by
tones or clicks. According to their latency they are further
subdivided into early, middle, and late latency EPs. Early
EPs comprise: (1) the electrococheleogram, which reflects
responses in the first 2.5 ms from the cochlea and the
auditory nerve, and (2) brain stem auditory evoked poten-
tials (BSAEP), which reflect responses from the brain
stem in the first 12 ms after stimulation and are recorded
from the vertex. The BSAEP are seen at the scalp due to
volume conduction. Early auditory EPs are mainly used
clinically to study the integrity of the auditory pathway
(10–12). They are also useful for detecting hearing impair-
ments in children and in subjects that cannot cooperate
in behavioral audiometry studies. Moreover, the presence
of early auditory EPs may be a sign of recovery from
coma.

Middle latency auditory EPs are a series of positive and
negative waves occurring between 12 and 50 ms after
stimulation. Clinical applications of these EPs are very
limited due to the fact that the location of their sources is
still controversial (10,11). Late auditory EPs occur between
50 and 250 ms after stimulation and consist of four main
peaks labeled P50, N100, P150, and N200 according to
their polarity and latency. They are of cortical origin and
have a maximum amplitude at vertex locations. Auditory
stimulation can also elicit potentials with latencies of> 200
ms. These are, however, responses to the context of the
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Figure 2. Grand average visual evoked potential. There is mainly
one positive response at 100 ms after stimulation (P100) followed
by a negative one at 200 ms (N200). These responses are best
localized in the posterior electrodes.



stimulus rather than to its physical characteristics and will
be further described in the next section.

Somatosensory EPs are obtained by applying short
lasting currents to sensory and motor peripheral nerves
and are mainly used to identify lesions in the somatosen-
sory pathway (13). In particular, they are used for the
diagnosis of diseases affecting the white matter like multi-
ple sclerosis, for noninvasive studies of spinal cord traumas
and for peripheral nerve disorders (13). They are also used
for monitoring the spinal cord during surgery, giving an
early warning of a potential neurological damage in
anesthetized patients (13).

Evoked potentials can be further classified as exogenous
and endogenous. Exogenous EPs are elicited by the phy-
sical characteristics of the external stimulus, such as
intensity, duration, frequency, and so on. In contrast,
endogenous EPs are elicited by internal brain processes
and respond to the significance of the stimulus. Endogen-
ous EPs can be used to study cognitive processes as dis-
cussed in the next section.

EVOKED POTENTIALS AND COGNITION

Usually, the term evoked potentials refers to EEG
responses to sensory stimulation. Sequences of stimuli
can be organized in paradigms and subjects can be asked
to perform different tasks. Event-related potentials (ERPs)
constitute a broader category of responses that are elicited
by ‘‘events’’, such as the recognition of a ‘‘target’’ stimulus
or the lack of a stimulus in a sequence.

Oddball Paradigm and P300

The most common method to elicit ERPs is by using the
oddball paradigm. Two different stimuli are distributed
pseudorandomly in a sequence; one of them appearing
frequently (standard stimulus), the other one being a
target stimulus appearing less often and unexpectedly.
Standard and target stimuli can be tones of different
frequencies, figures of different colors, shapes, and so on.
Subjects are usually asked to count the number of target
appearances in a session, or to press a button whenever a
target stimulus appears.

Figure 3 shows grand-average (10 subjects) visual
evoked potentials elicited with an oddball paradigm.
Figure 3 a shows the average responses to the frequent
(non target) stimuli and (b) shows one to the targets. The
experiment was the same as the one described in Fig. 2, but
in this case target stimuli were pseudorandomly distrib-
uted within the frequent ones. Frequent stimuli (75%) were
color reversals of the checks, as in the previous experiment,
and target stimuli (25%) were also color reversals but with
a small displacement of the checkerboard pattern (see Ref.
(14) for details). Subjects had to pay attention to the
appearance of the target stimuli.

The responses to the nontarget stimuli are qualitatively
similar to the responses to visual EPs (without a task)
shown in Fig. 2. As in the case of pattern visual EPs, the
P100–N200 complex can be observed upon nontarget and
target stimulation. These peaks are mainly related with
primary sensory processing due to the fact that they do not
depend on the task, they have a relatively short latency
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Figure 3. Grand-average pattern visual evoked potentials with an oddball paradigm. (a) Average
responses for the nontarget stimuli and (b) average responses for the target stimuli. Note the
appearance of a positive deflection at� 400 ms after stimulation (P300) only upon the target stimuli.



(100 ms) and they are best defined in the primary visual
area (occipital lobe). Note, however, that these components
can also modulate their amplitude in tasks with different
attention loads (15,16). Target stimulation led to a marked
positive component, the P300, occurring between 400 and
500 ms. The P300 is larger in the central and posterior
locations.

While the localization of the P300 in the scalp is well
known, the localization of the sources of the P300 in the
brain are still controversial (for a review see Ref. (17). Since
the P300 is task dependent and since it has a relatively long
latency, it is traditionally related to cognitive processes
such as signal matching, recognition, decision making,
attention and memory updating (6,18,19). There have been
many works using the P300 to study cognitive processes
[for reviews see Refs. (18–20)]. In various pathologies
cognition is impaired and this is reflected in abnormal
P300 responses, as shown in depression, schizophrenia,
dementia and others [for reviews see (18,21)].

The P300 can be also elicited by a passive oddball
paradigm (i.e., an oddball sequence without any task). In
this case, a P300 like response appears upon target stimu-
lation, reflecting the novelty of the stimulus rather than
the execution of a certain task. This response has been
named P3a. It is earlier than the classic P300 (also named
P3b), it is largest in frontal and central areas and it
habituates quickly (22,23).

Mismatch Negativity

Mismatch negativity (MMN) is a negative potential eli-
cited by auditory stimulation. It appears along with any
change in some repetitive pattern and peaks between 100
and 200 ms after stimulation (24). It is generally elicited
by the passive (i.e., no task) auditory oddball paradigm
and it is visualized by subtracting the frequent stimuli
from the deviant one. The MMN is generated in the
auditory cortex. It is known to reflect auditory memory
(i.e., the memory trace of preceding stimuli) and can be
elicited even in the absence of attention (25). It provides
an index of sound discrimination and has therefore being
used to study dyslexia (25). Since MMN reflects a pre-
attentive state, it can be also elicited during sleep (26).
Moreover, it has been proposed as an index for coma
prognosis (27,28).

Omitted Evoked Potentials

Omitted evoked potentials (OEPs) are similar in nature to
the P300 and MMN, but they are evoked by the omission of
a stimulus in a sequence (29–31). The nice feature of these
potentials is that they are elicited without external stimu-
lation, thus being purely endogenous components. Omitted
evoked potentials mainly reflect expectancy (32) and are
modulated by attention (31,33). The main problem in
recording OEPs is the lack of a stimulus trigger. This
results in large latency variations from trial to trial, and
therefore OEPs may not be visible after ensemble aver-
aging. Note that trained musicians were shown to have less
variability in the latency of the OEP responses (latency
jitter) in comparison to non-musicians due to their better
time-accuracy (34).

Contingent Negative Variation

Contingent negative variation (CNV) is a slowly rising
negative shift appearing before stimulus onset during
periods of expectancy and response preparation (35). It
is usually elicited by tasks resembling conditioned learning
experiments. A first stimulus gives a preparatory signal for
a motor response to be carried out at the time of a second
stimulus. The CNV reflects the contingency or association
between the two stimuli. It has been useful for the study of
aging and different psychopathologies, such as depression
and schizophrenia (for reviews see Refs. (36,37)). Similar in
nature to the CNVs are the ‘‘Bereitschaft’’ or ‘‘Readiness’’
potentials (38), which are negative potential shifts pre-
ceeding voluntary movements [for a review see Ref. (36)].

N400

Of particular interest are ERPs showing signs of language
processing. Kutas and Hillyard (39,40) described a nega-
tive deflection between 300 and 500 ms after stimulation
(N400), correlated with the appearance of semantically
anomalous words in otherwise meaningful sentences. It
reflects ‘‘semantic memory’’; that is, the predictability of a
word based on the semantic content of the preceding
sentence (16).

Error Related Negativity

The error related negativity (ERN) is a negative component
that appears after negative feedback (41,42). It can be
elicited with a wide variety of reaction time tasks and it
peaks within 100 ms of an error response. It reaches its
maximum over frontal and central areas and convergent
evidence from source localization analyses and imaging
studies point toward a generation in the anterior cingu-
lated cortex (41).

BASIC ANALYSIS

Figure 4a shows 16 single-trial visual ERPs from the left
occipital electrode of a typical subject. These are
responses to target stimuli using the oddball paradigm
described in the previous section. Note that it is very
difficult to distinguish the single-trial ERPs due to their
low amplitude and due to their similarity to spontaneous
fluctuations in the EEG. The usual way to improve the
visualization of the ERPs is by averaging the responses of
several trials. Since evoked potentials are locked to the
stimulus onset, their contribution will add, whereas one of
the ongoing EEG will cancel. Figure 4b shows the average
evoked potential. Here it is possible to identify the P100,
N200, and P300 responses described in the previous
section.

The main quantification of the average ERPs is by
means of their amplitudes and latencies. Most research
using ERPs compare statistically the distribution of peak
amplitudes and latencies of a certain group (e.g., subjects
in some particular state or doing some task) with a
matched control group. Such comparisons also can be used
clinically and, in general, pathological cases show peaks
with long latencies and small amplitudes (2,6).
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Another important aspect of ERPs is their topography.
In fact, the abnormal localization of evoked responses can
have clinical relevance. The usual way to visualize the
topography of the EPs is via contour plots (43–47). These
are obtained from the interpolation of the EP amplitudes at
fixed times. There are several issues to consider when
analyzing topographic plots: (1) the way the 3D head is
projected into two dimensions, (2) the choice of the refer-
ence, (3) the type of interpolation used, and (4) the number
of electrodes and their separation (46). These choices can
indeed bias the topographic maps obtained.

SOURCE LOCALIZATION

In the previous section, we briefly discussed the use of
topographic representations of the EEG and EPs. Besides
the merit of the topographic representation given by these
maps, the final goal is to get a hint on the sources of the
activity seen at the scalp. In other words, given a certain

distribution of voltages at the scalp one would like to
estimate the location and magnitude of their sources of
generation. This is known as the inverse problem and it has
no unique solution. The generating sources are usually
assumed to be dipoles, each one having six parameters to
be estimated, three for its position and three for its mag-
nitude. Clearly, the complexity of the calculation increases
rapidly with the number of dipoles and, in practice, no more
than two or three dipoles are considered. Dipole sources are
usually estimated using spherical head models. These
models consider the fact that the electromagnetic signal
has to cross layers of different impedances, such as the
dura mater and the scull. A drawback of spherical head
models is the fact that different subjects have different
head shapes. This led to the introduction of realistic head
models, which are obtained by modeling the head shape
using MRI scans and computer simulations. Besides all
these issues, there are already some impressive results in
the literature [see Refs. (49,86)] and references cited
therein describing the use and applications of the LORETA
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Figure 4. (a) Sixteen single-trial
responses of a typical subject and
(b) the average response. The triangle
marks the time of stimulation. Note
that the evoked responses are clearly
seen after averaging, but are hardly
identified in the single trials.



software; Ref. (50) and an extensive list of publications
using the BESA software at http://www.besa.de). Since a
reasonable estimation of the EEG and EP sources critically
depends on the number of electrodes, dipole location has
been quite popular for the analysis of magnetoencephalo-
grams, which have more recording sites.

EVENT-RELATED OSCILLATIONS

Evoked responses appear as single peaks or as oscillations
generated by the synchronous activation of a large net-
work. The presence of oscillatory activity induced by dif-
ferent type of stimuli has been largely reported in animal
studies. Bullock (51) gives an excellent review of the sub-
ject going from earlier studies by Adrian (52) to more recent
results in the 1990s (some of the later studies are included
in Ref. (53). Examples are event-related oscillations of 15–
25 Hz in the retina of fishes in response to flashes (54),
gamma oscillations in the olfactory bulb of cats and rabbits
after odor presentation (55,56) and beta oscillations in the
olfactory system of insects (57,58). Moreover, it has been
proposed that these brain oscillations play a role in infor-
mation processing (55). This idea became very popular
after the report of gamma activity correlated to the binding
of perceptual information in anesthetized cats (59).

Event-related oscillations in animals are quite robust
and in many cases visible by the naked eye. In humans, this
activity is more noisy and localized in time. Consequently,
more sophisticated time–frequency representations, like
the one given by the wavelet transform, are needed in order
to precisely localize event-related oscillations both in time
and frequency. We finish this section with a cautionary
note about event-related oscillations, particularly impor-
tant for human studies. Since oscillations are usually not
clear in the raw data, digital filters are used in order to
visualize them. However, one should be aware that digital
filters can introduce ‘‘ringing effects’’ and single peaks in
the original signal can look like oscillations after filtering.
In Fig. 5, we exemplify this effect by showing a delta
function (a) filtered with a broad and a narrow band elliptic
filter (b,c, respectively). Note that the original delta func-
tion can be mistaken for an oscillation after filtering,
especially with the narrow band filter [see also Ref. (51)].

WAVELET TRANSFORM AND EVENT-RELATED
OSCILLATIONS

Signals are usually represented either in the time or in the
frequency domain. The best time representation is given by
the signal itself and the best frequency representation is
given by its Fourier transform (FT). With the FT it is
possible to estimate the power spectrum of the signal,
which quantifies the amount of activity for each frequency.
The power spectrum has been the most successful method
for the analysis of EEGs (2), but it lacks time resolution.
Since event-related oscillations appear in a short time
range, a simultaneous representation in time and fre-
quency is more appropriate.

The Wavelet transform (WT) gives a time–frequency
representation that has two main advantages: (1) optimal

resolution in the time and frequency domains; (2) no
requirement of stationarity. It is defined as the correlation
between the signal x(t) and the wavelet functions ca;bðtÞ

Wc Xða; bÞ ¼ hxðtÞjca;bðtÞi ð1Þ

where ca;bðtÞ are dilated (contracted) and shifted versions
of a unique wavelet function c(t)

ca;b ¼ jaj�1=2c
t � b

a

� �
ð2Þ

(a, b are the scale and translation parameters, respec-
tively). The WT gives a decomposition of x(t) in different
scales, tending to be maximum at those scales and time
locations where the wavelet best resembles x(t). Moreover,
Eq. 1 can be inverted, thus giving the reconstruction of x(t).

The WT maps a signal of one independent variable t onto
a function of two independent variables a, b. This proce-
dure is redundant and not efficient for algorithm imple-
mentations. In consequence, it is more practical to define
the WT only at discrete scales a and discrete times b by
choosing the set of parameters fa j ¼ 2� j; b j; k ¼ 2� jkg,
with integers j, k.

Contracted versions of the wavelet function match the
high frequency components of the original signal and the
dilated versions match low frequency oscillations. Then, by
correlating the original signal with wavelet functions of
different sizes we can obtain the details of the signal at
different scales. The correlations with the different wavelet
functions can be arranged in a hierarchical scheme called
multiresolution decomposition (60). The multiresolution
decomposition separates the signal into ‘‘details’’ at differ-
ent scales and the remaining part is a coarser representa-
tion named ‘‘approximation’’.

Figure 6 shows the multiresolution decomposition of the
average ERP shown in Fig. 4. The left part of the figure
shows the wavelet coefficients and the right part shows
the corresponding reconstructed waveforms. After a five
octave wavelet decomposition using B-Spline wavelets (see
Refs. 14,61 for details) the coefficients in the following
bands were obtained (in brackets the EEG frequency bands
that approximately correspond to these values): D1: 63–
125 Hz, D2: 31–62 Hz (gamma), D3: 16–30 Hz (beta), D4:
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Figure 5. A delta function (a) after broad (b) and narrow (c) band
pass filtering. Note that single peaks can look like oscillations due
to filtering.



8–15 Hz (alpha), D5: 4–7 Hz (theta), and A5: 0.5–4 Hz
(delta). Note that the addition of the reconstructed wave-
forms of all frequency bands returns the original signal. In
the first 0.5 s after stimulation there is an increase in the
alpha and theta bands (D4, D5) correlated with P100–N200
complex and later there is an increase in the delta band
(A5) correlated with the P300. As an example of the use of
wavelets for the analysis of event related oscillations, in
the following we focus on the responses in the alpha band.

The grand average (across subjects) ERP is shown on
left side of Fig. 7. Upper plots correspond to the responses
to NT stimuli and lower plots to T stimuli. Only left
electrodes and Cz are shown, the responses of the right
electrodes being qualitatively similar. For both stimulus
types we observe the P100–N200 complex and the P300
appears only upon target stimulation. Center and right
plots of Fig. 7 show the alpha band wavelet coefficients and
the filtered ERPs reconstructed from these coefficients,
respectively. Amplitude increases are distributed over
the entire scalp for the two stimulus types, best defined
in the occipital electrodes. They appear first in the occipital
electrodes, with an increasing delay in the parietal, cen-

tral, and frontal locations. The fact that alpha responses
are not modulated by the task and the fact that their
maximal and earliest appearance is in occipital locations
(the primary visual sensory area) point toward a distrib-
uted generation and a correlation with sensory processing
(14,61). Note that these responses are localized in time,
thus stressing the use of wavelets.

In recent years, there have been an increasing number
of works applying the WT to the study of event-related
oscillations. Several of these studies dealt with gamma
oscillations, encouraged by the first results by Gray and
coworkers (59). In particular, induced gamma activity has
been correlated to face perception (62), coherent visual
perception (63), visual search tasks (64) cross-modal inte-
gration (64,65), and so on.

Another interesting approach to study event-related
oscillations is the one given by the concepts of event-related
synchronization (ERS) and event-related desynchronization
(ERD), which characterize increases and decreases of the
power in a given frequency band (66,67). Briefly, the band
limited power is calculated for each single trial and then
averaged across trials. Since ERS and ERD are defined as an
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Figure 6. Multiresolution decom-
position (a) and reconstruction
(b) of an average evoked potential.
D1–D5 and A5 are the different
scales in which the signal is decom-
posed.



average of the power of the signal, they are sensitive to
phase locked as well as nonphase locked oscillations. Inter-
estingly, similar concepts and a simple measure of phase
locking can be also defined using wavelets (68).

SINGLE–TRIAL ANALYSIS

As shown in Fig. 4, averaging several trials increases the
signal/noise ratio of the EPs. However, it relies on the basic
assumption that EPs are an invariant pattern perfectly
locked to the stimulus that lays on an independent station-
ary and stochastic background EEG signal. This assumption
is in a strict sense not valid. In fact, averaging implies a loss
of information related to systematic or unsystematic varia-
tions between the single trials. Furthermore, these varia-
tions (e.g., latency jitters) can affect the validity of the
average EP as a representation of the single trial responses.

Several techniques have been proposed to improve the
visualization of the single-trial EPs. Some of these
approaches involve the filtering of single-trial traces by
using techniques that are based on the Wiener formalism.
This provides an optimal filtering in the mean-square error
sense (69,70). However, these approaches assume that the
signal is a stationary process and, since the EPs are
compositions of transient responses with different time
and frequency localizations, they are not likely to give
optimal results. A obvious advantage is to implement
time-varying strategies. In the following, we describe a
recently proposed denoising implementation based on the
WT to obtain the EPs at the single trial level (71,72). Other
works also reported the use of wavelets for filtering average
EPs or for visualizing the EPs in the single trials (73–77)
see a brief discussion of these methods in Ref. 72.

In Fig. 6, we already showed the wavelet decomposition
and reconstruction of an average visual EP. Note that the

P100–N200 response is mainly correlated with the first
poststimulus coefficient in the details D4–D5. The P300 is
mainly correlated with the coefficients at �400–500 ms in
A5. This correspondence is easily identified because: (1) the
coefficients appear in the same time (and frequency) range
as the EPs and (2) they are relatively larger than the rest
due to phase-locking between trials (coefficients related
with background oscillations are diminished in the aver-
age). A straightforward way to avoid the fluctuations
related with the ongoing EEG is by equaling to zero those
coefficients that are not correlated with the EPs. However,
the choice of these coefficients should not be solely based on
the average EP and it should also consider the time ranges
in which the single-trial EPs are expected to occur (i.e.,
some neighbor coefficients should be included in order to
allow for latency jitters).

Figure 8a shows the coefficients kept for the reconstruc-
tion of the P100–N200 and P300 responses. Figure 8b
shows the contributions of each level obtained by eliminat-
ing all the other coefficients. Note that in the final recon-
struction of the average response (uppermost right plot)
background EEG oscillations are filtered. We should
remark that this is usually difficult to be achieved with
a Fourier filtering approach due to the different time and
frequency localizations of the P100–N200 and P300
responses, and also due to the overlapping frequency
components of these peaks and the ongoing EEG. In this
context, the main advantage of Wavelet denoising over
conventional filtering is that one can select different time
windows for the different scales. Once the coefficients of
interest are identified from the average ERP, we can apply
the same procedure to each single trial, thus filtering the
contribution of background EEG activity.

Figure 9 shows the first 15 single trials and the average
ERP for the recording shown in the previous figure. The
raw single trials have been already shown in Fig. 4. Note
that with denoising (red curves) we can distinguish the
P100–N200 and the P300 in most of the trials. Note also
that these responses are not easily identified in the original
signal (gray traces) due to their similarity with the ongoing
EEG. We can also observe some variability between trials.
For an easier visualization Fig. 10 shows a contour plot of
the single trial ERPs after denoising. This figure is the
output of a software package for denoising EPs (EP_den)
available at www.vis.caltech.edu/�rodri. In the denoised
plot, we observe a gray pattern followed by a black one
between 100 and 200 ms, corresponding to the P100–N200
peaks. The more unstable and wider gray pattern at � 400–
600 ms corresponds to the P300. In particular, it has been
shown that wavelet denoising improves the visualization of
the single trial EPs (and the estimation of their amplitudes
and latencies) in comparison with the original data and in
comparison with previous approaches, such as Wiener
filtering (72).

APPLICATIONS OF SINGLE-TRIAL ANALYSIS

The single-trial analysis of EPs has a wide variety of
applications. By using correlations between the average
EP and the single-trial responses, it is possible to calculate
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Figure 7. Grand average visual EPs to nontarget (NT) and target
(T) stimuli in an oddball paradigm (a). Both bþ and c plots shows
the wavelet coefficients in the alpha band and the corresponding
reconstruction of the signal from them, respectively.



selective averages including only trials with good
responses (71,72). Moreover, it is possible to eliminate
effects of latency jitters by aligning trials according to
the latency of the single-trial peaks (71,72). The use of
selective averages as well as jitter corrected averages had
been proposed long ago (78,79). Wavelet denoising
improves the identification of the single-trials responses,
thus facilitating the construction of these averages.

Some of the most interesting features to study in single-
trial EPs are the changes in amplitude and latency of
the peaks from trial to trial. It is possible to calculate
amplitude and latency jitters: information that is not avail-

able in the average EPs. For example, trained musicians
showed smaller latency jitters of omitted evoked potentials
in comparison with nonmusicians (34). Variations in ampli-
tude and latency can be also systematic. Exponential
decreases in different EP components have been related
to habituation processes both in humans and in rats
(80–82). Furthermore, the appearance of a P3-like compo-
nent in the rat entorhinal cortex has been correlated to the
learning of a go/no-go task (83). In humans, it has recently
been shown that precise timing of the single-trial evoked
responses accounts for a sleep-dependent automatization
of perceptual learning (84).
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Figure 8. Principle of wavelet denoising. The reconstruction of the signal is done using only those
coefficients correlated with the EPs. See text for details.
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Figure 9. Average EP and the single-trial responses corresponding to the data shown in the pr-
evious figure, with (black) and without (gray) denoising. Note that after denoising it is possible to
identify the single-trial responses.



CONCLUDING COMMENT

In addition to clinical applications, EPs are very useful
to study high level cognitive processes. Their main advan-
tages over other techniques are their low cost, their non-
invasiveness and their good temporal resolution. Of
particular interest is the study of trial-to-trial variations
during recording sessions. Supported by the use of new and
powerful methods of signal analysis, the study of single
trial EPs and their correlation to different behavioral
processes seems one of the most interesting directions of
future research. In conclusion, the good and old EEG and
its cousin, the EP, have a lot to offer, especially when new
and powerful methods of analysis are applied.
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editors. Induced rhythms in the brain. Boston: Birkhauser;
1992.

52. Adrian ED. Olfactory reactions in the brain of the hedgehog. J
Physiol 1942;100:459–473.
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Bisensory stimulation increases gamma-responses over mul-
tiple cortical regions. Cogn Brain Res 2001;11:267–279. Tal-
lon-Baudry C, Bertrand O, Delpuech C, Pernier J. Activity
induced by a visual search task in humans. J Neurosc
1997;15:722–734.

65. Sakowicz O, Quian Quiroga R, Schürmann M, Basar E.
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INTRODUCTION

Exercise is the body’s most common physiologic stress, and
while it affects several systems, it places major demands on
the cardiopulmonary system. Because of this interaction,
exercise can be considered the most practical test of cardiac
perfusion and function. Exercise testing is a noninvasive
tool to evaluate the cardiovascular system’s response to
exercise under carefully controlled conditions.
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THEORY

The major cardiopulmonary adaptations that are required
during acute exercise make exercise testing a practical
evaluation of cardiac perfusion and function. Exercise
testing is not only useful in clinical evaluation of coronary
status, but also serves as a valuable research tool in the
study of cardiovascular disease, evaluating physical per-
formance in athletes, and studying the normal and abnor-
mal physiology of other organ systems.

A major increase and redistribution of cardiac output
underlies a series of adjustments that allow the body to
increase its resting metabolic rate as much as 10–20 times
with exercise. The capacity of the body to deliver and utilize
oxygen is expressed as the maximal oxygen uptake, which
is defined as the product of maximal cardiac output and
maximal arteriovenous oxygen difference. Thus, the car-
diopulmonary limits are defined by (1) a central component
(cardiac output) that describes the capacity of the heart to
function as a pump, and (2) peripheral factors (arteriove-
nous oxygen difference) that describe the capacity of the
lung to oxygenate the blood delivered to it as well as the
capacity of the working muscle to extract this oxygen from
the blood. Hemodynamic responses to exercise are greatly
affected by several parameters, such as presence or
absence of disease and type of exercise being performed,
as well as age, gender, and fitness of the individual.

Coronary artery disease is characterized by reduced
myocardial oxygen supply, which, in the presence of an
increased myocardial oxygen demand, can result in myo-
cardial ischemia and reduced cardiac performance. Despite
years of study, a number of challenges remain regarding
the response to exercise clinically. Although myocardial
perfusion and function are intuitively linked, it is often
difficult to separate the impact of ischemia from that of left
ventricular dysfunction on exercise responses. Indexes of
ventricular function and exercise capacity are poorly
related. Cardiac output is considered the most important
determinant of exercise capacity in normal subjects and in
most patients with cardiovascular or pulmonary disease.
However, among patients with disease, abnormalities
in one or several of the links in the chain that defines
oxygen uptake contribute to the determination of exercise
capacity.

The transport of oxygen from the air to the mitochondria
of the working muscle cell requires the coupling of blood
flow and ventilation to cellular metabolism. Energy for
muscular contraction is provided by three sources: stored
phosphates [adenosine triphosphate (ATP) and creatine
phosphate]; oxygen-independent glycolysis, and oxidative
metabolism. Oxidative metabolism provides the greatest
source of ATP for muscular contraction. Muscular contrac-
tion is accomplished by three fiber types that differ in their
contraction speed, color, and mitochondrial content. The
duration and intensity of activity determine the extent to
which these fuel sources and fiber types are called upon.

All of the physiologic responses to exercise are mediated
by the autonomic nervous system. As such, the exercise test
and the response in recovery after exercise are increasingly
recognized as important surrogate measures of autonomic
function. The balance between sympathetic and parasym-

pathetic influences to the cardiovascular sytem is critical,
as they determine heart rate, blood pressure, cardiac out-
put redistribution, and vascular resistance during exer-
cise. Furthermore, indirect measures of autonomic
function, such as heart rate variability and the rate in
which heart rate recovers after exercise, are important
prognostic markers in patients with cardiovascular disease
(1).

There are several advantages to using the exercise test.
These include the test’s widespread availability, multiple
uses, and high yield of clinically useful information. These
factors make it an important ‘‘gatekeeper’’ for more expen-
sive and invasive procedures. However, a major drawback
has been the non-uniform application in clinical practices.
To approach this problem, excellent guidelines have been
developed based on expert consensus and research per-
formed over the last 20 years. These include an update of
the AHA/ACC guidelines on exercise testing, the American
Thoracic Society/American College of Chest Physicians
Statement on Cardiopulmonary Exercise Testing, an
AHA Scientific Statement on Exercise and Heart Failure,
new editions of the American Association of Cardiovascular
and Pulmonary Rehabilitation Guidelines, and American
College of Sports Medicine Guidelines on Exercise Testing
and Prescription (cardiologyonline.com/guidelines.htm,
cardiology.org). These have made substantial contribu-
tions to the understanding and greater uniformity of appli-
cation of exercise testing.

EQUIPMENT

Current technology, although adding both convenience and
sophistication, has raised new questions about methodol-
ogy. For example, all commercially available systems today
use computers. Do computer-averaged exercise electrocar-
diograms (ECGs) improve test performance, and what
should the practitioner be cautious of when considering
computer measurements? What about the many computer-
generated exercise scores? When should ventilatory
gas exchange responses be measured during testing and
what special considerations are important when using
them? The following text is intended to help answer such
questions.

Blood Pressure Measurement

While there have been a number of automated devices
developed for blood pressure measurement during exer-
cise, our clinical impression is that they are not superior to
manual testing. The time-proven method of the physician
holding the patient’s arm with a stethoscope placed over
the brachial artery remains most reliable. An anesthesiol-
ogist’s auscultatory piece or an electronic microphone can
be fastened to the arm. A device that inflates and deflates
the cuff with the push of a button can be helpful.

A dropping or a flat systolic response during exercise are
ominous and can be the most important indicator of
adverse events occurring during testing. If systolic blood
pressure fails to increase or appears to be decreasing, it
should be taken again immediately. The exercise test
should be stopped if the systolic blood pressure drops by
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10 mmHg (1.33 kPa) or more or falls below the value of the
blood pressure taken in a standing position before testing.
Additionally, if the systolic blood pressure exceeds 250
mmHg (33.33 kPa) or the diastolic blood pressure reaches
115 mmHg (15.33 kPa), the test should be stopped.

ECG Recording

Electrodes and Cables. Several disposable electrodes
perform adequately for exercise testing. Disposable elec-
trodes can be quickly applied and do not have to be cleaned
for reuse. A disposable electrode that has an abrasive
center spun by an applicator after the electrode is attached
to the skin (Quickprep) is available from Quinton Instru-
ment Co. This approach does not require skin preparation.
The applicator of this system has a built-in impedance
meter that stops the spinning when the skin impedance
has been appropriately lowered.

Previously used buffer amplifiers and digitizers carried
by the patient are no longer advantageous. Cables develop
continuity problems with use and require replacement
rather than repair. It is often found that replacement is
necessary after roughly 500 tests. Some systems have used
analog-to-digital converters in the electrode junction box
carried by the patient. Because digital signals are rela-
tively impervious to noise, the patient cable can be
unshielded and is therefore very light.

Careful skin preparation and attention to the electrode–
cable interface are important for a safe and successful
exercise test and are necessary no matter how elaborate
or expensive the ECG recording device used.

Lead Systems

Bipolar Lead Systems. Bipolar leads have been tradi-
tionally used owing to the relatively short time required for
placement, the relative freedom from motion artifact, and
the ease with which noise problems can be located. The
usual positive reference is an electrode placed the same as
the positive reference for V5 (2). The negative reference for
V5 is Wilson’s central terminal, which consists of connect-
ing the limb electrodes to the right arm, left arm, and left
leg. Virtually all current ECG systems, however, use the
modified 12-lead system first described by Mason and
Likar (3).

Mason–Likar Electrode Placement. Because a 12-lead
ECG cannot be obtained accurately during exercise with
electrodes placed on the wrists and ankles, the electrodes
are placed at the base of the limbs for exercise testing. In
addition to lessening noise for exercise testing, the Mason–
LIkar modified placement has been demonstrated to exhi-
bit no differences in ECG configuration when compared to
the standard limb lead placement (3). However, this find-
ing has been disputed by others who have found that the
Mason–Likar placement causes amplitude changes and
axis shifts when compared with standard placement.
Because these could lead to diagnostic changes, it has been
recommended that the modified exercise electrode place-
ment not be used for recording a resting ECG. The
preexercise ECG has been further complicated by the
recommendation that it should be obtained standing, since

that is the same position maintained during exercise. This
situation is worsened by the common practice of moving the
limb electrodes onto the chest to minimize motion artifact.

In the Mason–Likar torso-mounted limb lead system,
the conventional ankle and wrist electrodes are replaced by
electrodes mounted on the torso at the base of the limbs.
This placement avoids artifact caused by movement of the
limbs. The standard precordial leads use Wilson’s central
terminal as their negative reference, which is formed by
connecting the right arm, left arm, and left leg. This
triangular configuration around the heart results in a zero
voltage reference through the cardiac cycle. The use of
Wilson’s central terminal for the precordial leads (V leads)
requires the negative reference to be a combination of three
additional electrodes rather than the single electrode used
as the negative reference for bipolar leads.

The modified exercise electrode placement should not be
used for routine resting ECGs. However, the changes
caused by the exercise electrode placement can be kept
to a minimum by keeping the arm electrodes off the chest
and putting them on the anterior deltoid and by having
the patient supine. In this situation, the modified exercise
limb lead placement of Mason–Likar can serve well as the
resting ECG reference before an exercise test.

For exercise testing, limb electrodes should be placed as
far from the heart as possible, but not on the limbs; the
ground electrode (right leg) can be on the back out of
the cardiac field and the left leg electrode should be below
the umbilicus. The precordial electrodes should be placed
in their respective interspaces.

Inferior Lead ST-Segment Depression

One potential area of confusion in interpretation lies in ST-
segment depression in the inferior leads. Miranda et al. (4)
studied 178 men who had undergone exercise testing and
coronary angiography to evaluate the diagnostic value of
ST-segment depression occurring in the inferior leads. The
area under the curve in lead II was not significantly > 0.50,
suggesting that for the identification of coronary artery
disease, isolated ST-segment depression in lead II appears
unreliable. The ST depression occurring in the inferior
leads alone (II, AVF) can sometimes represent a false
positive response. ST elevation in these leads, however,
suggests transmural ischemia in the area of RCA blood
distribution.

Number of Leads to Record

In patients with normal resting ECGs, a V5 or similar
bipolar lead along the long axis of the heart is usually
adequate. The ECG evidence of myocardial infarction or
history suggestive of coronary spasm necessitate use of
additional leads. As a minimal overall approach, it is advi-
sable to record three leads: a V5-type of lead, an anterior V2-
type of lead, and an inferior lead, such as a VF. Alternatively,
Frank X, Y, and Z leads may be used. Either of these
approaches can be helpful additionally for the detection
and identification of dysrhythmias. It is also advisable to
record a second three-lead grouping consisting of V4, V5, and
V6. Occassionally abnormalities seen as borderline in V5 can
be better defined in neighboring V4 or V6.
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Because most meaningful ST-segment depression occurs
in the lateral leads (V4, V5, and V6) when the resting ECG is
normal, other leads are only necessary in patients who had a
myocardial infarction, those with a history consistent with
coronary spasm or variant angina, or those who have exer-
cise- induced dysrhythmias of an uncertain type.

Although as much as 90% of abnormal ST depression
occurs in V5 (or the two adjacent precordial leads), other
leads should also be used, particularly in patients with
history of known myocardial infarction or variant angina,
and especially since ST elevation can localize ischemia to
the area beneath the electrodes, and multiple-vector leads
can be useful for studying arrhythmias (best diagnosed
with inferior and anterior leads where the P waves are best
seen).

ECG Recording Instruments

There have been several advances in ECG recorder tech-
nology. The medical instrumentation industry has
promptly complied with specifications set forth by various
professional groups. Machines with a high input impe-
dance ensure that the voltage recorded graphically is
equivalent to that on the surface of the body despite the
high natural impedance of the skin. Optically isolated
buffer amplifiers have ensured patient safety, and
machines with a frequency response up to 100 Hz are
commercially available. The lower end is possible because
direct current (dc) coupling is technically feasible.

Waveform Processing

Analog and digital averaging techniques have made it
possible to filter and average ECG signals to remove noise.
There is a need for consumer awareness in these areas
because most manufacturers do not specify how the use of
such procedures modifies the ECG. Both filtering and
signal averaging can, in fact, distort the ECG signal.
Averaging techniques are nevertheless attractive because
they can produce a clean tracing when the raw data is
noisy. However, the clean-looking ECG signal produced
may not be a true representation of the waveform and in
fact may be dangerously misleading. Also, the instruments
that make computer ST-segment measurements are
not entirely reliable because they are based on imperfect
algorithms. While useful in reducing noise, filtering and
averaging can cause false ST depression due to distortion of
the raw data.

Computerization

There are a host of advantages of digital over analog data
processing.These include more accuratemeasurements, less
distortion in recording, and direct accessibility to digital
computer analysis and storage techniques. Other advan-
tages are rapid mathematical manipulation (averaging),
avoidance of the drift inherent in analog components, digital
algorithm control permitting changes in analysis schema
with ease (software rather than hardware changes), and no
degradation with repetitive playback. When outputting
data, digital processing also offers higher plotting resolution
and easy repetitive manipulation.

Computerization also helps meet the two critical needs
of exercise ECG testing: the reduction of the amount of
ECG data collected during testing and the elimination of
electrical noise and movement artifact associated with
exercise. Because an exercise test can exceed 30 min
(including data acquisition during rest and recovery) and
many physicians want to analyze all 12 leads during and
after testing, the resulting quantity of ECG data and
measurements can quickly become excessive. The three-
lead vectorcardiographic [or three-dimensional (3D) (i.e.,
aVF, V2, V5)] approach would reduce the amount of
data; however, clinicians favor the l2-lead ECG. The exer-
cise ECG often includes random and periodic noise of high
and low frequency that can be caused by respiration,
muscle artifact, electrical interference, wire continuity,
and electrode–skin contact problems. In addition to redu-
cing noise and facilitating data collection, computer pro-
cessing techniques may also make precise and accurate
measurements, separate and capture dysrhythmic beats,
perform spatial analysis, and apply optimal diagnostic
criteria for ischemia.

Although most clinicians agree that computerized
analysis simplifies the evaluation of the exercise ECG,
there has been disagreement about whether accuracy is
enhanced (5). A comparison of computerized resting ECG
analysis programs with each other and with the analyses of
expert readers led to the conclusion that physician review
of any reading is necessary (6). Although computers can
record very clean representative ECG complexes and
neatly print a wide variety of measurements, the algo-
rithms they use are far from perfect and can result in
serious differences from the raw signal. The physician
who uses commercially available computer-aided systems
to analyze the results of exercise tests should be aware of
the problems and always review the raw analog recordings
to see whether they are consistent with the processed
output.

Even if computerization of the original raw analog ECG
data could be accomplished without distortion, the problem
of interpretation still remains. Numerous algorithms have
been recommended for obtaining the optimal diagnostic
value from the exercise ECG. These algorithms have been
shown to provide improved sensitivity and specificity com-
pared with standard visual interpretation. Often, however,
this improvement has been demonstrated only by the
investigator who proposed the new measurement. Further-
more, the ST measurements made by a computer can be
erroneous. It is advisable to have the devices mark both the
isoelectric level and the point of ST0. Even if the latter is
chosen correctly, misplacement of the isoelectric line out-
side of the PR segment can result in incorrect ST level
measurements. Computerized ST measurements require
physician over reading; errors can be made both in the
choice of the isoelectric line and the beginning of the ST
segment.

Causes of Noise

Many of the causes of noise in the exercise ECG signal
cannot be corrected, even by meticulous skin preparation.
Noise is defined in this context as any electrical signal that
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is foreign to or distorts the true ECG waveform. Based on
this definition, the types of noise that may be present can
be caused by any combination of line-frequency (60 Hz),
muscle, motion, respiration, contact, or continuity artifact.
Line-frequency noise is generated by the interference of the
60 Hz electrical energy with the ECG. This noise can be
reduced by using shielded patient cables. If in spite of these
precautions this noise is still present, the simplest way to
remove it is to design a 60-Hz notch filter and apply it in
series with the ECG amplifier. A notch filter removes only
the line frequency; that is, it attenuates all frequencies in a
narrow band � 60 Hz. This noise can also be removed by
attenuating all frequencies > 59 Hz; however, this method
of removing line-frequency noise is not recommended
because it causes waveform distortion and results in a
system that does not meet AHA specifications. The most
obvious manifestation of distortion caused by such filters is
a decrease in R-wave amplitude; therefore a true notch
filter is advisable.

Muscle noise is generated by the activation of muscle
groups and is usually of high frequency. This noise, with
other types of high frequency noise, can be reduced by
signal averaging. Motion noise, another form of high fre-
quency noise, is caused by the movement of skin and the
electrodes, which causes a change in the contact resistance.
Respiration causes an undulation of the waveform ampli-
tude, so the baseline varies with the respiratory cycle.
Baseline wander can be reduced by low-frequency filtering;
however, this results in distortion of the ST segment and
can cause artifactual ST-segment depression and slope
changes. Other baseline removal approaches have been
used, including linear interpolation between isoelectric
regions, high order polynomial estimates, and cubic-spline
techniques, which can each smooth the baseline to various
degrees.

Contact noise appears as low frequency noise or some-
times as step discontinuity baseline drift. It can be
caused by poor skin preparation resulting in high skin
impedance or by air bubble entrapment in the electrode
gel. It is reduced by meticulous skin preparation and by
rejecting beats that show large baseline drift. Also, by
using the median rather than the mean for signal aver-
aging, this type of drift can be reduced. Continuity noise
caused by intermittent breaks in the cables is rarely a
problem because of technological advances in cable con-
struction, except, of course, when cables are abused or
overused.

Most of the sources of noise can be effectively reduced
by beat averaging. However, two types of artifact can
actually be caused in the signal-averaging process by
the introduction of beats that are morphologically differ-
ent from others in the average and the misalignment of
beats during averaging. As the number of beats included
in the average increases, the level of noise reduction is
greater. The averaging time and the number of beats to be
included in the average have to be compromised, though,
because the morphology of ECG waveforms changes over
time.

For exercise testing, the raw ECG data should be con-
sidered first, and then the averages and filtered data may
be used to aid interpretation if no distortion is obvious.

ECG Paper Recording

For some patients, it is advantageous to have a recorder
with a slow paper speed option of 5 mm � s�1. This speed is
optimal for recording an entire exercise test and reduces
the likelihood of missing any dysrhythmias when specifi-
cally evaluating such patients. Some exercise systems
allow for a total disclosure print out option similar to that
provided and many holter systems. In rare instances, a
faster paper speed of 50 mm � s�1 can be helpful for making
particular evaluations, such as accurate ST-segment slope
measurements.

Thermal head printers have effectively become the
industry standard. These recorders are remarkable in that
they can use blank thermal paper and write out the grid
and ECG, vector loops, and alpha-numerics. They can
record graphs, figures, tables, and typed reports. They
are digitally driven and can produce very high resolution
records. The paper price is comparable with that of other
paper, and these devices have a reasonable cost and are
very durable, particularly because a stylus is not needed.

Z-fold paper has the advantage over roll paper in that it
is easily folded, and the study can be read in a manner
similar to paging through a book. Exercise ECGs can be
microfilmed on rolls, cartridges, or fiche cards for storage.
They can also be stored in digital or analog format on
magnetic media or optical disks. The latest technology
involves magnetic optical disks that are erasable and have
fast access and transfer times. These devices can be easily
interfaced with microcomputers and can store megabytes
of digital information. Lasers or ink jet printers have a
delay making them unsuitable for medical emergencies but
offer the advantage of the inexpensiveness of standard
paper and long lived images.

Many available recording systems have both thermal
head and laser or inkjet printers and use the cheaper,
slower printers for final reports and summaries while
the thermal head printers are used for live ECG tracings
(i.e., real time). The standard 3 lead
 4 lead groups print
out leaves only 2.5 s to assess ST changes or arrhythmias.

Exercise Test Modalities

Types of Exercise. Two types of exercise can be used to
stress the cardiovascular system: isometric and dynamic,
though most activities are a combination of the two. Iso-
metric exercise, which involves constant muscular contrac-
tion with minimal movement (e.g., a handgrip), imposes a
disproportionate pressure load on the left ventricle relative
to the body’s ability to supply oxygen. Dynamic exercise, or
rhythmic muscular activity resulting in movement, initi-
ates a more appropriate balance between cardiac output,
blood supply, and oxygen exchange. Because a delivered
workload can be accurately calibrated and the physiologi-
cal response easily measured, dynamic exercise is pre-
ferred for clinical testing. Dynamic exercise is also
superior because it can be more easily graduated and
controlled. Using gradual, progressive workloads, patients
with coronary artery disease can be protected from rapidly
increasing myocardial oxygen demand. Although bicycling
is also a dynamic exercise, most individuals perform more
work on a treadmill because of greater muscle mass
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involved and generally more familiarity with walking than
cycling.

Numerous modalities have been used to provide
dynamic exercise for exercise testing, including steps,
escalators, ladder mills, and arm ergometers. Today, how-
ever, the bicycle ergometer and the treadmill are the most
commonly used dynamic exercise devices. The bicycle
ergometer is usually cheaper, takes up less space, and
makes less noise. Upper body motion is usually reduced,
but care must be taken so that isometric exercise is not
performed by the arms. The workload administered by the
simple, manually braked cycle ergometers is not well
calibrated and depends on pedaling speed. It can be easy
for a patient to slow pedaling speed during exercise test-
ing and decrease the administered workload, making the
estimation of exercise capacity unreliable. More expen-
sive electronically braked bicycle ergometers keep the
workload at a specified level over a wide range of pedaling
speeds, and have become the standard for cycle ergometer
testing today.

Dynamic exercise, using a treadmill or a cycle erg-
ometer, is a better measure of cardiovascular function
and better method of testing than isometric exercise.

Arm Ergometry. Alternative methods of exercise testing
are needed for patients with vascular, orthopedic, or neu-
rological conditions who cannot perform leg exercise. Arm
ergometry can be used in such patients (7). However, non-
exercise techniques (such as pharmacologic stress testing)
are currently more popular for these patients.

Bicycle Ergometer. The bicycle ergometer is usually
cheaper, takes up less space, and makes less noise than a
treadmill. Upper body motion is usually reduced, but care
must be taken so that the arms do not perform isometric
exercise. The workload administered by the simple bicycle
ergometers is not well calibrated and is dependent on
pedaling speed. It can be easy for a patient to slow pedaling
speed during exercise testing and decrease the adminis-
tered workload. More modern electronically braked bicycle
ergometers keep the workload at a specified level over a
wide range of pedaling speeds and are recommended. Since
supine bicycle exercise is so rarely used, we will not address
it here except to say that maximal responses are usually
lower than with the erect position.

Treadmill. Treadmills should have front and side rails
to allow patients to steady themselves. Some patients may
benefit from the help of the person administering the test.
Patients should not grasp the front or side rails because
this decreases the work performed and the oxygen uptake
and, in turn, increases exercise time, resulting in an over-
estimation of exercise capacity. Gripping the handrails also
increases ECG muscle artifact. When patients have diffi-
culty maintaining balance while walking, it helps to have
them take their hands off the rails, close their fists, and
extend one finger to touch the rails after they are accus-
tomed to the treadmill. Some patients may require a few
moments to feel comfortable enough to let go of the hand-
rails, but grasping the handrails after the first minute of
exercise should be strongly discouraged.

A small platform or stepping area at the level of the belt
is advisable so that the patient can start the test by
pedaling the belt with one foot before stepping on. The
treadmill should be calibrated at least monthly. Some
models can be greatly affected by the weight of the patient
and will not deliver the appropriate workload to heavy
patients. An emergency stop button should be readily
available to the staff only.

Bicycle Ergometer versus Treadmill

Bicycle ergometry has been found to elicit similar max-
imum heart rate values to treadmill exercise in most
studies comparing the methods. However, maximum oxy-
gen uptake has been 6–25% greater during treadmill exer-
cise (8). Some studies have reported similar ECG changes
with treadmill testing as compared with bicycle testing (9),
whereas others have reported more significant ischemic
changes with treadmill testing (10). Nonetheless, the
treadmill is the most commonly used dynamic testing
modality in the United States, and the treadmill may be
advantageous because patients are more familiar with
walking than they are with bicycling. Patients are more
likely to give the muscular effort necessary to adequately
increase myocardial oxygen demand by walking than by
bicycling.

Treadmills usually result in a higher MET values, but
maximal heart rate is usually the same as with a bike.
Thus, bike testing can result in a lower prognosis estimate
but has similar ability to predict ischemic disease.

Exercise Protocols

The many different exercise protocols in use have led to
some confusion regarding how physicians compare tests
between patients and serial tests in the same patient. A
recent survey performed among VA exercise laboratories
confirmed that the Bruce protocol remains the most com-
monly used; 83% of laboratories reported using the Bruce
test for routine testing. This protocol uses relatively large
and unequal increments in work (2–3 MET) every 3 min.
Large and uneven work increments, such as these have
been shown to result in a tendency to overestimate exercise
capacity and the lack of uniform increases in work rate, can
complicate the interpretation of some ST segment mea-
surements and ventilatory gas exchange responses (11,12).
(Table 1). Thus, exercise testing guidelines have recom-
mended protocols with smaller and more equal increments.
It is also important to individualize the test to target
duration in the range of 8–12 min.
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Table 1. Two Basic Principles of Exercise Physiology

Myocardial oxygen
consumption

� Heart rate
 systolic blood
pressure (determinants include
wall tensionffi left
ventricular pressure
volume;
contractility; and heart rate)

Ventilatory oxygen
consumption (VO2)

� External work performed, or
cardiac output
 a-VO2 differencea

aThe arteriovenous O2 difference is � 15–17 vol% at maximal exercise in

most individuals; therefore, the VO2 max generally reflects the extent to

which cardiac output increases.



Ramp Testing

An approach to exercise testing that has gained interest in
recent years is the ramp protocol, in which work increases
constantly and continuously.

Questionnaires

The key to appropriately targeting a ramp is accurately
predicting the individual’s maximal work capacity. If a
previous test is not available, a pretest estimation of an
individual’s exercise capacity is quite helpful to set the
appropriate ramp rate. Functional classifications are too
limited and poorly reproducible. One problem is that usual
activities can decrease, so an individual can become greatly
limited without having a change in functional class. A
better approach is to use the specific activity scale of
Goldman et al. (13) (Table 2), the DASI (Table 3), or the
VSAQ (Table 4). Alternatively, the patient may be ques-
tioned regarding usual activities that have a known MET
cost (Table 5) (14).

Borg Scale

Instead of simply tracking heart rate to clinically deter-
mine the intensity of exercise, it is preferable to use the
6–20 Borg scale or the nonlinear 1–10 scale of perceived
exertion (Table 6) (15). The Borg scale is a simple, valuable
way of assessing the relative effort a patient exerts during
exercise.

Postexercise Period

The patient should assume a supine position in the post-
exercise period to achieve greatest sensitivity in exercise
testing. It is advisable to record � 10 s of ECG data while
the patient is motionless, but still experiencing near-max-
imal heart rate before having the patient lie down. Some
patients must be allowed to lie down immediately to avoid
hypotension. Letting the patient have a cool-down walk
after the test is discouraged, as it can delay or eliminate the
appearance of ST-segment depression (16). According to
the law of La Place, the increase in venous return and
thus ventricular volume in the supine position increases
myocardial oxygen demand. Data from our laboratory (17)
suggests that having patients lie down may enhance ST-
segment abnormalities in recovery. However, a cool-down
walk has been suggested to minimize the postexercise
chances of dysrrhythmic events in this high risk time when
catecholamine levels are high. The supine position after
exercise is not as important when the test is not being
performed for diagnostic purposes, for example, fitness
testing. When testing is not performed for diagnostic pur-
poses, it may be preferable to walk slowly (1.0–1.5 mph) or
continue cycling against zero or minimal resistance (up to
25 W when testing with a cycle ergometer) for several
minutes after the test.

Monitoring should continue for at least 6–8 min after
exercise or until changes stabilize. An abnormal response
occurring only in the recovery period is not unusual. Such
responses are not false positives. Experiments confirm
mechanical dysfunction and electrophysiological abnorm-
alities in the ischemic ventricle after exercise. A cool down
walk can be helpful when testing patients with an
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Table 2. Specific Activity Scale of Goldman

Class I
(� 7 METs)

A patient can perform any of the following
activities:

Carrying 24 lb (10.88 kg) up eight steps
Carrying an 80 lb (16.28 kg) object
Shoveling snow
Skiing
Playing basketball, touch football, squash,

or handball
Jogging/walking 5 mph

Class II
(� 5 METs)

A patient does not meet Class I criteria, but can
perform any of the following activities to
completion without stopping:

Carrying anything up eight steps
Having sexual intercourse
Gardening, raking, weeding
Walking 4 mph

Class III
(� 2 METs)

A patient does not meet Class I or Class II criteria
but can perform any of the following activities to
completion without stopping:

Walking down eight steps
Taking a shower
Changing bedsheets
Mopping floors, cleaning windows
Walking 2.5 mph
Pushing a power lawnmower
Bowling
Dressing without stopping

Class IV
(� 2 METs)

None of the above

Table 3. Duke Activity Scale Indexa

Activity Weight

Can you?
1. Take care of yourself, that is, eating,

dressing, bathing, and using the toilet?
2.75

2. Walk indoors, such as around your house? 1.75
3. Walk a block or two on level ground? 2.75
4. Climb a flight of stairs or walk up a hill? 5.50
5. Run a short distance? 8.00
6. Do light work around the house like

dusting or washing dishes?
2.7

7. Do moderate work around the house like
vacuuming, sweeping floors, or carrying
in groceries?

3.50

8. Do heavy work around the house like
scrubbing floors or lifting and moving
heavy furniture?

8.00

9. Do yard work like raking leaves, weeding,
or pushing a power mower?

4.5

10. Have sexual relations? 5.25
11. Participate in moderate recreational activities

like golf, bowling, dancing, doubles tennis,
or throwing a basketball or football?

6.00

12. Participate in strenuous sports like swimming,
singles tennis, football, basketball, or skiing?

7.50

aDuke activity scale index¼DASI¼ sum of weights for ‘‘yes’’ replies.

VO2¼ 0.43
DASIþ9.6.



established diagnosis undergoing testing for other than
diagnostic reasons, when testing athletes, or when testing
patients with dangerous dysrhythmias.

The recovery period is extremely important for obser-
ving ST shifts and should not be interrupted by a cool down
walk or failure to monitor for at least 5 min. Changes
isolated to the recovery period are not more likely to be
false positives.

The recovery period, particularly between the second
and fourth minute, are critical for ST analysis. Noise
should not be a problem and ST depression at that time
has important implications regarding the presence and
severity of coronary artery disease (CAD).

Additional Techniques

Several ancillary imaging techniques have been shown to
provide a valuable complement to exercise electrocardio-
graphy for the evaluation of patients with known or sus-
pected CAD. They can localize ischemia and thus guide
interventions. These techniques are particularly helpful
among patients with equivocal exercise electrocardiograms
or those likely to exhibit false-positive or false-negative
responses. The guidelines call for their use when testing
patients with more than 1.0 mm of ST depression at rest,
LBBB, WPW, and paced rhythms. They are frequently
used to clarify abnormal ST segment responses in asymp-
tomatic people or those in whom the cause of chest dis-
comfort remains uncertain, often avoiding angiography.
When exercise electrocardiography and an imaging tech-
nique are combined, the diagnostic and prognostic accu-
racy is enhanced. The major imaging procedures are
myocardial perfusion and ventricular function studies
using radionuclide techniques, and exercise echocardiogra-
phy. Some of the newer add-ons or substitutes for the
exercise test have the advantage of being able to localize
ischemia as well as diagnose coronary disease when the
baseline ECG exhibits the above-mentioned abnormalities,
which negate the usefulness of ST analysis. While the

newer technologies are often suggested to have better
diagnostic characteristics, this is not always the case par-
ticularly when more than the ST segments from the exer-
cise test are used in scores. Pharmacologic stress testing is
used in place of the standard exercise test for patients
unable to walk or cycle or unable to give a good effort. These
nonexercise stress techniques (persantine or adenosine
with nuclear perfusion, dobutamine or arbutamine with
echocardiography) permit diagnostic assessment of
patients unable to exercise.

The ancillary imaging techniques are indicated when
the ECG exhibits more than a millimeter of ST depression
at rest, LBBB, WPW, and paced rhythms or when localiza-
tion of ischemia is important.

Ventilatory Gas Exchange Responses

Because of the inaccuracies associated with estimating
METs (ventilatory oxygen uptake) from workload (i.e.,
treadmill speed and grade), it can be important for many
patients to measure physiologic work directly using venti-
latory gas exchange responses, commonly referred to as
cardiopulmonary exercise testing. Although this requires
metabolic equipment, a facemask or mouthpiece and
other equipment, advances in technology have made these
measurements widely available. Cardiopulmonary exer-
cise testing adds precision to the measurement of work
and also permits the assessment of other parameters,
including the respiratory exchange ratio, efficiency of ven-
tilation, and the ventilatory anaerobic threshold. The lat-
ter measurement is helpful because it usually represents a
comfortable sub maximal exercise limit and can be used for
setting an optimal exercise prescription or an upper limit
for daily activities. Clinically, this technology is often used
to more precisely evaluate therapy, for the assessment of
disability, and to help determine whether the heart or
lungs limit exercise. Computerization of equipment has
also led to the widespread use of cardiopulmonary exercise
testing in sports medicine. Gas exchange measurements
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Table 4. Veterans Specific Activity Questionnairea,b

1 MET: Eating; getting dressed; working at a desk
2 METs: Taking a shower; shopping; cooking; walking down eight steps
3 METs: Walking slowly on a flat surface for one or two blocks; doing moderate amounts of work around the house like vacuuming,

sweeping the floors, or carrying in groceries
4 METs: Doing light yard work, i.e., raking leaves, weeding, sweeping, or pushing a power mower; painting; light carpentry
5 METs: Walking briskly; social dancing; washing the car
6 METs: Playing nine holes of golf, carrying your own clubs; heavy carpentry; mowing lawn with a push mower
7 METs: Carrying 60 lb; performing heavy outdoor work, that is, digging, spading soil; walking uphill
8 METs: Carrying groceries upstairs; moving heavy furniture; jogging slowly on flat surface; climbing stairs quickly
9 METs: Bicycling at a moderate pace; sawing wood; jumping rope (slowly)
10 METs: Briskly swimming; bicycling up a hill; jogging 6 mph
11 METs: Carrying a heavy load (i.e., a child or firewood) up two flights of stairs; cross-country skiing; bicycling briskly and continuously
12 METs: Running briskly and continuously (level ground, 8 mph)
13 METs: Performing any competitive activity, including those that involve intermittent sprinting; running competitively; rowing

competitively; bicycle racing.

aVeterans Specific Activity Questionnaire¼VSAQ
bBefore beginning your treadmill test today, we need to estimate what your usual limits are during daily activities. Following is a list of activities that increase

in difficulty as you read down the page. Think carefully, then underline the first activity that, if you performed it for a period of time, would typically cause

fatigue, shortness of breath, chest discomfort, or otherwise cause you to want to stop. If you do not normally perform a particular activity, try to imagine what it

would be like if you did.



can supplement the exercise test by increasing precision
and providing additional information concerning cardio-
pulmonary function during exercise. It is particularly
needed to evaluate therapies using serial tests, since work-
load changes and estimated METs can be misleading.
Because of their application for assessing prognosis in
patients with heart failure, their use has become a stan-
dard part of the work-up for these patients.

Nuclear Techniques

Nuclear Ventricular Function Assessment. One of the
first imaging modalities added to exercise testing was
radionuclear ventriculography (RNV). This involved the
intravenous injection of technetium tagged red blood cells.
Using ECG gating of images obtained from a scintillation

camera, images of the blood circulating within the LV
chamber could be obtained. While regurgitant blood flow
from valvular lesions could not be identified, ejection frac-
tion and ventricular volumes could be estimated. The
resting values could be compared to those obtained during
supine exercise and criteria were established for abnormal.
The most common criteria involved a drop in ejection
fraction. This procedure is now rarely performed because
its test characteristics have not fulfilled their promise.

Nuclear Perfusion Imaging. After initial popularity, the
blood volume techniques have become surpassed by nuclear
perfusion techniques. The first agent used was thallium, an
isotopic analog of potassium that is taken up at variable
rates by metabolically active tissue. When taken up at rest,
images of metabolically active muscle such as the heart are
possible. With the nuclear camera placed over the heart
after intravenous injection of this isotope, images were
initially viewed using X-ray film. The normal complete
donut shaped images gathered in multiple views would
be broken by cold spots where scar was present. Defects
viewed after exercise could be due to either scar or ischemia.
Follow up imaging confirmed that the cold spots were due to
ischemia if they filled in later. As computer imaging tech-
niques were developed, 3D imaging (SPECT) and subtle
differences could be plotted and scored. In recent years,
ventriculograms based on the imaged wall as apposed to the
blood in the chambers (as with RNV) could be constructed.
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Table 5. MET Demands for Common Daily Activitiesa

Activity METs

Mild
Baking 2.0
Billiards 2.4
Bookbinding 2.2
Canoeing (leisurely) 2.5
Conducting an orchestra 2.2
Dancing, ballroom (slow) 2.9
Golfing (with cart) 2.5
Horseback riding (walking) 2.3
Playing a musical instrument 2.0
Volleyball (noncompetitive) 2.9
Walking (2 mph) 2.5
Writing 1.7
Moderate
Calisthenics (no weights) 4.0
Croquet 3.0
Cycling (leisurely) 3.5
Gardening (no lifting) 4.4
Golfing (without cart) 4.9
Mowing lawn (power mower) 3.0
Playing drums 3.8
Sailing 3.0
Swimming (slowly) 4.5
Walking (3 mph) 3.3
Walking (4 mph) 4.5
Vigorous
Badminton 5.5
Chopping wood 4.9
Climbing hills 7.0
Cycling (moderate) 5.7
Dancing 6.0
Field hockey 7.7
Ice skating 5.5
Jogging (10 min mile) 10.0
Karate or judo 6.5
Roller skating 6.5
Rope skipping 12.0
Skiing (water or downhill) 6.8
Squash 12.0
Surfing 6.0
Swimming (fast) 7.0
Tennis (doubles) 6.0

aThese activities can often be done at variable intensities if one assumes

that the intensity is not excessive and that the courses are flat (no hills)

unless so specified.

Table 6. Borg Scales of Perceived Exertiona

Borg 20-Point Scale of Perceived Exertion
6
7 Very, very light
8
9 Very light

10
11 Fairly light
12
13 Somewhat hard
14
15 Hard
16
17 Very hard
18
19 Very, very hard
20

Borg Nonlinear 10-Point Scale of Perceived Exertion
0 Nothing at all
0.5 Extremely light (just noticeable)
1 Very light
2 Light (Weak)
3 Moderate
4 Somewhat heavy
5 Heavy (Strong)
6
7 Very heavy
8
9
10 Extremely heavy (almost maximal)
� Maximal

aTop: Borg 20-point scale; bottom: Borg nonlinear 10-point scale.



Because of the technical limitations of thallium (i.e., source
and lifespan), it has largely been replaced by chemical
compounds called isonitriles which could be tagged with
technetium, which has many practical advantages over
thallium as an imaging agent. The isonitriles are trapped
in the microcirculation permitting imaging of the heart with
a scintillation camera. Rather than a single injection as for
thallium, these compounds require an injection at maximal
exercise then later in recovery. The differences in technology
over the years and the differences in expertise and software
at different facilities can complicate the comparisons of
the results and actual application of this technology.
The ventriculograms obtained with gated perfusion scans
do not permit the assessment of valvular lesions, or as
accurate an assessment of wall motion abnormalities or
ejection fraction as echocardiography.

Nuclear perfusion scans can now permit an estimation
of ventricular function and wall motion abnormalities.

Echocardiography

Echocardiography has made a significant and impressive
impact on the field of cardiology. This imaging technique
comes second only to contrast ventriculography via cardiac
catheterization for measuring ventricular volumes, wall
motion, and ejection fraction. With Doppler added, regur-
gitant flows can be estimated as well. With such informa-
tion available, this imaging modality was quickly added by
echocardiographers to exercise testing. Most studies
showed that supine, posttreadmill assessments were ade-
quate and the more difficult imaging during exercise was
not necessary. The patient must be placed supine as soon as
possible after treadmill or bicycle exercise and imaging
begun. A problem can occur when the imaging requires
removal or displacement of the important V5 electrode
where as much as 90% of the important ST changes are
observed.

Biomarkers

The latest ancillary measures added to exercise testing in
an attempt to improve diagnostic accuracy are biomarkers.
The first and most logical biomarker evaluated to detect
ischemia brought out by exercise was troponin. Unfortu-
nately, it has been shown that even in patients who develop
ischemia during exercise testing, serum elevations in car-
diac specific troponin do not occur, demonstrating that
myocardial damage does not occur (18,19). B-type natriure-
tic peptide (BNP) is a hormone produced by the heart that
is released by both myocardial stretching and by myocar-
dial hypoxia. Armed with this knowledge, investigators
have reported several studies suggesting improvement
in exercise test characteristics with BNP and its isomers
(20,21). BNP is also used to assess the presence severity of
(CHF) coronary heart failure, and has been shown to be a
powerful prognostic marker (22,23). The point of contact
analysis techniques available for these assays involves a
hand held battery powered unit that uses a replaceable
cartridge. Finger stick blood samples are adequate for
these analyses and the results are available immediately.
If validated using appropriate study design (similar to

QUEXTA), biomarker measurements could greatly
improve the diagnostic characteristics of the standard
office–clinic exercise test.

In summary, use of proper methodology is critical for
patient safety and accurate results. Preparing the patient
physically and emotionally for testing is necessary. Good
skin preparation will cause some discomfort but is neces-
sary for providing good conductance and for avoiding arti-
fact. The use of specific criteria for exclusion and
termination, physician interaction with the patient, and
appropriate emergency equipment are essential. A brief
physical examination is always necessary to rule out
important obstructive cardiomyopathy and aortic valve
disease. Pretest standard 12-lead ECGs are needed in
the supine and standing positions. The changes caused
by exercise electrode placement can be kept to a minimum
by keeping the arm electrodes off the chest, placing them
on the shoulders, placing the leg electrodes below the
umbilicus, and recording the baseline ECG supine. In this
situation, the Mason–Likar modified exercise limb lead
placement, if recorded supine, can serve as the resting
ECG reference before an exercise test.

Few studies have correctly evaluated the relative yield
or sensitivity and specificity of different electrode place-
ments for exercise-induced ST-segment shifts. Using other
leads in addition to V5 will increase the sensitivity; how-
ever, the specificity is decreased. The ST-segment changes
isolated to the inferior leads can on occasion be false-
positive responses. For clinical purposes, vectorcardio-
graphic and body surface mapping lead systems do not
appear to offer any advantage over simpler approaches.

The exercise protocol should be progressive with even
increments in speed and grade whenever possible. Smaller,
even, and more frequent work increments are preferable to
larger, uneven, and less frequent increases, because the
former yield a more accurate estimation of exercise capa-
city. The value of individualizing the exercise protocol
rather than using the same protocol for every patient
has been emphasized by many investigators. The optimum
test duration is from 8 to 12 min; therefore the protocol
workloads should be adjusted to permit this duration.
Because ramp testing uses small and even increments, it
permits a more accurate estimation of exercise capacity
and can be individualized to yield targeted test duration.
An increasing number of equipment companies manufac-
ture a controller that performs such tests using a treadmill.

Target heart rates based on age is inferior because the
relationship between maximum heart rate and age is poor
and scatters widely around many different recommended
regression lines. Such heart rate targets result in a sub-
maximal test for some individuals, a maximal test for
others, and an unrealistic goal for some patients. Blood
pressure should be measured with a standard stethoscope
and sphygmomanometer; the available automated devices
cannot be relied on, particularly for detection of exertional
hypotension. Borg scales are an excellent means of quan-
tifying an individual’s effort. Exercise capacity should not
be reported in total time but rather as the oxygen uptake or
MET equivalent of the workload achieved. This method
permits the comparison of the results of many different
exercise testing protocols. Hyperventilation should be
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avoided before testing. Subjects with and without disease
may exhibit ST-segment changes with hyperventilation;
thus, hyperventilation to identify false-positive responders
is no longer considered useful by most researchers. The
postexercise period is a critical period diagnostically; there-
fore the patient should be placed in the supine position
immediately after testing.

EVALUATION

Hemodynamics involves studying the body’s adaptations to
exercise, commonly evaluated in heart rate and blood
pressure. However, it also includes changes in cardiac
output and its determinants, as well as the influence of
cardiovascular disease on cardiac output. Exercise capacity
is an important clinical measurement and is also influ-
enced strongly by exercise hemodynamics. There are sev-
eral factors that affect exercise capacity, and there is an
important issue of how normal standards for exercise
capacity are expressed.

When interpreting the exercise test, it is important to
consider each of its responses separately. Each type of
response has a different impact on making a diagnostic
or prognostic decision and must be considered along with
an individual patient’s clinical information. A test should
not be called abnormal (or positive) or normal (or negative),
but rather the interpretation should specify which
responses were abnormal or normal, and each particular
response should be recorded. The final report should be
directed to the physician who ordered the test and who will
receive the report. It should contain clear information that
helps in patient management rather than vague ‘‘med-
speak’’. Interpretation of the test is highly dependent upon
the application for which the test is used and on the
population tested.

Predicting Severe Angiographic Disease

Exercise Test Responses. Studies have long attempted to
assess for disease in the left main coronary artery using
exercise testing (24–26). Different criteria have been used
with varying results. Predictive value here refers to the
percentage of those with the abnormal criteria that actu-
ally had left main disease. Naturally, most of the false
positives actually had coronary artery disease, but less
severe forms. Sensitivity here refers to the percentage of
those with left main disease only that are detected. These
criteria have been refined over time and the last study by
Weiner using the CASS data deserves further mention
(27). A markedly positive exercise test (Table 7) defined
as 0.2 mV or more of downsloping ST-segment depression
beginning at 4 METs, persisting for at least six minutes
into recovery, and involving at least five ECG leads had the

greatest sensitivity (74%) and predictive value (32%) for
left main coronary disease. This abnormal pattern identi-
fied either left main or three-vessel disease with a sensi-
tivity of 49%, a specificity of 92% and a predictive value of
74%.

It appears that individual clinical or exercise test
variables are unable to detect left main coronary disease
because of their low sensitivity or predictive value. How-
ever, a combination of the amount, pattern, and duration
of ST-segment response was highly predictive and reason-
ably sensitive for left main or three-vessel coronary dis-
ease. The question still remains of how to identify those
with abnormal resting ejection fractions, those that will
benefit the most with prolonged survival after coronary
artery bypass surgery. Perhaps those with a normal rest-
ing ECG will not need surgery for increased longevity
because of the associated high probability of normal ven-
tricular function.

Blumenthal et al. (28) validated the ability of a strongly
positive exercise test to predict left main coronary disease
even in patients with minimal or no angina. The criteria for
a markedly positive test included (1) early ST-segment
depression, (2) 0.2 mV or more of depression, (3) down-
sloping ST depression, (4) exercise-induced hypotension,
(5) prolonged ST changes after the test, and (6) multiple
areas of ST depression. While Lee et al. (29) included many
clinical and exercise test variables, only three variables
were found to help predict left main disease: angina type,
age, and the amount of exercise-induced ST segment
depression.

Meta Analysis of Studies Predicting Angiographic Severity

To evaluate the variability in the reported accuracy of the
exercise ECG for predicting severe coronary disease,
Detrano et al. (30) applied meta analysis to 60 consecu-
tively published reports comparing exercise-induced ST
depression with coronary angiographic findings. The 60
reports included 62 distinct study groups comprising
12,030 patients who underwent both tests. Both technical
and methodologic factors were analyzed. Wide variability
in sensitivity and specificity was found [mean sensitivity
86% (range 40–100%); mean specificity 53% (range 17–
100%)] for left main or triple vessel disease. All three
variables found to be significantly and independently
related to test performance were methodological. Exclusion
of patients with right bundle branch block and receiving
digoxin improved the prediction of triple vessel or left main
coronary artery disease and comparison with a better
exercise test decreased test performance.

Hartz et al. (31) compiled results from the literature on
the use of the exercise test to identify patients with severe
coronary artery disease. Pooled estimates of sensitivity and
specificity were derived for the ability of the exercise test to
identify three-vessel or left main coronary artery disease.
One millimeter criteria averaged a sensitivity of 75% and a
specificity of 66% while two millimeters criteria averaged a
sensitivity of 52% and a specificity of 86%. There was great
variability among the studies examined in the estimated
sensitivity and specificity for severe coronary artery dis-
ease that could not be explained by their analysis.
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Table 7. Markedly Positive Treadmill Test Responses

Markedly Positive Treadmill Test Responses
More than 0.2 mV downsloping ST-segment depression

Involving five or more leads
Occurring at < 5 METs
Prolonged ST depression late into recovery



Studies Using Multivariate Techniques to Predict Severe
Angiographic CAD

Multiple studies have reported combining the patient’s
medical history, symptoms of chest pain, hemodynamic
data, exercise capacity and exercise test responses to cal-
culate the probability of severe angiographic coronary
artery disease (32–43). The results are summarized in
Table 8. Of the 13 studies, 9 excluded patients with pre-
vious coronary artery bypass surgery or prior percutaneous
coronary intervention (PCI) and in the remaining 4
studies, exclusions were unclear. The percentage of
patients with one vessel, two vessels and three vessels
was described in 10 of the 13 studies. The definition of
severe disease or disease extent also differed. In 5 of the 13
studies disease extent was defined as multivessel disease.
In the remaining 8 studies, it was defined as three-vessel or
left main disease and in one of them as only left main artery
disease and in another the impact of disease in the right
coronary artery disease on left main disease was consid-
ered. The prevalence of severe disease ranged from 16 to
48% in the studies defining disease extent as multivessel
disease and from 10 to 28% in the studies using the more
strict criterion of three-vessel or left main disease.

Chosen Predictors

Interestingly, some of the variables chosen for predicting
disease severity are different than those for predicting
disease presence. While gender and chest pain were chosen
to be significant in more than half of the severity studies,
age was less important and resting ECG abnormalities and
diabetes were the only other variables chosen in more than
half the studies. In contrast, the most consistent clinical

variables chosen for diagnosis were age, gender, chest pain
type, and hypercholesterolemia. ST depression and slope
were frequently chosen for severity, but METs and heart
rate were less consistently chosen than for diagnosis.
Double product and delta SBP were chosen as independent
predictors in more than half of the studies predicting
severity.

Consensus to Improve Prediction

So far, only two studies [Detrano et al. (41) and Morise et al.
(38)] have published equations that have been validated in
large patient samples. Even though validated, however,
the equations from these studies must be calibrated before
they can be applied clinically. For example, a score can be
discriminating but provide an estimated probability that is
higher or lower than the actual probability. The scores can
be calibrated by adjusting them according to disease pre-
valence; most clinical sites however, do not know their
disease prevalence and even so, it could change from month
to month.

In NASA trajectories of spacecraft are often determined
by agreement between three or more equations calculating
the vehicle path. With this in mind, we developed an
agreement method to classify patients into high, no agree-
ment, or low risk groups for probability of severe disease
by requiring agreement in all three equations [Detrano,
Morise, and ours (LB–PA)] (44). This approach adjusts the
calibration and makes the equations applicable in clinical
populations with varying prevalence of coronary artery
disease.

It was demonstrated that using simple clinical and exer-
cise test variables could improve the standard application of
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Table 8. Summary of Studies Assessing Maximal Heart Rate

Investigator
No.

Subjects
Populationa

Studied

Mean
Age �SD
(Range)

Mean HR
Max (SD)

Regression
Line

Correlationa

Coefficient

Standard
Error
of the

Estimate,
beats/mina

Astrandb 100 Asymptomatic men 50 (20–69) 166�22 y¼ 211� 0.922 (age) NA NA
Bruce 2091 Asymptomatic men 44�8 181�12 y¼ 210� 0.662 (age) �0.44 14
Cooper 2535 Asymptomatic men 43 (11–79) 181�16 y¼ 217� 0.845 (age) NA NA
Ellestadc 2583 Asymptomatic men 42�7 173�11 y¼ 197� 0.556 (age) NA NA

(10–60)
Froelicher 1317 Asymptomatic men 38�8 183 y¼ 207� 0.64 (age) �0.43 10

(28–54)
Lester 148 Asymptomatic men 43 (15–75) 187 y¼ 205� 0.411 (age) �0.58 NA
Robinson 92 Asymptomatic men 30 (6–76) 189 y¼ 212� 0.775 (age) NA NA
Sheffield 95 Men with CHD 39 (19–69) 176�14 y� 216� 0.88 (age) �0.58 11d

Bruce 1295 Men with CHD 52�8 148�23 y¼ 204� 1.07 (age) �0.36 25d

Hammond 156 Men with CHD 53�9 157�20 y¼ 209� 1.0 (age) �0.30 19
Morris 244 Asymptomatic men 45 (20–72) 167�19 y¼ 200� 0.72 (age) �0.55 15
Graettinger 114 Asymptomatic men 46�13 168�18 y¼ 199� 0.63 (age) �0.47 NA

(19–73)
Morris 1388 Men referred for

evaluation for
CHD, normals only

57 (21–89) 144�20 y¼ 196� 0.9 (age) �0.43 21

aCHD¼ coronary heart disease; HR max¼maximal heart rate; NA¼not able to calculate from available data.
bAstrand used bicycle ergometry; all other studies were performed on a treadmill.
cData compiled from graphs in reference cited.
dCalculated from available data.



ECG criteria for predicting severe coronary artery disease.
By setting probability thresholds for severe disease of< 20%
and> 40% for the three prediction equations, the agreement
approach divided the test set into populations with low, no
agreement, and high risk for severe coronary artery disease.
Since the patients in the no agreement group would be sent
for further testing and would eventually be correctly classi-
fied, the sensitivity of the agreement approach is 89% and
the specificity is 96%. The agreement approach appeared
to be unaffected by disease prevalence, missing data, vari-
able definitions, or even by angiographic criterion. Cost
analysis of the competing strategies revealed that the agree-
ment approach compares favorably with other tests of
equivalent predictive value, such as nuclear perfusion
imaging, reducing costs by 28% or $504 per patient in the
test set.

Requiring agreement of these three equations to make
diagnosis of severe coronary disease has made them widely
applicable. Excellent predictive characteristics can be
obtained using simple clinical data entered into a compu-
ter. Cost analysis suggests that the agreement approach is
an efficient method for the evaluation of populations with
varying prevalence of coronary artery disease, limiting the
use of more expensive noninvasive and invasive testing to
patients with a higher probability of left main or
three vessel coronary artery disease. This approach pro-
vides a strategy for assisting the practitioner in deciding
when further evaluation is appropriate or interventions
indicated.

Predicting Improved Survival with Coronary Artery
Bypass Surgery

Which exercise test variables indicate those patients who
would have an improved prognosis if they underwent
coronary artery bypass surgery (CABS)? Research in this
area is limited by the fact the available studies did not
randomize patients to surgery based on the results of their
exercise test results and the retrospective nature of the
studies.

Bruce et al. (45) demonstrated noninvasive screening
criteria for patients who had improved 4 year survival after
coronary artery bypass surgery. Their data have come from
2000 men with coronary heart disease enrolled in the
Seattle Heart Watch who had a symptom-limited maximal
treadmill test; these subjects received usual community
care, which resulted in 16% of them having coronary artery
bypass surgery in nonrandomized fashion. Patients with
cardiomegaly, < 5 MET exercise capacity and/or a maximal
systolic blood pressure of < 130 would have a better out-
come if treated with surgery. Two or more of the above
parameters present the highest risk and the greater dif-
ferential for improved survival with bypass. Four year
survival in this group would be 94% for those that had
surgery versus 67% for those who received medical man-
agement (in those who had two or more of the above
factors). In the European surgery trial (46), patients who
had an exercise test response of 1.5 mm of ST segment
depression had improved survival with surgery. This also
extended to those with baseline ST segment depression and
those with claudication.

From the CASS study group (47), in > 5000 nonrando-
mized patients, though there were definite differences
between the surgical and nonsurgical groups, this could
be accounted for by stratification in subsets. The surgical
benefit regarding mortality was greatest in the 789
patients with 1 mm ST segment depression at < 5 METs.
Among the 398 patients with triple vessel disease with this
exercise test response, the 7 year survival was 50% in those
medically managed versus 81% in those who underwent
coronary artery bypass surgery. There was no difference in
mortality in randomized patients able to exceed 10 METs.
In the VA surgery randomized trial (48), there was a 79%
survival rate with CABS versus 42% for medical manage-
ment in patients with two or more of the following: 2 mm or
more of ST depression, heart rate of 140 or greater at 6
METs, and/or exercise-induced PVCs.

Evaluation of Percutaneous Coronary Interventions

One important application of the exercise test is to assess
the effects of percutaneous coronary intervention (PCI) on
physical function, ischemic responses, and symptoms in
the immediate and longer period following the various
interventions that now fall under the general term PCI.
The exercise test has been used for this purpose in numer-
ous trials of PCI, and a few notable examples are described
in the following. Berger et al. (49) reported follow-up data
in 183 patients who had undergone PCI at least 1 year
earlier. PCI was initially successful in 141 patients (79%).
Of the 42 patients in whom PCI was unsuccessful, 26
underwent CABG, while 16 were maintained on medical
therapy. When compared to the medical patients at time of
follow-up, successful PCI patients experienced less angina
(13 vs. 47%), used less nitroglycerin (25 vs. 73%), were
hospitalized less often for chest pain (8 vs. 31%), and
subjectively felt their condition had improved (96 vs. 20%).

Vandormael and colleagues reported the safety and
short-term benefit of multi-lesion PCI in 135 patients
(50). Primary success, defined as successful dilation of
the most critical lesion or all lesions attempted, occurred
in 87% of the 135 patients. Exercise-induced angina
occurred in 11 (12%) and an abnormal exercise ECG in
30 (32%) of the 95 patients with post-PCI exercise test data.
Of 57 patients who had paired exercise test data before
and after angioplasty, exercise-induced angina occurred
in 56% of patients before the procedure, compared with
only 11% of patients after angioplasty. Exercise-induced
ST-segment depression of > 0.1 mV occurred in 75% of
patients before PCI versus 32% after the procedure.

Rosing et al. (51) reported that exercise testing after
successful PCI exhibited improved ECG and symptomatic
responses, as well as improved myocardial perfusion and
global and regional left ventricular function.

Prediction of Restenosis with the Exercise Test

To determine whether a treadmill test could predict rest-
enosis after angioplasty, Honan et al. (52) studied 289
patients six months after a successful emergency angio-
plasty of the infarct-related artery for acute myocardial
infarction (MI). After excluding those with interim
interventions, medical events, or medical contraindications
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to follow-up testing, both a treadmill test and a cardiac
catheterization were completed in 144 patients; 88% of those
eligible for this assessment. Of six clinical and treadmill
variables examined by multivariable logistic analysis, only
exercise ST deviation was independently correlated with
restenosis. The sensitivity of ST deviation of 0.10 mV or
greater for detecting restenosis was only 24% (13 of 55
patients), and the specificity was 88% (75 of 85 patients).
Extent or severity of wall motion abnormalities at follow-up
did not affect the sensitivity of exercise-induced ST devia-
tion for detection of restenosis, by the timing of thrombolytic
therapy or of angioplasty, or by the presence of collateral
blood flow at the time of acute angiography. A second multi-
variable analysis evaluating the association of the same
variables with number of vessels with significant coronary
disease at the 6 month catheterization found an association
with both exercise ST deviation and exercise duration.
Angina symptoms and exercise test results in this popula-
tion had limited value for predicting anatomic restenosis six
months after emergency angioplasty for acute myocardial
infarction.

Bengtson et al. (53) studied 303 consecutive patients
with successful PCI and without a recent myocardial
infarction. Among the 228 patients without interval car-
diac events, early repeat revascularization or contraindi-
cations to treadmill testing, 209 (92%) underwent follow-up
angiography, and 200 also had a follow-up treadmill test
and formed the study population. Restenosis occurred in 50
patients (25%). Five variables were individually associated
with a higher risk of restenosis: recurrent angina, exercise-
induced angina, a positive treadmill test, greater exercise
ST deviation, and a lower maximum exercise heart rate.
However, only exercise-induced angina, recurrent angina,
and a positive treadmill test were independent predictors
of restenosis. Using these three variables, patient subsets
could be identified with restenosis rates ranging from 11 to
83%. The exercise test added independent information to
symptom status regarding the risk of restenosis after
elective PCI. Nevertheless, 20% of patients with restenosis
had neither recurrent angina nor exercise-induced ische-
mia at follow-up.

The ROSETTA registry was studied to demonstrate the
effects of routine post-PCI functional testing on the use of
follow-up cardiac procedures and clinical events (54). The
ROSETTA (Routine versus Selective Exercise Treadmill
Testing after Angioplasty) registry is a prospective multi-
center observational study examining the use of functional
testing after PCI. A total of 788 patients were enrolled
in the registry at 13 clinical centers in 5 countries. The
frequencies of exercise testing, cardiac procedures and
clinical events were examined during the first 6 months
following a successful PCI. Patients were predominantly
elderly men (mean age, 61� 11 years; 76% male) who
underwent single-vessel PCI (85%) with stent implanta-
tion (58%). During the 6 month follow-up, a total of 237
patients underwent a routine exercise testing strategy
(100% having exercise testing for routine follow-up), while
551 pts underwent a selective (or clinically driven) strategy
(73% having no exercise testing and 27% having exercise
testing for a clinical indication). Patients in the routine
testing group underwent a total of 344 exercise tests

compared with 165 tests performed in the selective testing
group (mean, 1.45 tests/patient vs. 0.3 tests/patient). How-
ever, clinical events were less common among those who
underwent routine exercise testing, for example, unstable
angina (6% vs. 14%), myocardial infarction (0.4% vs. 1.6%),
death (0% vs. 2%) and composite clinical events (6% vs.
16%). After controlling for baseline clinical and procedural
differences, routine exercise testing had a persistent inde-
pendent association with a reduction in the composite
clinical event rate. This association may be attributable
to the early identification and treatment of patients at risk
for follow-up events, or it may be due to clinical differences
between patients who are referred for routine and selective
exercise testing.

The ACC/AHA Guidelines for the Prognostic Use
of the Standard Exercise Test

The task force to establish guidelines for the use of exercise
testing has met and produced guidelines in 1986, 1997, and
2002. The following is a synopsis of these evidence-based
guidelines.

Indications for Exercise Testing to Assess Risk and
prognosis in patients with symptoms or a prior history of
CAD:

Class I (Definitely Appropriate). Conditions for which
there is evidence and/or general agreement that the stan-
dard exercise test is useful and helpful to assess risk and
prognosis in patients with symptoms or a prior history of
CAD.

Patients undergoing initial evaluation with suspected
or known CAD. Specific exceptions are noted below in
Class IIb.

Patients with suspected or known CAD previously
evaluated with significant change in clinical status.

Class IIb (Maybe Appropriate). Conditions for which
there is conflicting evidence and/or a divergence of opinion
that the standard exercise test is useful and helpful to
assess risk and prognosis in patients with symptoms or a
prior history of coronary artery disease but the usefulness/
efficacy is less well established.

Patients who demonstrate the following ECG abnorm-
alities: pre excitation (Wolff–Parkinson White)
syndrome; electronically paced ventricular rhythm;
> 1 mm of resting ST depression; and complete left
bundle branch block.

Patients with a stable clinical course who undergo
periodic monitoring to guide management

Class III (Not Appropriate). Conditions for which there
is evidence and/or general agreement that the standard
exercise test is not useful and helpful to assess risk and
prognosis in patients with symptoms or a prior history of
CAD and in some cases may be harmful.

Patients with severe comorbidity likely to limit life
expectancy and/or candidacy for revascularization.
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In summary, the two principal reasons for estimating
prognosis are to provide accurate answers to patient’s
questions regarding the probable outcome of their illness
and to identify those patients in whom interventions might
improve outcome. There is a lack of consistency in the
available studies because patients die along a pathophy-
siological spectrum ranging from those that die due to CHF
with little myocardium remaining to those that die from an
ischemic related event with ample myocardium remaining.
Clinical and exercise test variables most likely associated
with CHF deaths (CHF markers) include a history or
symptoms of CHF, prior MI, Q waves, and other indicators
of LV dysfunction. Variables most likely associated with
ischemic deaths (ischemic markers) are angina, and rest
and exercise ST depression. Some variables can be asso-
ciated with either extremes of the type of CV death; these
include exercise capacity, maximal heart rate, and max-
imal systolic blood pressure that may explain why they are
reported most consistently in the available studies. A
problem exists that ischemic deaths occur later in follow
up and are more likely to occur in those lost to follow up
whereas CHF deaths are more likely to occur early (within
2 years) and are more likely to be classified. Work-up bias
probably explains why exercise-induced ST depression
fails to be a predictor in most of the angiographic studies.
Ischemic markers are associated with a later and lesser
risk, whereas CHF or left ventricular dysfunction markers
are associated with a sooner and greater risk of death.

Recent studies of prognosis have actually not been
superior to the earlier studies that considered CV end-
points and removed patients from observation who had
interventions. This is because death data is now relatively
easy to obtain while previously investigators had to follow
the patients and contact them or review their records. CV
mortality can be determined by death certificates. While
death certificates have their limitations, in general they
classify those with accidental, GI, Pulmonary and cancer
deaths so that those remaining are most likely to have died
of CV causes. This endpoint is more appropriate for a test
for CV disease. While all-cause mortality is a more impor-
tant endpoint for intervention studies, CV mortality is
more appropriate for evaluating a CV test (i.e., the exercise
test). Identifying those at risk of death of any cause does
not make it possible to identify those who might benefit
from CV interventions, one of the main goals of prognos-
tication.

The consistencies actually overshadow the differences.
Considering simple clinical variables can assess risk. A
good exercise capacity, no evidence or history of CHF or
ventricular damage (Q waves, history of CHF), no ST
depression or only one of these clinical findings are asso-
ciated with a very low risk. These patients are low risk in
exercise programs and need not be considered for inter-
ventions to prolong their life. High risk patients can be
identified by groupings of the clinical markers; that is, two
or more. Exertional hypotension is particularly ominous.
Identification of high risk implies that such patients in
exercise training programs should have lower goals and
should be monitored. Such patients should also be consid-
ered for coronary interventions to improve their longevity.
Furthermore, with each drop in METs there is a 10–20%

increase in mortality so simple exercise capacity has con-
sistent importance in all patient groups.

The mathematical models for determining prognosis
are usually more complex than those used for identifying
severe angiographic disease. Diagnostic testing can uti-
lize multivariate discriminant function analysis to deter-
mine the probability of severe angiographic disease
being present or not. Prognostic testing must utilize
survival analysis which includes censoring for patients
with uneven follow-up due to ‘‘lost to follow up’’ or other
cardiac events (i.e., CABS, PCI) and must account for
time-person units of exposure. Survival curves must be
developed and the Cox proportional hazards model is
often preferred.

From this perspective, it is obvious that there is sub-
stantial support for the use of the exercise test as a first
noninvasive step after the history, physical exam, and
resting ECG in the prognostic evaluation of coronary
artery disease patients. It accomplishes both of the pur-
poses of prognostic testing: to provide information regard-
ing the patient’s status and to help make recommendations
for optimal management. The exercise test results help us
make reasonable decisions for selection of patients who
should undergo coronary angiography. Since the exercise
test can be performed in the doctor’s office and provides
valuable information for clinical management in regard to
activity levels, response to therapy, and disability, the
exercise test is the reasonable first choice for prognostic
assessment. This assessment should always include calcu-
lation of the estimated annual mortality using the Duke
treadmill score though its ischemic elements have less
power in the elderly.

There has been considerable debate in screening asymp-
tomatic patients. Screening has become a controversial
topic because of the incredible efficacy of the statins (drugs
that lower cholesterol) even in asymptomatic individuals
(55). There are now agents that can cut the risk of cardiac
events almost in half. The first step in screening asym-
ptomatic individuals for preclinical coronary disease
should be using global risk factor equations, such as
the Framingham score. This is available as nomograms
that are easily applied by healthcare professionals or it
can be calculated as part of a computerized patient record.
Additional testing procedures with promise include the
simple ankle-brachial index (particularly in the elderly),
CRP, carotid ultrasound measurements of intimal thick-
ening, and the resting ECG (particularly spatial QRS-T
wave angle). Despite the promotional concept of athero-
sclerotic burden, EBCT does not have test characteristics
superior to the standard exercise test. If any screening
test could be used to decide regarding statin therapy and
not affect insurance or occupational status, this would be
helpful. However, the screening test should not lead to
more procedures.

True demonstration of the effectiveness of a screening
technique requires randomizing the target population,
applying the screening technique to half, taking standar-
dized action in response to the screening test results, and
then assessing outcomes. Efficacy of the screening test
necessitates that the screened group has lower mortality
and/or morbidity. Such a study has been completed for
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mammography, but not for any cardiac testing modalities.
The next best validation of efficacy is to demonstrate that
the technique improves the discrimination of those asymp-
tomatic individuals with higher risk for events over that
possible with the available risk factors. Mathematical
modeling makes it possible to determine how well a popu-
lation will be classified if the characteristics of the testing
method are known.

Additional follow-up studies and one angiographic
study from the CASS population (where 195 individuals
with abnormal exercise-induced ST depression and normal
coronary angiograms were followed for 7 years) improve
our understanding of the application of exercise testing as
a screening tool. No increased incidence of cardiac events
was found, and so the concerns raised by Erikssen’s find-
ings in 36 subjects that they were still at increased risk
have not been substantiated.

The later follow-up studies (MRFIT, Seattle Heart
Watch, Lipid Research Clinics, and Indiana State Police)
have shown different results compared to prior studies,
mainly because hard cardiac end points and not angina
were required. The first ten prospective studies of exercise
testing in asymptomatic individuals included angina as a
cardiac disease end point. This led to a bias for individuals
with abnormal tests to subsequently report angina or to be
diagnosed as having angina. When only hard end points
(death or MI) were used, as in the MRFIT, Lipid Research
Clinics, Indiana State Police or the Seattle Heart Watch
studies, the results were less encouraging. The test could
only identify one-third of the patients with hard events and
95% of abnormal responders were false positives; that is,
they did not die or have a MI. The predictive value of the
abnormal maximal exercise electrocardiogram ranged
from 5 to 46% in the studies reviewed. However, in the
studies using appropriate endpoints (other than angina
pectoris) only 5% of the abnormal responders developed
coronary heart disease over the follow-up period. Thus,
> 90% of the abnormal responders were false positives.
However, the exercise test’s characteristics as a screening
test probably lie in between the results with hard or soft
endpoints since some of the subjects who develop chest pain
really have angina and coronary disease. The sensitivity is
probably between 30 and 50% (at a specificity of 90%) but
the critical limitation is the predictive value (and risk ratio)
which depends upon the prevalence of disease (which is low
in the asymptomatic population).

Although some of these individuals have indolent cor-
onary disease yet to be manifest, angiographic studies have
supported this high false positive rate when using the
exercise test in asymptomatic populations. Moreover, the
CASS study indicates that such individuals have a good
prognosis. In a second Lipid Research Clinics study, only
patients with elevated cholesterol’s were considered, and
yet only a 6% positive prediction value was found. If the
test is to be used to screen it should be done in groups with a
higher estimated prevalence of disease using the Framing-
ham score and not just one risk factor. The iatrogenic
problems resulting from screening must be considered.
Hopefully, using a threshold from the Framingham score
would be more successful in identifying asymptomatic
individuals that should be tested.

Some individuals who eventually develop coronary dis-
ease will change on retesting from a normal to an abnormal
response. However, McHenry and Fleg have reported that
a change from a negative to a positive test is no more
predictive than is an initially abnormal test. One indivi-
dual has even been reported who changed from a normal to
an abnormal test, but was free of angiographically signifi-
cant disease (56). In most circumstances an added imaging
modality (echocardiographic or nuclear) should be the first
choice in evaluating asymptomatic individuals with an
abnormal exercise test.

The motivational impact of screening for CAD is not
evidence based with one positive study for exercise testing
and one negative study for EBCT. Further research in this
area certainly is needed.

While the risk of an abnormal exercise test is apparent
from these studies, the iatrogenic problems resulting from
screening must be considered (i.e., employment, insur-
ance). The recent U.S. Preventive Services Task Force
statement states that ‘‘false positive tests are common
among asymptomatic adults, especially women, and may
lead to unnecessary diagnostic testing, over treatment and
labeling’’. This statement summarizes the current U.S.
Preventive Services Task Force (USPSTF) recommenda-
tions on screening for coronary heart disease and the
supporting scientific evidence and updates the 1996 recom-
mendations on this topic. The complete information on
which this statement is based, including evidence tables
and references, is available in the background article and
the systematic evidence review, available through the
USPSTF Web site (http://www.preventiveservices.ahrq.-
gov) and through the National Guideline Clearinghouse
(http://www.guideline.gov) (57). In the majority of asymp-
tomatic people, screening with any test or test add-on, is
more likely to yield false positives than true positives. This
is the mathematical reality associated with all of the
available tests.

There are reasons to include exercise testing in
the preventative health recommendations for screening
healthy, asymptomatic individuals along with risk factor
assessment. The additional risk classification power docu-
mented by the data from Norway (2000 men, 26 year follow
up), the Cooper Clinic (26,000 men, 8 year follow up), and
Framingham (3000 men, 18 year follow up) provide convin-
cing evidence that the exercise test should be added to the
screening process. Furthermore, exercise capacity itself has
substantial prognostic predictive power. Given the emer-
ging epidemic of physical inactivity, including the exercise
test in the screening process sends a strong message to our
patients that we consider their exercise status as important.

However, if screening could be performed in a logical
way with test results helping to decide on therapies rather
than leading to invasive interventions, insurance or occu-
pational problems, then the recent results summarized
above should be applied to preventive medicine policy.

Because of the inherent difficulties, few preventive
medicine recommendations are based on randomized trials
demonstrating improved outcomes but rely on reasonable
assumptions from available evidence. There is now enough
evidence to consider recommending a routine exercise test
every five years for men > 40 and women > 50 years of age,
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especially if one of the potential benefits is the adoption of
an active lifestyle (58).

CONCLUSION

While there are important technological considerations
and the need to be very knowledgeable of the guidelines
to insure its proper application, exercise testing remains
one of the most widely used and valuable noninvasive tools
to assess cardiovascular status.

The following precepts regarding methodology are
important to follow:

The treadmill protocol should be adjusted to the patient
and one protocol is not appropriate for all patients.

Exercise capacity should be reported in METs not min-
utes of exercise.

Hyperventilation prior to testing is not indicated, but
can be utilized at another time, if a false positive is
suspected

ST measurements should be made at ST0 (J-junction)
and ST depression should only be considered abnor-
mal if horizontal or downsloping; 95% of the clinically
important ST depression occurs in V5 particularly in
patients with a normal resting ECG.

Patients should be placed supine as soon as possible
postexercise with a cool down walk avoided in order
for the test to have its greatest diagnostic value.

The 2–4 min recovery period is critical to include in
analysis of the ST response.

Measurement of systolic blood pressure during exercise
is extremely important and exertional hypotension is
ominous; at this point, only manual blood pressure
measurement techniques are valid.

Age-predicted heart rate targets are largely useless
because of the wide scatter for any age; a relatively
low heart rate can be maximal for a given patient and
submaximal for another.

The Duke Treadmill Score should be calculated auto-
matically on every test except for the elderly.

Other predictive equations and heart rate recovery
should be considered a standard part of the treadmill
report.

BIBLIOGRAPHY

Cited References

1. Freeman J, Dewey R, Hadley D, Froelicher V. Evaluation of
the Autonomic Nervous System with Exercise Testing. Prog
Cardiovasc Dis 2005 Jan-Feb;47(4):285–305.

2. Froelicher VF, et al. A comparison of two-bipolar electrocar-
diographic leads to lead V5. Chest 1976;70:611.

3. Gamble P, et al. A comparison of the standard 12-lead elec-
trocardiogram to exercise electrode placements. Chest
1984;85: 616–622.

4. Miranda CP, et al. Usefulness of exercise-induced ST-seg-
ment depression in the inferior leads during exercise testing
as a marker for coronary artery disease. Am J Cardiol
1992;69: 303–307.

5. Milliken JA, Abdollah H, Burggraf GW. False-positive tread-
mill exercise tests due to computer signal averaging. Am J
Cardiol 1990;65:946–948.

6. Willems J, et al. The diagnostic performance of computer
programs for the interpretation of ECGs. N Engl J Med
1991;325:1767–1773.

7. Balady GJ, et al. Value of arm exercise testing in detecting
coronary artery disease. Am J Cardiol 1985;55:37–39.

8. Myers J, et al. Comparison of the ramp versus standard
exercise protocols. J Am Coll Cardiol 1991;17:1334–1342.

9. Wickes JR, et al. Comparison of the Electrocardiographic
changes induced by maximum exercise testing with treadmill
and cycle ergometer. Circulation 1978;57:1066–1069.

10. Hambrecht RP, et al. Greater diagnostic sensitivity of tread-
mill versus cycle exercise testing of asymptomatic men with
coronary artery disease. Am J Cardiol 1992 Jul 15;70(2):
141–146.

11. Sullivan M, McKirnan MD. Errors in predicting functional
capacity for post myocardial infarction patients using a mod-
ified Bruce protocol. Am Heart J 1984;107:486–491.

12. Webster MWI, Sharpe DN. Exercise testing in angina pec-
toris: the importance of protocol design in clinical trials. Am
Heart J 1989;117:505–508.

13. Goldman L, et al. Comparative reproducibility and validity of
systems for assessing cardiovascular function class: advan-
tages of a new specific activity scale. Circulation 1981;64:
1227–1234.

14. Fletcher GF, et al. Exercise standards for testing and train-
ing: a statement for healthcare professionals from the Amer-
ican Heart Association. Circulation 2001;104:1694–1740.

15. Borg G, Holmgren A, Lindblad I. Quantitative evaluation of
chest pain. Acta Med Scand 1981;644:43–45.

16. Gutman RA, et al. Delay of ST depression after maximal exercise
by walking for two minutes. Circulation 1970;42: 229–233.

17. Lachterman B, et al. ‘‘Recovery only’’ ST segment depression
and the predictive accuracy of the exercise test. Ann Intern
Med 1990;112:11–16.

18. Ashmaig ME, et al. Changes in serum concentrations of
markers of myocardial injury following treadmill exercise
testing in patients with suspected ischaemic heart disease.
Med Sci Monit 2001;7:54–57.

19. Akdemir I, et al. Does exercise-induced severe ischaemia
result in elevation of plasma troponin-T level in patients
with chronic coronary artery disease? Acta Cardiol 2002;57:
13–18.

20. Sabatine MS, et al. TIMI Study Group. Acute changes in
circulating natriuretic peptide levels in relation to myocar-
dial ischemia. J Am Coll Cardiol 2004;44(10):1988–1995.

21. Foote RS, Pearlman JD, Siegel AH, Yeo KT. Detection of
exercise-induced ischemia by changes in B-type natriuretic
peptides. J Am Coll Cardiol 2004;44(10):1980–1987.

22. Wang TJ, et al. Plasma natriuretic peptide levels and the risk
of cardiovascular events and death. N Engl J Med 2004 Feb
12; 350(7):655–663.

23. Kragelund C, Gronning B, Kober L, Hildebrandt P, Steffen-
sen R. N-terminal pro-B-type natriuretic peptide and long-
term mortality in stable coronary heart disease. N Engl J
Med 2005 Feb 17;352(7):666–75.

24. Cheitlin MD, et al. Correlation of ‘‘critical’’ left coronary
artery lesions with positive submaximal exercise tests in
patients with chest pain. Am Heart J 1975;89(3):305–310.

25. Goldschlager N, Selzer A, Cohn K. Treadmill stress tests as
indicators of presence and severity of coronary artery disease.
Ann Int Med1976;85:277–286.

26. NcNeer JF, et al. The role of the exercise test in the evalua-
tion of patients for ischemic heart disease. Circulation 1978;
57:64–70.

262 EXERCISE STRESS TESTING



27. Weiner DA, McCabe CH, Ryan TJ. Identification of Patients
with left main and three vessel coronary disease with clinical
and exercise test variables. Am J Cardiol 1980;46:21–27.

28. Blumenthal DS, Weiss JL, Mellits ED, Gerstenblith G. The
predictive value of a strongly positive stress test in patients
with minimal symptoms. Am J Med 1981;70:1005–1010.

29. Lee TH, Cook EF, Goldman L. Prospective evaluation of
a clinical and exercise-test model for the prediction of left main
coronary artery disease. Med Decis Making 1986;6: 136–144.

30. Detrano R, et al. Exercise-induced ST segment depression in
the diagnosis of multivessel coronary disease: A meta ana-
lysis. J Am Coll Cardiol 1989;14:1501–1508.

31. Hartz A, Gammaitoni C, Young M. Quantitative analysis of
the exercise tolerance test for determining the severity of
coronary artery disease. Int J Cardiol 1989;24:63–71.

32. Cohn K, et al. Use of treadmill score to quantify ischemic
response and predict extent of coronary disease. Circulation
1979;59:286–296.

33. Fisher L, et al. Diagnostic quantification of CASS (Coronary
artery surgery study) clinical and exercise test results in
determining presence and extent of coronary artery disease.
Circulation 1981;63:987–1000.

34. McCarthy D, Sciacca R, Blood D, Cannon P. Discriminant
function analysis using thallium 201 scintiscans and exercise
stress test variables to predict the presence and extent of
coronary artery disease. Am J Cardiol 1982;49:1917–1926.

35. Lee T, Cook E, Goldman L. Prospective evaluation of a
clinical and exercise test model for the prediction of left main
coronary artery disease. Med Decis Making 1986;6:136–144.

36. Hung J, et al. A logistic regression analysis of multiple non-
invasive tests for the prediction of the presence and extent of
coronary artery disease in men.AmHeart J 1985;110:460–469.

37. Christian T, Miller T, Bailey K, Gibbons R. Exercise tomo-
graphic thallium-201 imaging in patients with severe coron-
ary artery disease and normal electrocardiograms. Ann
Intern Med 1994;121:825–832.

38. Morise A, Bobbio M, Detrano R, Duval R. Incremental eva-
luation of exercise capacity as an independent predictor of
coronary artery disease presence and extent. Am Heart J
1994;127:32–38.

39. Morise A, Diamond G, Detrano R, Bobbio M. Incremental
value of exercise electrocardiography and thallium-201 test-
ing in men and women for the presence and extent of coronary
artery disease. Am Heart J 1995;130:267–276.

40. Moussa I, Rodriguez M, Froning J, Froelicher VF. Prediction
of severe coronary artery disease using computerized ECG
measurements and discriminant function analysis. J Elec-
trocardiol 1992;25:49–58.

41. Detrano R, et al. Algorithm to predict triple-vessel/left main
coronary artery disease in patients without myocardial
infarction. Circulation 1991;83(3):89–96.

42. Christian TF, Miller TD, Bailley KR, Gibbons RJ. Noninva-
sive identification of severe coronary artery disease using
exercise tomographic thallium-201 imaging. Am J Cardiol
1992;70:14–20.

43. Hung J, et al. Noninvasive diagnostic test choices for the
evaluation of coronary artery disease in women:a multivari-
ate comparison of cardiac fluoroscopy, exercise electrocardio-
graphy and exercise thallium myocardial perfusion
scintigraphy. J Am Coll Cardiol 1984;4:8–16.

44. Do D, West JA, Morise A, Froelicher VF. Agreement Predicting
Severe Angiographic Coronary Artery Disease Using Clinical
and Exercise Test Data. Am Heart J 1997;134: 672–679.

45. Bruce RA, Hossack KF, DeRouen TA, Hofer V. Enhanced risk
assessment for primary coronary heart disease events by
maximal exercise testing: 10 years’ experience of Seattle
Heart Watch. J Am Coll Cardiol 1983;2:565–73.

46. European Cooperative Group. Long-term results of prospec-
tive randomized study of coronary artery bypass surgery in
stable angina pectoris. Lancet 1982; 1173–1180.

47. Weiner DA, et al. The role of exercise testing in identifying
patients with improved survival after coronary artery bypass
surgery. J Am Coll Cardiol 1986;8(4):741–748.

48. Hultgren HN, Peduzzi P, Detre K, Takaro T. The 5 year effect
of bypass surgery on relief of angina and exercise perfor-
mance. Circulation 1985;72:V79–V83.

49. Berger E, Williams DO, Reinert S, Most AS. Sustained
efficacy of percutaneous transluminal coronary angioplasty.
Am Heart J 1986;111:233–236.

50. Vandormael MG, et al. Immediate and short-term benefit of
multilesion coronary angioplasty: Influence of degree of
revascularization. J Am Coll Cardiol 1985;6:983–991.

51. Rosing DR, et al. Exercise, electrocardiographic and func-
tional responses after percutaneous transluminal coronary
angioplasty. Am J Cardiol 1984;53:36C–41C.

52. Honan MB, et al. Exercise treadmill testing is a poor pre-
dictor of anatomic restenosis after angioplasty for acute
myocardial infarction. Circulation 1989;80:1585–1594.

53. Bengtson JR, et al. Detection of restenosis after elective
percutaneous transluminal coronary angioplasty using the
exercise treadmill test. Am J Cardiol 1990;65:28–34.

54. Eisenberg MJ, et al. ROSETTA Investigators. Utility of
routine functional testing after percutaneous transluminal
coronary angioplasty: results from the ROSETTA registry.
J Invasive Cardiol 2004;16:318–322.

55. Downs JR, et al. Primary prevention of acute coronary events
with lovastatin in men and women with average cholesterol
levels: Results of AFCAPS/TexCAPS. Air Force/Texas Cor-
onary Atherosclerosis Prevention Study. JAMA 1998;279:
1615–1622.

56. Thompson AJ, Froelicher VF. Normal coronary angiography
in an aircrewman with serial test changes. Aviat Space
Environ Med 1975;46:69–73.

57. U.S. Preventive Services Task Force. Screening for coronary
heart disease: recommendation statement. Ann Intern Med
2004 Apr 6; 140(7):569–572.

58. DiPietro L, Kohl HW 3rd, Barlow CE, Blair SN. Improve-
ments in cardiorespiratory fitness attenuate age-related
weight gain in healthy men and women: the Aerobics Center
Longitudinal Study. Int J Obes Relat Metab Disord 1998 Jan;
22(1):55–62.

See also BIOMECHANICS OF EXERCISE FITNESS; BLOOD PRESSURE

MEASUREMENT; ELECTROCARDIOGRAPHY, COMPUTERS IN.

EXTRACORPOREAL SHOCK WAVE
LITHOTRIPSY. See LITHOTRIPSY.
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INTRODUCTION

The terms eye movement measurement, eye tracking, and
oculogragphy refer to measurement of the orientation and
motion of the eye, either with respect to the head, or with
respect to the visual environment. This may include not
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only rotations of the eye that cause changes in gaze direc-
tion, but also rotations of the eyeball about the line of sight,
called ocular torsion. Point-of-gaze is the point in the visual
environment whose image forms on the small, high acuity
area of the retina, called the fovea. Line-of-gaze is the
imaginary line connecting the eye to the point-of-gaze.
Sometimes the term gaze tracker is used to describe a
system whose primary function is to determine a subject’s
fixation point or line of gaze with respect to the visual
environment, rather than the dynamics of eyeball motion
with respect to the head.

Eye movement measurement devices have long been
used for research in reading, various aspects of visual
perception and cognition, neurology, instrument panel
layout, and advertising. Technological advances, especially
in the areas of digital processing and solid-state sensor
technology, have made eye tracking possible under pro-
gressively less and less restrictive conditions. In recent
years, uses have expanded to include computer application
usability research, communication devices for the disabled,
sports and gait research, Lasik surgery instrumentation,
and research requiring simultaneous f MRI (functional
magnetic resonance imaging) measurement. In the past
decade it has also become practical to measure ocular
torsion with optical, noncontacting methods.

Figure 1 shows some of the structures and dimensions of
the eye that are important in eye movement measurement
(1,2). In an idealized model, the optical axis of the eye is the
line that passes through the centers of curvature of the
cornea, and lens, and the center of rotation of the eyeball.
The visual axis (or line of sight) is the ray that passes from
the fovea, through the nodal points of the lens and inter-

sects the point-of-gaze. It is important to note that the
fovea is not centered on the retina, but rather is located
5–78 toward the temporal side. The visual and optical axes
are therefore, not identical. An idealized model of the eye
usually assumes the pupil and iris to be centered on the
optical axis, and assumes that the eyeball and eye socket
operate as a perfect ball and socket joint, with the eyeball
rotating about a single point within the eye socket.

The idealized model is often perfectly adequate for
making good measurements of gaze direction and eye
movement dynamics, but is not precisely accurate. For
example, the eye does not rotate about a single center of
rotation within the eye socket (3). The pupil is not precisely
centered with respect to the optical axis, visual axis, or iris,
and its center moves as the iris opens and closes (4).

Eye position with respect to the head can be described by
a three element rotation vector, by a four element rotation
specification called a quarternion, or by a set of three
angles that describe the positions of an imaginary set of
nested gimbals, with the outer gimbal fastened to the head,
and the eye attached to the inner most gimbal. In the latter
case, the three angles are usually referred to as Fick or
Euler angles, and consist of an azimuth (or horizontal)
angle, an elevation (or vertical) angle, and a roll (or torsion)
angle. In all cases rotations are measured from a somewhat
arbitrary reference position that loosely corresponds to
looking straight ahead when the head is upright. A com-
plete description of the methods and underlying mathe-
matics for specifying eye rotation is available in an article
by Haslwanter (5).

Gaze tracking devices usually report point-of-gaze in
terms of a coordinate system defined on a surface in the
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Figure 1. Schematic diagram of the eye showing typical values of dimensions that are important in
eye movement measurement. The dimension values, which do vary between individuals, are derived
from Refs. 1 and 2.



environment; or an eye location in space plus a gaze direc-
tion vector, with respect to an environment coordinate frame.

Normal human eye movements fall into the broad cate-
gories of conjugate and nonconjugate movements. Conju-
gate movements, in which both eyes move together, include
the rapid, ballistic jumps between fixation points, called
saccades; smooth compensatory movements to hold the
gaze steady in the presence of head motion; smooth move-
ments to track objects that are moving across the visual
field; and the saw tooth pattern of movement called nys-
tagmus that occurs in response to an inertial rotation of the
body or a rotation of the visual field. There are also min-
iature motions during the relatively stationary fixation
periods, which are < 18 and are not perceived. Vergence
is a nonconjugate motion used to keep a visual target at the
same position on both retinas. As a visual target moves
closer, the visual axes of the two eyes rotate toward each
other. Ocular torsion occurs in response to inertial rotation
or lateral acceleration, or rotation of the visual field about a
horizontal axis. It is associated with perceptions of tilt. A
thorough review of eye movement behavior can be found in
Hallett (6).

The eye movement measurement techniques currently
in most frequent use fall into the major categories of
magnetic search coil, a technique that measures magneti-
cally induced current in a tiny wire coil fastened to the eye;
electrooculography, which uses surface electrodes to mea-
sure the direction of an electrical potential between the
cornea and retina; and optical techniques that rely on
optical sensors to detect the position or motion of features
on the eye. Their optical technique category includes many
subcategories, and has the largest variety of different
systems in current use. Background theory and system
descriptions for eye movement measurement devices, in
all of these categories, are presented in the following
sections.

Eye tracker performance is usually described by some
subset of the following parameters. Accuracy is the expec-
ted difference between the measured value and the true

value. Resolution is the smallest change that can be report-
ed by the device. Precision is the expected difference in
repeated measurements of the same true value. Range
describes the span of values that can be measured by
the device. Linearity is the degree to which a given change
in the real quantity results in a proportional change in
the measured value, usually expressed as percent of the
measurement range. Update rate is the frequency with
which data is output (samples per second). Bandwidth is
the range of sinusoidal input frequencies that can be
measured without significant distortion or attenuation.
Transport delay is the time required for data to pass
through the system and become available for use.

SCLERAL SEARCH COIL

The scleral search coil technique, first described by Robinson
(7), requires that a sensing element be placed on the eye.
The technique is based on the principle that a changing
electric field can induce a current in a coil of wire. If the
coil lies in a plane parallel to a uniform, alternating
current (ac) magnetic field, no current is induced. If the
plane of the coil is not parallel to the field lines, an ac
current will be induced in the coil. Current amplitude will
be proportional to the coil area projected onto the plane
that is perpendicular to the magnetic field lines. For exam-
ple, if the plane of the coil is tilted about an axis perpendi-
cular to the magnetic field lines, the induced current will be
proportional to the sine of the tilt angle. A tilt in the
opposite direction results in an induced current with the
opposite phase (1808 phase shift). The sign of the tilt angle
can, therefore, be deduced from the phase of the induced
current.

As shown in Fig. 2, a pair of Helmholz coils, which set up
uniform ac magnetic fields in both vertical and horizontal
axes, surrounds the subject’s head. The driving circuitry
ensures that the two fields are exactly 908 out of phase. An
induction coil, made of very fine wire, is held on the eye so
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Figure 2. Schematic illustrating the scleral search coil method of measuring eye movement.
(Adapted from a diagram in Ref. 8.)



that it forms a circle about the limbus (iris–sclera bound-
ary). Robinson embedded the coil in a scleral contact lens,
which was held to the limbus by the action of a tiny suction
tube. Collewijn et al. (9) developed a technique for using an
annular ring made of silicone rubber and having a slightly
hollow inner surface. The ring adheres to the limbic area by
capillary action and does not require the suction tube. Fine
wire leads, from the induction coil, extend out of the eye at
the canthus (the corner of the eye). A drop of anesthetic is
generally administered prior to insertion, but the devise is
usually tolerated well once the anesthetic wears off (9).

The induction coil encloses an area that is approxi-
mately in the plane of the pupil. Horizontal eye movement
varies the current induced by the horizontal ac magnetic
field, and vertical motion varies the current induced by the
vertical field. By detecting the phase, as well as the ampli-
tude of the induced current, it is possible to obtain separate
analog signals proportional to the sine of vertical and
horizontal eye rotations. A simple calibration is required
to find the initial reference orientation of the eye.

It is possible to embed, in the annular ring, a second
induction coil that encloses an area having a component
parallel to the optical axis of the eye. The second coil is
shown in Fig. 3. Torsional eye movement can be computed
from the current induced in this second coil.

When used with nonhuman primates, a magnetic induc-
tion coil is often implanted surgically, using a method
described by Judge et al. (10).

Scleral search coil systems can be expected to measure
with a resolution > 1 arc�min over a range of �15–208, and
accuracy of � 1–2% of the range. Slippage of the annular
ring on the eyeball is possible, and can produces significant
additional error. Temporal bandwidth is a function of the
coil excitation frequency and filtering, and depends on the

specific implementation, but 0–200 Hz or better is probably
achievable. The accuracy of the torsional measurement is
generally assumed to be a fraction of a degree, but may be
affected by slippage of the annulus as well as variation in
eyeball curvature, and is not well documented.

The method is distinctly invasive, and requires the head
to be confined within the Helmholz coil assembly, but does
not require the head to be rigidly fixed. It offers good
measurement performance, measures all three axes of
rotation simultaneously, and is not affected by eyelid clo-
sure, or ambient illumination. In the past, complete sys-
tems for use with humans have been commercially
available from C-N-C Engineering, Seattle, WA; and Ska-
lar Medical BV (11), The Netherlands. Current commercial
availability is uncertain. Systems for use with animals are
available from Riverbend Instruments, Inc., Birmingham,
AL (12).

ELECTRO-OCULOGRAPHY

Electro-oculography (EOG) has a relatively long history,
dating from the 1920s and 1930s (13–17). The retina of the
eye carries a slightly negative electrical charge, varying
from � 0.4 to 1.0 mV, with respect to the cornea, probably
because the retina has a higher metabolic rate. This charge
difference constitutes an electrical dipole, which is approxi-
mately, although not exactly, aligned with the optical axis
of the eye. Electro oculography refers to the use of surface
skin electrodes to measure the position of the cornea-
retinal dipole. When used with ac recording techniques
to measure nystagmus, or when used in a neurological test
setting to measure any type of eye movement, it is often
called electronystagmography (ENG).

Ideally, when the electrical dipole is midway between
two electrodes that have been placed near the eye, the
differential voltage between the electrodes would be zero,
and as the eye rotates from this position, the differential
voltage would increase with the sine of the angle. Although
this is indeed the qualitative result, in practice there is a
great deal of direct current (dc) drift. Skin conductance
varies over time, and the corneo-retinal potential changes
with light adaptation, alertness, and the diurnal cycle. In
fact, EOG is sometimes used explicitly to measure the
changes in corneo-retinal potential as a function of light
stimuli, rather than eye movement (18,19). Electromyo-
graphic activity from facial muscles can also interfere with
EOG measurement.

After cleaning the skin with an alcohol swab, electrodes
are often placed as shown in Fig. 4. In this case, the
differential voltage between the electrodes placed near
the outer canthi (junction of upper and lower eyelid) of
each eye is used to measure horizontal motion of the two
eyes together. It is also possible to use additional elec-
trodes near the nose, or on the bridge of the nose, to
measure the two horizontal eye positions independently.
The vertically positioned electrode pairs measure both
eyes together when wired as shown in the diagram, but
can also be used to measure vertical position of each eye,
independently. The electrode at the center of the forehead
is used as a reference. Other placement patterns can be used
as well.
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Figure 3. Schematic showing the configuration of the second coil
in a dual induction coil system. The second coil forms a loop whose
enclosed area has a component parallel to the optical axis of the eye
(perpendicular to the plane of the pupil), and is used to measure
torsional movement. Although the diagram shows only one wind-
ing for each coil, the actual device uses multiple windings.



The electrodes most often used are silver–silver chlor-
ide, self-adhesive models, designed as infant heart monitor
electrodes. They are connected to high gain, low impe-
dance, low noise, differential amplifiers. The output from
the differential amplifiers is now most commonly digitized
and input to digital processors for linearization, scaling,
and other processing. The ac coupling or frequent rezeroing
is required to keep the analog signal in range of the analog
to digital converters.

The high and unpredictable rate of dc drift makes this
technique less suitable than others for point of gaze mea-
surement. However, the drift is usually slower than eye
movement velocities, and EOG provides an excellent
means for measuring eye velocity profiles, slow and fast
phases of nystagmus, and patterns of fixations and sac-
cades, as long as the precise point of regard is unimportant.
Research laboratories often assemble their own EOG
devices from commercially available amplifiers, electrodes,
and digital data processing software packages. Both EOG
and ENG devices are sometimes used for neurological
testing in clinical settings, and commercially available
EOG or ENG devices are most often packaged as part of
neurological testing suites.

The EOG and ENG systems are commercially available
from: Cambridge Research Systems Ltd., UK (20); GN
Otometrics, Denmark (21); Guymark UK Ltd., UK (22);
Metrovision, Pérenchies, France (23), and Neuro Kinetics,
Inc., Pittsburgh, PA (24).

OPTICAL TECHNIQUES

Noncontacting optical sensors can be used to deduce the
orientation of the eyeball from the position of optical fea-
tures, optically detectable geometry, or the pattern of
reflectivity on the eye and the facial area surrounding

the eye. The sensors may range from a small number of
individual photodiodes to CCD or CMOS arrays, which
provide two-dimensional (2D) gray scale image data. In
most cases the eye area is illuminated with a near infrared
(IR) light that is within the sensitive spectral region for
solid-state light sensors, but minimally visible to the
human eye. Optics may be mounted to head gear and move
with the head, the head may be restrained to prevent or
limit motion with respect to optics that are not head
mounted, or movement with respect to non-head-mounted
optics may be allowed. In the latter case the sensor field of
view must either be large enough to accommodate the
expected head movement, or some component of the optical
assembly must automatically move to keep the sensor
aimed at the eye being measured.

OPTICAL SENSORS

Sensors used by optical eye trackers include the follow-
ing: Quadrant and bicell photodetectors: The disk
shaped detector surface is divided into two (bicell) or four
(quadrant) discrete photosensitive areas. The devices are
configured to produce analog signals (one for bicell detec-
tors, and two for quadrant detectors) proportional to the
difference in light intensity sensed on adjacent areas. The
signals are monotonically related to small displacements of
a light spot from the center of the detector either in one
(bicell) or two (quadrant) dimensions. The light spot must
remain completely on the detector surface, and displace-
ments must be smaller than the diameter of the spot.
Lateral effect photo diodes (position sensitive detectors): A
solid-state detector provides analog information propor-
tional to the one (1D) or two dimensional location of the
incident light center of gravity. Small arrays of discreet solid
state photosensors: The array provides a small number of
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Figure 4. Schematic illustrating the EOG method of measuring eye movement. (Adapted from a
diagram in Ref. 8.)



analog light intensity signals. Large, linear, photo-sensor
arrays: The array provides gray scale image data in a single
dimension. Large, 2D, solid-state, photosensor arrays (CCD
and CMOS): The array provides two dimensional gray scale
image data. Commercially available video cameras, based
on CCD and CMOS sensors provide analog and digital
signals in standard formats, usually at 50 or 60 fields/
second. Using a CCD chip that supports double the normal
pixel output rate, a small number of cameras are available
that output 120 fields/second. By using a subset of the video
lines for each field, these devices can also deliver field
update rates that are higher than 120 Hz. Some CMOS
sensor chips allow even more flexibility to receive data from
a dynamically determined subset of the pixels and to vary
the update rate. Higher update rates always mean that each
pixel has less time to accumulate charge, resulting in less
effective sensitivity and lower signal to noise ratios.

Quadrant detectors, lateral effect photo diodes, and
small arrays of discrete photo sensors provide information
with low spatial bandwidth content. The information can
usually be processed at high temporal bandwidth with
relatively little digital processing requirement. Large lin-
ear and 2D arrays offer much richer spatial information,
but require more processing power to interpret the infor-
mation, often leading to reduced temporal bandwidth.

FEATURES OF THE EYE

The eye image features most often used for eye movement
measurement are Limbus: Boundary between the colored
iris and white sclera. Iris: ‘‘Colored’’ ring that opens and

closes to adjust pupil size. Pupil: Circular opening defined
by inner boundary of iris. First Purkinje image (corneal
reflection): Reflection of a light source from the outer sur-
face of the cornea. Fourth Purkinje image: Reflection of a
light source from the inner surface of the lens.

These features are shown schematically in Fig. 5.
The pattern of blood vessels on the retina, if imaged with

an opthalmoscope or fundus camera, also constitute mark-
ings that can be used to track eye movement, but this is a
less commonly used technique.

In some cases facial landmarks, such as the canthus
(corner of the eye, where the upper and lower eyelid meet),
another facial feature, or a dot placed on the skin, may be
used to compare with the location of features on the eye. As
discussed later on, facial features can also be used to guide
remote camera based trackers.

The iris has a distinctive pattern of radial markings that
can be used to track ocular torsion. Its inner boundary,
defining the pupil, is nominally circular and centered with
respect to the limbus. Detailed examination, however,
reveals a slightly noncircular shape that is off center
(usually toward the nasal side) with respect to the limbus.
Furthermore, both the shape and position of the pupil
change slightly with pupil diameter and vary across the
population. The characteristics of the pupil form are
described and quantified in considerable detail by Wyatt
(4). He found that pupil position tends to shift in the nasal
and superior directions (with respect to the limbus) as the
pupil contracts, and that pupil diameter and circularity
tend to decrease with age.

Light rays that enter the eye through the pupil are
reflected by the retina and directed back toward their
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Figure 5. Schematic illustrating the various features of the eye often used by optical eye movement
measurement techniques. (Adapted from a diagram in Ref. 8.)



source. The eye therefore acts as a retroreflector. If the eye
is viewed by a detector that is coaxial with an illumination
beam, as shown in Fig. 6, the retroreflected light from the
retina makes the pupil appear to be a bright, back lit circle.
Some of the retinal reflection can be received slightly off
axis from the illumination beam (25). Although the bright
pupil effect falls off sharply as the detector moves off axis,
this accounts for the ‘‘red eye’’ effect in flash photography.
In an idealized case, the apparent brightness of the pupil
retroreflection will vary inversely with the square of pupil
diameter (26). As shown by Nguyen et al. (25), brightness of
the retinal reflection also varies between individuals and
as a function of gaze direction with respect to the illumina-
tion source, but these variations are small compared to the
effect of pupil diameter.

If the detector is off axis from the illumination beam, the
retroreflected light does not enter the detector and the
pupil appears as the familiar dark circle.

The corneal reflection is a virtual image that appears to
be just behind the plane of the pupil. If the cornea is
assumed to be spherical, the corneal reflection image will
form at point half way between the surface of the cornea
and its center of curvature, along a ray that is parallel to
the illumination beam and passing through the corneal
center of curvature. If the light source is far away com-
pared to the radius of the eyeball, then as the eye rotates,
the corneal reflection always appears to move the same
amount as the corneal center of curvature. A similar
analysis will show that the fourth Purkinje image forms
in almost the same plane as the corneal reflection, but
appears to move the same amount as the posterior lens
surface center of curvature.

FEATURE RECOGNITION

Systems that use 2D detector arrays typically perform a
pattern recognition task to identify features in the 2D

image. Digital processing power has always been a critical
limitation. When video cameras were first used as sensors,
analog preprocessing was often used to find edge points, or
other pixel subgroups, and thereby reduce the amount of
data that needed to be processed digitally. Algorithms
requiring relatively few computational steps were used
to process the reduced digital information in order to
recognize features and find their centers.

Increased digital processing capability has very signifi-
cantly eased, although by no means eliminated, this limitation.
It is now practical to digitally process 2D, gray scale image
buffers while maintaining reasonable, real-time update rates.
It has become possible to use, in real-time, elements of classical
digital image processing such as Sobel or other convolution
based edge detection algorithms, and circle or ellipse best-fit
algorithms. Less computationally intensive algorithms are
still often used, however, to maximize update rates.

Digital processing components in current use range
from commercially available PCs and frame grabbers to
custom processing boards that include field programmable
gate arrays (FPGAs) and digital signal processors (DSPs),
and microcontrollers.

When using an array sensor, the location of individual
boundary points on an image feature (e. g., the pupil) are
often identified with only single pixel resolution. If the
object covers multiple pixels, knowledge of the object shape
allows its position to be computed with subpixel resolution.
For example, if a group of pixels are thought to define the
edge of circular object, a least mean squared error circle fit
will define the circle center location with sub pixel resolu-
tion. If sufficient computation time is available, it is also
possible to use gray scale information to define edge points
with subpixel accuracy.

Pupil Recognition

The pupil is generally recognized as a circular or elliptical
area that is darker (in the case of a dark pupil image) or
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Figure 6. Illustration of bright and dark pupil optics. In the bright pupil example, retroreflected
light from the retina will beam back into the camera lens, resulting in a bright, back lit, pupil image.



brighter (in the case of a bright pupil image) than sur-
rounding features. The pupil is often partially occluded by
eyelids and corneal reflections, and algorithms must there-
fore recognize the circular or elliptical shape even when
occluded to some degree. Furthermore, it is important that
only the real pupil boundaries be used to determine the
center of the object, rather than the occlusion boundaries.
Examples of pupil detection algorithms can be found in Zhu
(27), Mulligan (28), Ohno et al. (29), Charlier et al. (30), and
Sheena (31).

The retroreflective property of the eye makes possible a
signal enhancement technique that can be exploited to help
identify the pupil (32–35). If a camera is equipped with
both a coaxial and off-axis illuminator, a bright pupil image
will be produced when only the coaxial illuminator is on,
and a dark pupil image will be produced when only the off-
axis source is on. If the illuminators are alternately acti-
vated for sequential camera images, the result will be
alternating bright and dark pupil images. Assuming ele-
ments in the camera field of view have not moved between
images, all other image features, which are not retrore-
flectors, will remain essentially unchanged.

If two such images are subtracted, one from the other,
the result should leave only the pupil image. In practice,
there will still be small differences in all parts of the image
due to the different illumination angles, but contrast
between the retroreflective pupil and the rest of the image
is still greatly enhanced. There are some drawbacks to the
technique. If the eye moves significantly between the
sequential images, subtraction results in a distorted pupil
image. The need to digitize and subtract two images
increases memory and processing requirements, and the
fact that two sequential images are required to create one
data sample limits the temporal bandwidth of the measure-
ment. Note that a similar result can be obtained with
images from two cameras that are carefully aligned with
respect to the same image plane, and an illumination
source that is coaxial with only one of them.

Corneal Reflection Recognition

The corneal reflection (first Purkinje image) is usually
recognized, within a larger 2D image, by its intense bright-
ness, predictable size and shape, and proximity to the
pupil. It can, however, be confused with small reflections
from tear ducts or eyeglass frames, and reflections from
external sources emitting light in same spectral band as
the intended source. Its center can be identified with sub-
pixel accuracy only if it is large enough to cover multiple
pixels. Eizenman et al. (36) describe a technique for using
knowledge of brightness pattern across the corneal reflec-
tion (first Purkinjie image) to find its position, on a linear
array, with subpixel resolution. To accomplish this they
used a precisely designed illumination source to insure a
known pattern of luminance.

Fourth Purkinje Image Recognition

The fourth Purkinje image is very dim and very difficult to
reliably identify in a larger image. The one system in
common use that requires the fourth Purkinje image relies
on careful initial alignment to focus the image on a quad-

rant detector. The detector is not much larger than the
Purkinje image; and, in this case, automatic recognition in
a larger field is not necessary.

Face Recognition

In some cases wide-angle images are now used to recognize
the presence of a face, and to find the location of one or both
eyes. If the eye is identified in a wide angle image, and
assuming the camera is well calibrated to account for lens
or sensor distortions, it is reasonably straight forward to
compute the direction of the line extending from the cam-
era to the eye. Finding the distance to the eye is more
difficult. If the eye is identified on the images from two
cameras, it is possible to triangulate. If both eyes are
identified on a single camera image, knowledge of the true
interpupillary distance can be used to compute distance to
the face. However, head rotation with respect to the camera
will cause some error if not taken into account. Some face
recognition systems are able to determine head orienta-
tion. For example, Xiao et al. (37) and Matthew and Baker
(38) describe a method, based on a technique known as
active appearance modeling (39), to make real-time mea-
surements of the position and 3D orientation of a face.

Information about eye location can be used to direct a
separate sensor to obtain a more magnified view of the eye,
or the wide-angle image itself may also be used to find the
position of features within the eye. In the latter case, there
is a clear trade off between spatial resolution and wide-
angle coverage. Recognition of facial features can also be
exploited in order to use a facial landmark, such as the
canthus or the center of the eyeball as one of the elements
in a dual feature-tracking algorithm (40,41). However, the
plasticity of facial features makes it difficult to determine
their position with the same precision as the pupil and
Purkinjie images.

EYE ORIENTATION AS A FUNCTION OF SINGLE OR DUAL
FEATURE POSITION

If we have a sphere of radius r, with a mark on its outer
surface as shown in Fig. 7, and if we assume the center of
the sphere is fixed with respect to an observer, then the
observer can compute the rotation (u) of the sphere about
its center by noting the displacement (d) of the surface
mark.

u ¼ arcsinðd=rÞ

This is the principle behind single feature eye tracking.
However, if the center of the sphere moves with respect to
the observer, observation of a single mark provides no way
to distinguish such motion from rotation.

If there are two visible marks on the sphere, which are
fixed to the sphere at different distances from its center,
then observing the relative position of these marks does
allow rotation of the sphere to be distinguished from
translations. So long as the distance between the sphere
and observer remains the same or is independently known,
translation with respect to the observer can be unambigu-
ously distinguished from rotation.
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If the two marks are located along the same radius line,
at distances r1 and r2 from the center of the sphere, as
shown in Fig. 8, then the rotation angle (u) of this radius
line, with respect to the line connecting the sphere and
observer, is

u ¼ arcsinðDd=ðrlr2ÞÞ

where Dd is the observed separation between the marks.
This is the basic principle behind dual feature tracking
techniques. The underlying sine function has a steep slope
at small angles, maximizing the sensitivity of the techni-
que. Note that if the distance between the observer and
sphere changes, the dual feature relation still leaves some

ambiguity since the apparent separation between the
marks will change as a function of distance.

In the case of the eye, referring to Fig. 1, the center of the
pupil or center of the iris is a mark that is � 9.8 mm from
the center of the eyeball. Although both images appear to
be just behind the plane of the pupil, the first Purkinje
image moves the same amount, with eye rotation, as would
a mark � 5.6 mm from the center of the eyeball (the
position of the anterior corneal surface center of curva-
ture); and the fourth Purkinje image moves the same
amount as would a mark � 11.5 mm from the center of
the eyeball (the position of the posterior lens surface center
of curvature).

Eye Orientation as a Function of Just Pupil or Corneal
Reflection Position

The pupil, and corneal reflection (first Purkinje image) are
the features most commonly used for single-feature track-
ing. If a sensor and light source are mounted so that they do
not move with respect to a person’s head, either of these
features can be used as a marker to compute eye rotation in
the eye socket. Either the head must be stabilized with
some type of head restraint mechanism, or the sensor must
be mounted to head gear that moves with the subject.

When measuring only a single feature, any translation
of the head with respect to the sensor will be erroneously
interpreted as eye rotation. For example, if using pupil
position, a 1 mm motion of the head parallel to the detector
image plane may be mistaken for about a 58 eye rotation. If
the corneal reflection is the feature being tracked, a 1 mm
slippage will be indistinguishable from an � 128 eye
rotation.

Eye Orientation as a Function of Relative Pupil and Corneal
Reflection Positions (CR/Pupil)

The pupil and first Purkinje image (corneal reflection), or
the first and fourth Purkinje image are the most commonly
used feature pairs for dual feature tracking. The pupil to
corneal reflection technique (CR/Pupil) was first described
by Merchant et al. (42). As shown in Fig. 9, if the sensor
is close to the light source that produces the corneal
reflection, the angle (u) of the eye optical axis with respect
to the sensor is described by

u ¼ arcsinðd=kÞ

where d is the apparent distance between the pupil and
corneal reflection (from the point of view of the sensor), and
k is the distance from the pupil to the corneal center of
curvature. If the sensor is not close to the illumination
source, therelationchangesonlyslightlysolongasthesensor
does not move with respect to the illumination source.

u ¼ arcsinððd�kdÞ=kÞ

kd ¼ kcrsinðgÞ

where kcr is half the cornea radius of curvature and g is the
angle between the illumination beam and the sensor line of
sight (see Fig. 10). If the sensor and illumination source are
very far away, compared to the radius of the eyeball, then g,
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and hence kd, are constants. One drawback to the pupil to
corneal reflection technique is that the pupil center is not
completely stable with respect to the optical or visual axis,
but moves slightly as the pupil size changes (4). Theoreti-
cally, this effect can be measured in an individual and
accounted for (43,44), but would add to the time and effort
required to calibrate an individual. Note also that the
pupil-to-corneal-reflection vector is less sensitive to eye
rotation than either of the individual features. A 58 eye
rotation, from an initial position in which the pupil and
corneal reflections are aligned, causes the pupil and cor-
neal reflection images to separate by only � 0.4 mm,
whereas the pupil center moves � 1 mm.

The equations given above describe the major effect, but
not all secondary effects, and are not precise. For example,
the cornea is not perfectly spherical, the eyeball does not
rotate about a perfectly stable central point, and the pupil
image is slightly magnified by the refractive power of the
cornea. To the extent that secondary effects are large
enough to be detected, they are often accounted for by
the results of an empirical calibration procedure, as dis-
cussed later.

The range of gaze angles that can be measured by
the pupil to corneal reflection technique is limited by the
range over which the corneal reflection remains visible to

the detector. In the horizontal axis, this range is usually
� 708 visual angle for a given illumination source and
sensor pair. It is usually less in the vertical axis due to
occlusion of either the pupil or corneal reflection by the
eyelids. The range can be extended by using multiple
illumination sources, at different positions, to create multi-
ple corneal reflections, but the system must be able to
uniquely recognize each reflection even when not all are
visible.

Eye Orientation as a Function of Relative First and Fourth
Purkinje Image Positions (CR/4PI)

As described by Cornsweet and Crane (45), the first and
fourth Purkinje images can also be used for dual feature
tracking. The same type of arcsine relation applies, but
with d the apparent distance between the two Purkinje
images, and with k equal to the distance between the cor-
neal center of curvature and the posterior lens surface
center of curvature. The technique has the advantage that
the Purkinje image positions can be more precisely defined
than the pupil center. In addition, the separation of the
posterior lens surface and corneal centers of curvature
(� 6 mm) is greater than that between the pupil and cor-
neal centers of curvature (� 4.2 mm), yielding greater
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Figure 9. Schematic illustrating the basic relation-
ship behind the pupil-to-corneal-reflection technique
for measurement eye movement. The diagram ass-
umes that the detector and illumination source are
coaxial, or very close together, and are very far from
the eye, compared to the radius of the eyeball. The
optical axis of the eye is rotated away from the de-
tector by an angle u. From the vantage point of the
detector, the pupil and corneal reflection appear to be
separated by distance d.

Figure 10. Schematic illustrating the detected
pupil to corneal reflection separation (d) when the
detector and illuminator optical paths are not coax-
ial. The diagram assumes that the detector and illu-
mination source are far from the eye, so that lines
from the detector to various points on the eye are
essentially parallel, as are rays from the illumination
source to various points on the eye. The angle u is
between the eye and detector optical axes, and g is
the angle between the detector optical axis and the
illumination beam.



sensitivity to eye rotation than the pupil to corneal reflec-
tion technique. Drawbacks are that the fourth Purkinje
image is relatively dim and difficult to find, and is only
visible within the iris opening.

Eye Orientation as a Function of Relative Pupil or Iris and
Facial Landmark Positions

The relative position of the pupil or iris and a facial land-
mark can also be used to measure eye orientation. This is
sometimes done when image magnification and resolution
is such that the smaller Purkinje images cannot be reliably
detected, or the relative motion of the pupil and corneal
reflection cannot be sufficiently resolved. Since the facial
landmark does not move with eye rotation, the governing
relationship is described by

u ¼ arcsinð ðd�diÞ=rÞ

where d is the distance (in the camera image plane) from
the facial landmark to the pupil or iris center, di is the
distance (also in the camera image plane) from the facial
landmark to the eye center of rotation, r is the distance
from the pupil or iris center to the eyeball center of rota-
tion, and u is the angle of the eye optical axis with respect to
the detector. If the head rotates with respect to the detec-
tor, di will appear to shorten, in the direction perpendicular
to the rotation axis, by an amount proportional to the
cosine of the rotation angle. Advantages over other dual
feature techniques are greater sensitivity (larger change of
the measured quantity for a given eye rotation), and the
possibility of identifying the features in wider, less magni-
fied images. Disadvantages are that facial image features
are not stable, but usually move at least slightly as a
function of facial muscle activity, and head orientation
must also be measured or must remain stable with respect
to the detector. Zhu and Yang (40) describe a dual feature
technique using the relative position of the canthus and
iris; and Tomono et al. (41) describe an algorithm for using
the relative position of the pupil, and a computed position
of the center of the eyeball.

EYE ORIENTATION AS A FUNCTION OF FEATURE SHAPE

It is also possible to extract eye orientation information from
feature shape. A circle (e. g., the pupil outline or outer
boundary of the iris) appears elliptical if viewed from an
angle. As the circle tilts, the minor axis of the ellipse, which
is perpendicular to the axis of rotation, appears shortened by
the cosine of the rotation angle. A major drawback to using
pupil or iris ellipticity as an orientation measure is that, due
to symmetry considerations, the direction of rotation about
the rotation axis remains ambiguous. A second major lim-
itation is that the underlying cosine function has a shallow
slope at small angles resulting in poor sensitivity.

EYE ORIENTATION AS A FUNCTION OF REFLECTIVITY
PATTERN MOVEMENT

Different structures on the eye, primarily the pupil, iris,
and sclera have different reflectivity properties. As the eye

rotates this reflectivity pattern moves, and that property
can be exploited to measure eye movement. Movement of
the reflectivity pattern can be detected with small numbers
of individual photodetectors, and this, in turn, makes it
possible to achieve relatively high temporal bandwidth.
The technique was pioneered by Torok et al. (46) and Smith
and Warter (47), using a photomultiplier as the detector, and
further developed by Stark and Sandberg (48), Wheeless
et al. (49), Young (50), Findlay (51) and Reulen et al. (52).
The most prominent contrast feature in the pattern is
generally produced by the boundary between the iris
and sclera. Therefore, devices that use small arrays of
photodetectors to measure motion of this pattern are often
called limbus trackers.

The iris sclera boundary is easily visible along the
horizontal axis, but along the vertical axis it is usually
obscured by the eyelids. In fact the boundary between the
eyelids and iris are often the most prominent reflectivity
boundaries along the vertical axis. The eyelids do tend to
move in proportion to vertical eye motion, and are useful as
measures of vertical eye position; but motion of the reflec-
tivity pattern remains a much less dependable function of
vertical (as opposed to horizontal) eye rotation.

In principle, reflectivity pattern tracking is similar to
single feature tracking. As with single feature tracking,
any movement of the sensors with respect to the eye
produces erroneous measurements.

MEASURING POINT-OF-GAZE IN THE PRESENCE
OF HEAD MOTION

Dual feature techniques, such as the pupil to corneal
reflection method, permit computation of gaze direction
with respect to a detector. However, head motion may still
need to be measured in order to accurately determine the
point of gaze on other objects in the environment.

First, consider an example in which the head is free to
move with respect to a stationary detector, and the task is
to measure point of gaze on other stationary objects in the
environment. This is illustrated by the two dimensional
example in Fig. 11. The point of gaze, defined by x, is
dependent not only on u, which can be measured by one
of the dual feature tracking methods previously described,
but also on f and d1, which define head position. If head
motion is small compared to distance to the detector and
scene surface, then changes in head position will have little
effect and can be ignored.

If the location of the eye in the environment space can be
independently measured, and if the detector and scene
surface positions are known with respect to the same
environment space, the following general algorithm can
be used to determine point of gaze on a surface. Use a dual
feature technique to determine direction of the gaze vector
with respect to the detector, and knowledge of the detector
orientation to express this as a direction in the environ-
ment space. Use the gaze direction and known start point
(the location of the eye in space) to write the parametric
equation for a line in the environment coordinate space.
Use knowledge of the scene surface position to solve for the
intersection of a line and a plane. Ohno et al. (29) describe a
version of this strategy.
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Next, consider an example in which the detector is
fastened to headgear worn by the subject. Single as well
as dual feature techniques may be adequate to measure
gaze direction with respect to the head (although single
feature methods will have larger errors if there is any
slippage of the headgear). In order to find point-of-gaze
on objects in the environment it is clearly necessary to
know the position and orientation of the head with respect
to those objects. The following strategies can be used.

1. A second camera can be mounted to the head gear so
that it shares the same reference frame as the eye
sensor, but points toward the subject’s field of view.
Point-of-gaze can be indicated as a cursor superim-
posed on the image from this scene camera.

2. Light-emitting diodes (LEDs) or other special emit-
ters can be fastened to an object in the environment,
such as the bezel of a computer monitor, and detected
by head mounted sensors to locate the object in the
head reference frame. Measurement of gaze in the

head reference frame can then be related to position
on that object.

3. A separate head tracking system can be used to
measure head position and orientation with respect
to the environment. This information can then be
used to compute the location and direction of the gaze
vector in the environment coordinate frame. If the
locations of surfaces are also known in the same
environment reference frame, it is possible to solve
for the intersection of a line (line-of-gaze) with a
surface, to find point-of-gaze on various surfaces in
the environment. A general method for doing this
computation is described in Appendix E of Leger et
al. (8). Duchowski (53) also describes specific algo-
rithms for handling this type of task.

In the case of the head mounted scene camera described
above, it is important to be aware of possible parallax error.
The scene camera is usually not viewing the scene from
exactly the same vantage point as the eye being tracked. As
shown in Fig. 12, eye rotation angle data can be mapped to
the scene camera image plane at a particular image plane
distance, but the relation changes as the image plane
distance changes. The resulting parallax error can be
easily corrected if there is knowledge of the distance, from
he subject to the gaze point. The parallax error may be
negligible if the distance to the gaze point is large compared
to the distance of the scene camera from the eye. It is also
possible, as shown in Fig. 13, to minimize parallax by
bending the scene camera optical path with a beam splitter,
such that the scene camera has the same vantage point as
the eye being measured (54).

If a person with normal ocular function is fixating a
point not infinitely far away, the lines of gaze from the two
eyes should converge. If the gaze angles of both eyes are
measured with head mounted optics, the intersection of
the two lines-of-gaze theoretically indicates the three-
dimensional (3D) point-of-gaze in space, with respect to
a head fixed coordinate system. If head position and orien-
tation are known, this can be transformed to a position in
environment space. Duchowski (53) describes an algorithm
for this computation. It should be noted that, in practice,
the measured lines-of-gaze from the two eyes will almost
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Ref. 26.)
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never intersect. Neither the measurement nor the system
being measured is infinitely precise. The discrepancy can
be resolved as follows. Consider the two planes that are
parallel to the ‘‘vertical’’ axis of the head and which contain
the gaze vector from each of the two eyes. If the two lines-of-
gaze converge, these two planes will intersect along a line,
which is also intersected by the line-of-gaze from each eye.
The 3D point-of-gaze can be chosen to be either of these
intersection points or a point half way between the two.

As the point-of-gaze moves farther from the head, the
vergence angle (the angle formed by the gaze vector from
each eye) diminishes. The relation is reasonably sensitive
at close distances. As distances become longer, a very small
change in vergence corresponds to an increasingly large
change in distance, and moderate measurement noise or
error in the eye tracker may result in a very noisy or
inaccurate point of gaze computation.

MEASUREMENT OF TORSIONAL EYE MOVEMENT

Optical measurement of torsional eye movement was first
accomplished by offline photographic analysis techniques
and later by tracking artificial marks placed on the eye. For
example, Edelmann (55) created a visible mark by sand-
wiching a human hair between two contact lenses. Use of
standard surgical markers, applied just outside the limbus,
has also been reported (56), although this requires that a
local anesthetic be applied to the cornea.

Over the last decade or so it has become practical to
make real time measurements using the patterns that
are naturally visible on the iris, as captured by CCD or
CMOS cameras. This has generally been done either by
using a cross-correlation technique, or a template-matching
scheme to compare the iris over sequential video frames.
The first method, first described by Hatamian and
Anderson (57), and further developed and automated by
Clarke et al. (58) and Bucher et al. (59), cross-correlates
the pixel sequence from a 1 pixel wide path around the
pupil, sampled from each video frame, with that from an
initial reference frame.

It is important that the same strip of iris be sampled
each time, so unless the eye is stationary in the two
nontorsional degrees of freedom, the pupil center must
be accurately tracked. Even so, at eccentric eye positions,
geometric image distortions can cause errors. The points on

the iris that form a circle on the camera image plane when
the subject looks directly at the camera, begin to form a
more elliptical shape on the camera image plane as the
subject looks farther away from the camera. Moore et al.
(60), and Peterka et al. (61) describe a method for avoiding
this type of error by correctly computing the projection of
the eye onto the camera image plane and empirically
solving for parameters that correspond to physical charac-
teristics of the eye or eye-to-camera geometry. A template-
matching scheme described by Groen (62) and further
developed by Zhu et al. (63) is also designed to minimize
geometrical perspective errors by tracking distinctive land-
marks on the iris. Changes in pupil diameter can affect the
pattern of radial markings on the iris and lead to some
torsion measurement error. Guillemant et al. (64) des-
cribes a technique using neural network software to iden-
tify the pupil and iral patterns for torsion measurement.

CALIBRATION

Most eye tracking systems require a practical method to
relate a measured quantity, such as the relative position of
the pupil and corneal reflection, to a desired quantity, such
as point of gaze on a particular scene space. The underlying
relationships behind several techniques for measuring eye
orientation have been presented in preceding sections. In
practice, however, eye tracking systems often rely on com-
pletely empirical techniques to map the measured quantity
to gaze points on a scene space. The measured quantity is
recorded as a subject looks at several known points in the
scene space and either a polynomial curve fit, an inter-
polation scheme, or some combination is used to map
(transform) one to the other.

The process of gathering data to compute the transform
is referred to as the calibration. In this way, the precise
physical dimensions, such as the corneal radius of curva-
ture or angle between the optical and visual axis of the eye,
and precise geometrical relationships between detectors,
illumination sources and scene surfaces do not have to be
explicitly determined. Rather, these relations are automa-
tically incorporated in the implicitly determined function.

Theoretically, the calibration transformation can
remove any systematic error that is a function of the
measured variables. More calibration data points allow
higher order polynomial transforms or more interpolation
points, and usually improve the result, but with diminish-
ing returns. Too many calibration points also result in a
time consuming and onerous procedure. Systems often
require subjects to look at either five or nine target points,
and rarely > 20. In some cases, precise knowledge of the
geometrical relation between components, along with
knowledge of the underlying mechanism, can be used to
reduce the number or calibration points required while
preserving accuracy. Ohno et al. (29) describes a scheme
using this type of strategy.

A cascaded polynomial curve fit scheme, used with pupil
to corneal reflection method eye trackers, is described by
Sheena and Borah (43). The same paper describes a method
to account for changes in pupil position associated with
change in pupil diameter. A 2D interpolation scheme is
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described by McConkie (65), and Kliegle and Olson (66).
Possible variations are unlimited, and available systems
employ a wide variety of calibration schemes. Sometimes,
in order to further reduce systematic error, the users of
commercially produced eye trackers add their own calibra-
tion and transform process onto data that has already been
processed by the manufacturer’s calibration and transform
scheme. Jacob (67) and Duchowsky (53) describe specific
examples.

Amir et al. (68) describe a method for using two cameras
and illumination sources to compute the location of the eye
optical axis with no calibration requirement. The pupil and
corneal reflection images, on each camera, can be used to
determine a plane that must contain the eye optical axis.
The intersection of the two planes, one computed from each
camera image, defines the optical axis. The orientation of
the visual axis relative to the optical axis of the eye varies
across the population, however, and this uncertainty can-
not be removed without requiring at least one calibration
point.

If eye tracker optics are head mounted, the calibration
transform is often designed to map gaze to the image plane
of a head mounted scene camera or a similar imaginary
plane that travels with the head. Head position and orien-
tation measurements can then be combined with this
result, as described in the previous section, to derive the
line-of-gaze in space, and to compute its intersection with
known surfaces.

COMPATIBILITY WITH EYEGLASSES AND CONTACT
LENSES

Eye glasses may present mechanical problems for systems
that require sensors to be very close to the eye. Systems
having sensors that are farther away and that view the eye
through the spectacle lens must contend with mirror reflec-
tions from the spectacle lens and frame, or obstruction by
elements of the frame. Distortion of the image by the
spectacle lens usually does not present a significant pro-
blem since such effects are removed by the calibration
scheme. The biggest reflection problem is often posed by
the illumination source that is part of the eye tracking
system, especially since the sensor must be sensitive in the
spectral region of this light. Antireflective coatings are
usually not good enough to eliminate the problem.

The position of the specular reflection (mirror image of
the illumination source) is determined by the incidence
angle of the illumination beam with the spectacle lens
surface, and it is often possible to position the source so
that the specular reflection does not cover a feature of
interest, although this can become more difficult in the
case of very high power (high curvature) spectacle lenses. If
the specular reflection is not occluding an important fea-
ture, but is still in the sensor field of view, the system must
be able to distinguish the features of interest from the
specular reflection without confusion. This ability varies
among systems, but video based systems can often be used
successfully with eyeglasses.

Contact lenses also are often tolerated well by optical
eyetracking devices, but may sometimes present the fol-

lowing problems. An edge of the contact lens may some-
times be visible or generate a bright reflection, and may
confuse feature recognition, especially if the edge inter-
sects a feature of interest.

When a light source reflection from the outer surface of
the contact lens is visible to the detector, it usually appears
to replace the first Purkinje image (corneal reflection). This
is not a problem for systems that use the corneal reflection,
so long as the visible corneal reflection is always the
reflection from the contact lens. Although the contact lens
surface will have a slightly different position and curvature
than the cornea, the difference in the motion of this reflec-
tion from that of the real corneal reflection is easily
accounted for by whatever calibration scheme is used.
However, if the contact lens moves so that the reflection
appears to fall off the edge of the contact lens and onto the
cornea, there will be a shift in the computed gaze position.
Hard contact lenses, which tend to be relatively small and
float about on the tear film, are more likely to cause this
problem than the larger soft lenses.

The contact lens surface may be less reflective than the
cornea, resulting in a dimmer first Purkinje image, and
making detection more difficult.

ILLUMINATION SAFETY

Most eye trackers that use optical sensors also include a
means to illuminate the eye, usually with nonlaser light at
the lower end of the near-infrared (IR-A) spectral region.
The IR-A region spans the wavelengths between 770 and
1400 nm. To prevent harming the eye, it is important to
avoid excessively heating the cornea and lens, and to avoid
focusing too much energy on too small a spot on the retina.

The American Conference of Governmental Industrial
Hygienists (ACGIH) suggests the following safety criteria
for extended exposure to nonlaser, near-IR light (69). To
protect the cornea and lens from thermal injury, irradiance
at the eye should be no > 10 mW�cm�2. To protect the
retina, near-IR radiance, expressed in units of W�(cm2 �
sr)�1, should be limited to no> 0.6/a, where a is the angular
subtense, in radians, of the source as seen by the subject.

Various safety standards are specified by many other
organizations, including the American National Standards
Institute (ANSI), The U. S. Food and Drug Administration
(FDA), the International Electrotechnical Commission
(IEC), and others, although some of these are intended
specifically for laser sources. A comprehensive review of
light safety issues can be found in a book by Sliney and
Wolbarsht (70).

SPECIFIC IMPLEMENTATIONS OF OPTICAL TECHNIQUES

Photo Electric, Reflectivity Pattern (Limbus) Trackers

There are a small number of commercially available sys-
tems that use a photo electric reflectivity pattern (limbus)
tracking technique to measure eye movements. Figure 14
shows a schematic for a basic system measuring horizontal
eye position. The difference in the signal received by
the two photodetectors is roughly proportional to the
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horizontal position of the reflectivity pattern across the
eye, with the most prominent feature of the pattern being
the contrast between the white sclera and darker iris
(limbus). Modulation of the LED, typically at 2 kHz or
higher, and corresponding demodulation of photosensor
signals diminishes the effect of ambient light. The signal
is low pass filtered to remove modulation artifacts; and is
either scaled and linearized with analog controls, or
sampled and processed digitally, in order to scale and
linearize the values.

Vertical position can be measured by orienting a similar
LED and sensor array vertically, instead of horizontally.
The results are less dependable because the high contrast
iris to sclera boundary is often obscured by the eyelids.
Alternately, vertical position is measured by aiming the
horizontally oriented LED and sensor array at the bound-
ary between the eye and the lower eyelid, and summing
(instead of differencing) the photodetector signals. The
result is really a measure of lower eyelid position, and
takes advantage of the fact that the lower eyelid moves
roughly in proportion to vertical eye motion. In either case,
the vertical measurement is less accurate and less repea-
table than the horizontal measure.

The LED and photosensors are positioned within � 2 cm
of the eye, and are mounted to a head band, goggles, or
spectacle frames. The detector assembly inevitably
obscures some of the visual field. Since the reflectivity
pattern moves more or less as would a landmark on the
eyeball surface, a 1 mm shift of the optics on the head is
expected to produce an error of � 58. There is often a
distinct cross-talk effect. The horizontal measurement
values are affected by vertical eye position, and visa versa.

If vertical eye position is also measured, the calibration
transform can attempt to correct cross-talk.

System bandwidth is limited, primarily, by the low pass
filtering needed due to the modulation scheme, and is
typically 50–100 Hz. If the signal is processed digitally,
sample rates are often at least 1000 Hz. It is possible to
achieve resolutions of > 0.058 visual angle. While band-
width and resolution are very good, accuracy is somewhat
undependable because of headgear slippage affects, cross-
talk effects, and, especially in the vertical axis, eye lid
effects. Accuracy of 18 along a horizontal axis and 28 along a
vertical axis may be achievable over a short period, but
errors of several degrees would not be unusual, especially
over longer periods or in the presence of vigorous head
motion. Devices that use one LED and two photo sensors
for a given axis tend to become very nonlinear, and difficult
to calibrate over > 30 or 408 in either axis. The range can be
extended somewhat by using multiple LEDs and sensors
for each axis. Neither torsional eye movements, nor pupil
diameter is measured.

Photoelectric, reflectivity pattern (limbus) trackers are
best suited to measure dynamics of horizontal eye move-
ments as opposed to point of regard measurement, although
they are sometimes used for point of regard measurement as
well. Systems in this category are commercially available
from Applied Science Laboratories Bedford, MA (71), Cam-
bridge Research Systems Ltd, UK (20), and Optomotor
Laboratory, Freiburg, Germany (72).

Cambridge Research Systems offers a version of their
device designed for use in fMRI environments. In this case,
the LEDs and photodiodes are located outside of the mag-
net bore, and connected to the eye piece, within the magnet
bore, via fiber optic cables (20).

Dual Purkinje Image Measurement (CR/4PI)

A technique was described by Cornsweet and Crane (45)
and further developed by Crane and Steele (73,74) in which
the eye is illuminated with a modulated IR source, and
servo controlled mirrors are used to image the first and
fourth Purkinje images onto solid state quadrant detectors.
Demodulated, analog signals from the quadrant detectors
are used, in separate feed back loops, to move the mirrors
and keep the images centered on the detectors. The result-
ing mirror positions constitute measures of the feature
positions, and can be used to compute eye rotation with
respect to the optics.

A schematic representation of the system is shown in
Fig. 15. The entire optics platform is mounted to a servo
controlled XYZ stage, which automatically moves to opti-
mize overall system alignment. A hot mirror beam splitter
is used to direct light to and from the optical unit, which is
positioned off to one side of the subject. By looking through
the beam splitter, the subject has an unimpeded view of the
forward visual field. Not shown in the simplified schematic
is an autofocus mechanism, implemented with a beam
splitter, off axis aperture, and bicell detector, in the first
Purkinje image optical path.

The subject’s motion is usually restricted with a head rest
or bite bar assembly. Because the fourth Purkinje image is
visible only through the iris opening, measurement range is
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Figure 14. Schematic showing simple reflectivity pattern
(limbus) tracker for horizontal measurement. (Adapted from a
diagram in Ref. 8.)



restricted to about � 108 visual angle, although this can be
extended to about � 158 by using drops to dilate the pupil.
Accuracy is� 1 min of arc, and the sampling rate is 1000 Hz.
Using a model eye, Crane and Steele (74) empirically mea-
sured a bandwidth of � 500 Hz (for small eye movements of
several degrees), noise levels of 20 arc�s rms, response delay
of 0.25 ms, and linear tracking of slew rates up to �20008�s.
The manufacturer of a current version of the device
specifies a bandwidth of 400 Hz and a 1 ms response time
(75).

Although the subject’s motion is restricted and the mea-
surement range is small, the accuracy, precision and tem-
poral bandwidth are exceptionally good. The Dual Purkinje
image eye-tracking device can provide a precise enough and
fast enough measurement, for example, to allow another
device to effectively stabilize an image on the retina (74).
Neither torsional eye movement nor pupil diameter is mea-
sured, but it is possible to attach an infrared optometer,
which provides a real-time, analog measure of changes in
eye accommodation (75). An updated version of the device
described by Crane and Steele (74) is offered commercially
by Fourward Technologies, Inc, Buena Vista, VA. (75).

Systems Using Two-Dimensional Video Sensor Arrays

Eye tracking devices that use 2D CCD or CMOS sensor
arrays exist in wide variety, and are commercially available

from numerous sources. The term video oculography (VOG)
is often used to describe this type of system. Most current
systems in this category use the pupil to corneal reflection
technique (CR/Pupil) to measure gaze direction, but there
are exceptions. Some systems designed primarily to mea-
sure ocular torsion might rely on a fixed position of the head
with respect to the sensor, and use only pupil position to
correct for gaze direction changes. Some systems that nor-
mally use the pupil-to-corneal reflection technique have
options to measure with only pupil position or only corneal
reflection position under certain circumstances. Other sys-
tems are designed to measure the position of the head in
space, and use a camera (or cameras) with a wide-angle view
on which the corneal reflection can not easily be resolved.
These systems may use the pupil position relative to a facial
feature to compute gaze direction.

Note that a pupil-only or corneal-reflection-only mea-
surement offers some advantages if it can be assured that
the head does not move with respect to the camera. Pupil
and corneal reflection motion have greater sensitivity to
eye rotation than the pupil-to-corneal reflection vector, and
the measurement is therefore more precise (less noisy).

Figure 16 is a functional diagram consistent with most
current video-based eye tracking systems. The functions
may be distributed among physical components in various
ways, and a separate head tracking system may or may not
be included.
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Figure 15. Schematic representation
of Double Purkinje image eye tracker.
(Redrawn from Ref. 73.)



Some systems input video from the eye camera to PC
memory via a USB or firewire connection, either directly
from a camera with compatible output, or via a video–
firewire converter. The PC CPU then does all the proces-
sing. Alternately, a frame grabber installed on the PC may
be used to digitize a composite video signal. In some cases,
the resulting digitized signal is processed by the PC, or in
other cases, a frame grabber that also has image processing
capabilities may do some portion of the processing before
making a reduced information set available to the PC. In
still other cases, the eye video is input to a completely
custom processing board or board set, often populated with
some combination of field programmable gate array
(FPGA) and digital signal processing (DSP) components.
The custom processor may do virtually all of the processing
or may send a reduced data set to a PC. Other workstations
may be used in place of the PCs referred to above. In short,
there is enormous variety possible. Systems that support
> 60 Hz update rates often make some use of custom pro-
cessing components to help achieve the high speed.
Although not yet capable of the same temporal bandwidth
as several other types of system, camera based systems are
now available with high enough update rates to make them
useful for study of eye movement dynamics. Video-based
systems almost always measure pupil diameter as a bypro-
duct of computations for eye rotation measurement, and
these systems are sometimes used as pupillometers.

The two main subcategories within this group are head
mounted systems, having the sensor and small optics
packages mounted to headgear; and remote systems,
relying on optics mounted to the environment (table,
instrument panel, etc.). In both cases these are often used
as real time point of regard systems. The following sections
describe video based, head mounted and remote eye track-
ing systems, respectively; followed by a section describing
systems designed to handle the special problem of opera-
tion in MRI devices.

Head Mounted, Video Based Systems. Head mounted
sensors are often designed to view a reflection of the eye
from a beam splitter, as shown in Fig. 17, so that the

sensor, lens, and illumination source need not be in the
subject’s field of view. The beam splitter is coated to be a hot
mirror, very reflective in the near-IR, but not in the visible
spectrum. In some cases, however, the module containing
the sensor is positioned on a stalk (Fig. 18), so that it can
obtain a direct view of the eye. Illumination is most often
provided by one or more near infrared LEDs. Both dark-
pupil and bright-pupil type optics are represented among
available systems.

The image of the eye produced by a head mounted
sensor yields information about eye orientation with
respect to the head. In other words, line of gaze is measured
in the head reference frame. In some cases, this is the
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Figure 16. Schematic showing the basic functional architecture
of most video-based eye tracking systems.

Figure 17. The head mounted module directly over the subject’s
right eye contains both a camera and illuminator, which are aimed
down at the tilted, hot mirror beam splitter. The camera views a
reflection of the eye from the hot mirror. The module just to the
nasal side of the eye camera module is a scene camera, aimed
toward the subject’s field of view. (Courtesy of Applied Science
Laboratories, Bedford, MA.)

Figure 18. Head mounted camera and illuminator module is
mounted on a stalk, and is aimed directly at the eye. (Courtesy
of SR Research, Inc. Ontario.)



desired quantity, but in other cases the desired measure-
ment is point of gaze in the environment. In order to find
point of gaze on objects in the environment, it is necessary
either to detect the positions of those objects with respect to
the head, or to detect the position and orientation of the
head with respect to the environment containing the
objects. Techniques for accomplishing this were discussed
in the previous section titled ‘‘Measuring point of gaze in
the presence of head motion’’. All of these methods have been
used by commercially available, pupil–corneal reflection-
type systems.

Head tracking devices commonly used with head
mounted eye trackers include magnetic systems that mea-
sure the position and orientation of a small, head gear
mounted, set of coils with respect to a larger set of sta-
tionary coils; optical systems that use head mounted sen-
sors to detect moving laser beams from a stationary source;
and a system which uses a head mounted inertial package
for high frequency measurements, corrected by lower fre-
quency measurements from ultrasonic emitter–receiver
pairs (8).

Head tracking systems capable of sufficient 6 degree of
freedom accuracy usually restrict subject to 1 or 2 m of
movement. Applications requiring a subject to walk or run
a significant distance usually rely on a head mounted scene
camera to capture information about point of gaze on the
environment. There are available systems that allow sub-
jects to move about with no physical connection to sta-
tionary components while either recording data on a
recording device attached to the subject, or using wireless
transmission to send data to a base station.

Systems intended for neurological testing are usually
concerned with eye movement with respect to the head
rather than point of gaze in the environment. Some of these
systems measure ocular torsion as well as measuring gaze
direction with either pupil-to-corneal-reflection or pupil
position techniques.

Measurement accuracy, of head mounted, video-based,
eye trackers, tends to be from � 0.5–1.08 visual angle, with
resolutions varying from 0.01 to 0.18 visual angle. Mea-
surement range is 60–708 visual angle in the horizontal
axis and usually � 208 less in the vertical axis due to eye lid
interference. These figures refer to measurement of gaze
direction with respect to the head. The measurable field of
view with respect to the environment is unrestricted
because subjects are free to turn their heads and bodies.
Measurement update rates range from 25 to 360 Hz, with
at least one commercially available system offering 500 Hz
with pupil-only (as opposed to pupil-to-corneal-reflection)
measurements.

When a head mounted eye tracker is used in combina-
tion with a head tracking device, in order to measure point
of gaze in the environment, error in the final measurement
is increased due to noise and error in the head position and
orientation measurement. The result can vary widely
depending on the particular combination of equipment
being used and the conditions under which measurements
are being made. It is probably not unreasonable to expect
additional errors corresponding to � 0.2–1.08 visual when
using a head mounted eye tracker to measure point of gaze
on elements in the environment. Conditions that create

difficulties for either the eye or head tracking components,
for example a heavily metallic environment when using a
magnetic head tracker, or occlusion of the pupil image by
reflection from some external light source, may cause
errors to increase dramatically or make the measurement
impossible.

Manufacturers of systems that include ocular torsion
measurement usually specify torsion measurement range
of 18–208, resolution of � 0.18, and linearity between 1 and
4% of full scale. Video-based, head mounted systems, using
the pupil to corneal reflection measurement technique,
currently allow point of gaze measurement in the most
diverse environments, and with the greatest freedom of
subject motion and measurable field of view. They do not
have as high a temporal bandwidth as scleral search coil,
double Purkinje image, EOG, or reflectivity (limbus) track-
ing systems, and are not as accurate or precise as scleral
search coil, or double Purkinje image systems. They do
require that the subject wear head gear, but the size and
obtrusiveness of the headgear has been steadily reduced
over the past decade. It is becoming practical to use this
type of system in ever more flexible and varied settings.
The amount and severity of subject motion, the amount of
variation in ambient light environment, and the length of
time over which continuous measurements must be made,
all tend to trade off somewhat against the accuracy and
dependability of the measurements.

Video-based eye trackers, with head mounted optics, are
offered commercially by: Alphabio, France (76); Applied
Science Laboratories, Bedford, MA (71); Arrington
Research, Inc., Scottsdale, AZ (77); Chronos Vision GmbH,
Berlin, Germany (78); Guymark UK Ltd, UK (22); EL-MAR
Inc, Downsview, ON (79); ISCAN, Inc., Burlington, MA
(80); Neuro Kinetics Inc. Pittsburgh, PA (24); SensoMotoric
Insturments GmbH, Berlin, Germany (81); and SR
Research Ltd, Osgoode, ON (82).

Head mounted systems that measure ocular torsion are
available from: Alphabio, France (72); Arrington Research,
Inc, Scottsdale, AZ (77); Chronos Vision GmbH, Berlin,
Germany (78); Neuro Kinetics Inc. Pittsburgh, PA (24);
and SensoMotoric Insturments GmbH, Berlin, Germany
(81).

Remote, Video-Based Systems. Remote (nonhead
mounted) systems have one or more videosensors and
illumination sources that are fixed to the environment
and aimed toward the subject. The optics may sit on a
table next to or underneath a monitor being viewed by the
subject, may be mounted on a vehicle (or vehicle simulator)
instrument panel, or mounted to the environment in some
other way. Both bright and dark pupil optics are used. In
the case of bright pupil optics, the illuminator may be a ring
of LEDs placed close enough to the lens to produce the
bright pupil effect, an LED actually mounted over the front
of the lens so that it blocks only a small portion of the lens
surface, or a beam splitter arrangement like that shown in
Fig. 6.

Some system configurations require the subject’s head
to be stabilized. This maximizes achievable accuracy and
dependability. A chin and forehead rest, or cheek and
forehead rest are commonly used, although these do allow
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a small amount of head motion. A bite bar with a dental
impression can be used to completely stabilize the head. In
the case of nonhuman primate research the head is often
stabilized by other means appropriate for neural recording.
The camera, lens, and illumination sources can all be
stationary (after manual positioning) and may safely be
designed with a field of view just large enough to comfor-
tably accommodate pupil and corneal reflection motion due
to eye rotation. If the subject’s head is sufficiently stabi-
lized there is no need to differentiate between eye rotation
and head translation, and, as previously discussed, there is
a precision advantage to using a pupil-only (rather than
pupil-to-corneal-reflection) measurement. Some systems
allow a choice between pupil-to-corneal-reflection and
pupil-only or corneal-reflection-only measurement.

Alternately, the eye camera field of view may be wide
enough to accommodate the motions of a seated subject
who is not restrained, but is voluntarily remaining still. If
the subjects are provided with feedback, so that they know
when they are moving out of the legal space, it is only
necessary to allow � 5 cm of head motion.

Many remote systems are designed to allow enough
head motion to accommodate normal motions of a person
working at a computer terminal or driving a car, and so on.
This is accomplished either by dynamically rotating the
camera optical axis so that it always points toward the eye
being tracked, by using a camera field of view wide enough
to accommodate the desired head motion, using multiple
cameras, or some combination of these. Head motion
toward and away from the eye camera must either be small
enough to remain within the lens system depth-of-field, or
must be accommodated by an autofocus mechanism.
Figure 19 shows an example of an eye camera that auto-
matically moves in azimuth (pan) and elevation (tilt) to
follow the eye as the head moves about. Figure 20 is an
example of a camera with a moving mirror used to direct

the optical path, and Fig. 21 shows a system with station-
ary sensor and illumination components in an enclosure.

Systems with a moving camera or moving mirrors often
use a closed loop control, based on the detected position of
the pupil in the camera field of view. The moving element is
driven to move the image toward center. If the pupil is
completely lost from the camera field of view, the system
may execute a search pattern, use information from a
separate head tracking system to reacquire the eye, or
require that a human operator intervene to reacquire
the eye image. Such systems can have a relatively narrow
eye camera field of view, thus maximizing image resolution
for the features of interest. The disadvantage is the need
for moving parts, and the possibility of failing to maintain
the eye image in the camera field of view.

Systems that do not require moving parts have a sig-
nificant advantage in terms of system simplicity and
dependability. Furthermore, there is the possibility of
using the same image to measure head position and to
track the movement of both eyes. The trade-off is that as
the field of view is increased, resolution is reduced (the
pupil and corneal reflection are imaged onto fewer pixels)
and the features of interest must be identified within a
larger, more complex image.

The pupil-to-corneal-reflection method alone can be used
to determine gaze angle with respect to the eye camera.
However, in the presence of significant head motion, this is
not sufficient to accurately determine point of gaze on other
surfaces. Some remote systems use head trackers to find the
position of the eye in space, and use the information to more
accurately compute point of gaze on other stationary sur-
faces. Head position information can also be used to help aim
moving cameras or mirrors. The same types of head tracker
mentioned in the previous section, as being appropriate for
use with head mounted eye trackers, are sometimes used in
conjunction with remote eye trackers.
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Figure 19. Example of a remote eye tracker optics
module that moves in azimuth (pan) and elevation
(tilt) to keep a telephoto eye image within the camera
field of view. (Courtesy of Applied Science Labora-
tories, Bedford, MA.)



In the case of remote eye trackers, it is also possible to
use one or more wide angle cameras to locate the head and
eyes. The head tracking camera (or cameras) may be
separate from the eye tracking camera, or alternately,
the same cameras (or cameras) may be used for both.

At present, remote systems that offer > 60 Hz update
rates either require the head to be stabilized, or use a
narrow field image that is dynamically directed to follow
head motions. Systems that use stationary wide-angle
optics typically update at 60 Hz or less, probably because
of the extra processing required for feature recognition in
the more complex wide-angle image. Systems that either
require the head to be stabilized or direct a narrow field of
camera to follow head motion are available with update
rates of up to 360 Hz. As with head mounted systems,
higher update rates result in lower signal/noise ratios
for the sensor.

For configurations that stabilize the subject’s head,
accuracy of remote, video-based eye tracking systems tends
to be � 0.5–1.08 visual angle, with resolutions varying from
0.01 to 0.18 visual angle. When a remote eye tracker is used
to measure point of gaze on a stationary surface, and head
motion is allowed, some additional error can be expected. If
no attempt is made to account for head motion, the equa-
tion in Fig. 11 can be used to estimate the amount of error
expected from a given change in head position. If an
attempt is made to correct for head movement, the amount
of additional error depends on the accuracy of the head
position measurements, and the way the information is
used in the point-of-gain computation, as well as the range
of head motion. It is probably not unreasonable to expect an
additional 0.5–1.58 of error when there is significant head
motion. Data may also have additional error, or even be
briefly lost, during fast head motion, due to instability of
the eye image on the eye-camera field of view.

Remote systems using one eye-camera and one illumi-
nation source, and the pupil-to-corneal-reflection method,
can generally measure gaze directions that are within �
25–358 visual angle from the eye-camera lens. At more
eccentric angles the corneal reflection is either not visible
to the eye camera, or easily confused with multiple reflec-
tions from the sclera. The exception is that when line of
gaze is below the eye-camera, the upper eyelid often begins
to occlude part of the pupil. The amount of eye lid occlusion
under this condition varies from subject to subject.
Furthermore, different eye tracking systems, using differ-
ent recognition and center computation algorithms, are
tolerant of different amounts of occlusion. This often limits
measurement range to 5–108 visual angle below the eye-
camera, and for this reason, the environment is usually
arranged with the eye-camera at the bottom of the scene
space that is of interest. The result is a horizontal gaze
measurement range of� 50–708 visual angle, and a vertical
range of � 35–458.
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Figure 20. Example of a remote eye tracker optics
module that uses a moving mirror to keep a telephoto
eye image within the camera field of view. The optics
module is shown with its cover removed. (Courtesy of
Applied Science Laboratories, Bedford, MA.)

Figure 21. Example of a remote eye tracker optics module using
stationary wide angle optics. Sensor, lens, and illumination com-
ponents are within the enclosure. (Courtesy of Tobii Tehnology AB,
Stockholm, Sweden.)



The range of measurable gaze directions, using the
pupil-to-corneal-reflection method, can be increased by
using multiple illumination sources (and thus multiple
corneal reflections). The horizontal range can be increased
to as much as 908 by widely spacing illumination sources.
Only a more modest range expansion is possible in the
vertical axis because of eyelid interference.

Remote, video-based, eye trackers, offer the possibility
of measuring eye movement very unobtrusively. Unlike
head mounted systems, nothing need be worn by the sub-
ject (unless using a type of head tracker that requires a
head mounted sensor), and the optics can be hidden from
obvious view by a filter that is transmissive in the near-IR.
The range of subject motion and measurable field of view is
significantly more restricted than for systems with head
mounted optics, although less so than for most other
techniques. Measurement accuracy, resolution, and tem-
poral bandwidth are not as good as that available with the
much more restrictive and obtrusive double Purkinje
image method, or scleral search coil method.

Remote, video-based, eye movement measurement sys-
tems are commercially available from: Applied Science
Laboratories, Bedford, MA (71); Arrington Research,
Inc., Scottsdale, AZ (77); Cambridge Research Systems
Ltd, UK (20), ISCAN, Inc., Burlington, MA (80); LC Tech-
nologies Inc., Fairfax, VA (83); Metrovision, Pérenchies,
France (23), Seeing Machines, Canberra, Australia (84);
SensoMotoric Insturments GmbH, Berlin, Germany (81);
SR Research Ltd, Osgoode, ON (82); and Tobii Technology
AB, Stokholm, Sweeden (85).

Video-Based Systems for use in Conjunction with f MRI.
There are commercially available, video-based eye tracker
systems, which use the pupil-to-corneal-reflection method,
and are specifically configured to be used in conjunction
with fMRI measurements of brain activity.

During fMRI measurements, the subject’s head and
torso are inside the main MRI magnet bore, and a smaller
head coil is placed fairly closely around the subject’s head.
The head coil always has an opening over the subject’s eyes,
and there is usually some provision for the subject to look at
a visual display, often with the help of a mirror or set of
mirrors. The environment is challenging because there is

not much room in which to arrange an optical path from the
subject’s eye to a camera, and also because any electronic
equipment used must operate in a high magnetic field,
without creating even small amounts of magnetic field
noise that would interfere with the MRI measurement.

One approach is to use a camera equipped with a tele-
photo lens, and placed outside of the magnet. The camera is
aimed down the magnet bore, and views a reflection of the
eye on a small mirror placed inside of the magnet, near the
subject’s head. The optical path length from the camera
lens to the eye is typically at least 2.5–3 m, necessitating a
fairly large telephoto lens, and powerful illumination
source. An example is shown in Fig. 22, and is similar to
a setup described by Gitleman et al. (86). The system
shown is using a bright pupil technique, so there is only
one coaxial path for both the camera and illumination
beam. In this case, a second mirror allows the subject to
look at a display screen. Many variations of both the eye
camera and display screen optical paths are possible.

Other systems bring the eye image out of the magnet, to
the sensor, with a coherent, fiber optic bundle. This has the
advantage of not requiring large, telephoto optics, but the
resolution of fiber bundles are limited and light is attenu-
ated somewhat unevenly by the individual fibers that
comprise the bundle. Fiber optics may also be used to relay
the output from an illumination source into the magnet. It
is possible to place a small camera inside the magnet, but it
can be difficult to avoid some interference with the mag-
netic field and resulting degradation of the fMRI measure-
ment.

Video-based, eye tracking systems designed for use
during fMRI measurement, are commercially available
from Applied Science Laboratories, Bedford, MA (71);
Arrington Research, Inc., Scottsdale, AZ (77); ISCAN,
Inc., Burlington, MA (80); and SensoMotoric Insturments
GmbH, Berlin, Germany (81).

COMPARISON OF EYE MOVEMENT MEASUREMENT
TECHNIQUES

Table 1 is an abbreviated comparison of the various tech-
niques discussed.

EYE MOVEMENT, MEASUREMENT TECHNIQUES FOR 283

Figure 22. Example of eye tracker
optical path in an fMRI system. The
drawing shows the magnet in cut-
away view. One mirror, just above
the subject’s face, reflects the eye
image to the eye tracker camera,
while another allows the subject to
view a stimulus on a rear projection
screen. Many variations to this
arrangement are used, including
configurations in which both the
projection screen and eye tracker
optics module are at the same end
of the magnet. (Courtesy of Applied
Science Laboratories, Bedford, MA.)



An earlier, but comprehensive and still pertinent review
of eye movement measurement techniques, can be found in
Young and Sheena (87). A book by Duchowski (53) presents
a detailed treatment of many aspects of eye tracking
methodology. The journal Computer Vision and Image
Understanding has devoted an entire special edition to
developments in optical eye tracking, with an emphasis
on real-time, nonintrusive techniques (88). A database of
commercially available eye movement measurement
equipment is available at a web site hosted by the Uni-
versity of Derby (89).
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INTRODUCTION

Fetal monitoring is a special type of electronic patient
monitoring aimed at obtaining a record of vital physiologic
functions during pregnancy and birth. Such monitoring is
applied in assessing the progress of pregnancy and labor,
and it can identify conditions that concern the clinician
caring for the patient. These nonreassuring recordings can
lead to special considerations in caring for the pregnant
patient and in managing her labor. Although these record-
ings are no longer considered to be definitive in identifying
most forms of fetal distress, they can help to reassure patient
and clinician that the fetus is able to withstand the physio-
logicstressof laboranddelivery.Thetechnologyisalsouseful
in assessing high risk pregnancies, which, in most cases, is
only reassuring as opposed to giving a definitive diagnosis.
Although this technology is now recognized to have diagnos-
tic limitations, it is still frequently used in the hospital and
clinics as an adjunct to other diagnostic evaluations.

PHYSIOLOGIC VARIABLES MONITORED

The goal of fetal monitoring is to ensure that vital fetus
organs receive adequate perfusion and oxygen so that
metabolic processes can proceed without compromise
and these organs can carry out their functions. Thus, an
ideal situation for monitoring from the physiologic stand-
point would be to monitor the perfusion and oxygen tension
in the fetal central nervous system, heart, kidneys, and
brain, with the brain being by far the most important. It is
also important to know that the fetus is receiving adequate
oxygen and nutrients from the mother through the pla-
centa. Unfortunately, it is not possible to directly or even
indirectly measure these variables in the fetus in utero
using currently available technology. One, therefore, must
look for related secondary variables that are practical for
monitoring and are related to these critical variables. In
the following paragraphs, some of these variables and the
methods used to obtain them are described.

METHODS OF MONITORING BY A HUMAN OBSERVER

Any discussion of fetal monitoring must begin by pointing
out an obvious, but often overlooked, fact that fetal mon-

itoring does not always require expensive electronic equip-
ment. Basic fetal monitoring can be carried out by a trained
clinician using his or her hands, ears, and brain. A feto-
scope is a stethoscope especially designed for listening to
the fetal heart sounds through the maternal abdomen,
which can be used to follow the fetal heart rate (FHR),
and a hand placed on the abdomen over the uterus can be
used to detect the relative strength, frequency, and dura-
tion of uterine contractions during the third trimester of
pregnancy and labor. Any woman who has experienced
labor will point out that the patient is also able to detect the
occurrence of uterine contractions during labor. Although
these techniques are only qualitative, they can be quite
effective in providing information on the patient in labor
and frequently represent the only fetal monitoring that is
necessary in following a patient.

The main problems with this type of fetal monitoring are
associated with convenience, fatigue, data storage and
retrieval, and the difficulty of simultaneously processing
multiple inputs. Electronic instrumentation can help to
overcome these types of problems. Although electronic
devices are less flexible and, at the present time, unable
to interpret data as well as their human counterparts, the
electronic devices can provide quantitative data, conti-
nuously monitor patients with minimal interruption of
hospital routines, monitor for extended periods of time
without fatigue, store data in forms that can be reeval-
uated at a later time, and, in some circumstances, make
elementary logical decisions and calculations based on the
data. Thus, the electronic monitor can serve as an exten-
sion of the clinician’s data-gathering senses and provide a
convenient method of recording and summarizing these
data. Such a monitoring apparatus has the potential of
allowing the clinician to optimize his or her limited avail-
able time.

FETAL HEART RATE MONITORING

The widespread use of electronic fetal monitoring was the
result of the development of a practical method of sensing
the fetal electrocardiogram and determining the instanta-
neous fetal heart rate from it. Much of the early work in
this area was carried out by Dr. Edward Hon and associ-
ates who demonstrated a practical technique for directly
obtaining the fetal electrocardiogram during labor (1).
Techniques for obtaining the fetal heart rate can be clas-
sified as direct or indirect. The former involves invasive
procedures in which a sensor must come into contact with
the fetus to pick up the fetal electrocardiogram; the latter
techniques are relatively noninvasive procedures where
the mother’s body serves as an intermediary between the
fetus and the electronic instrumentation. In this case,
the maternal tissue conducts a signal (electrical or
mechanical) between the fetus and the surface of the
mother’s abdomen.
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Direct Determination of Fetal Heart Rate

Direct FHR determinations are made from the fetal elec-
trocardiogram (FECG). This signal is obtained by placing
an electrode on the fetus and a second electrode in the
maternal vaginal fluids as a reference point. These elec-
trodes are connected to a high input impedance, high
common-mode rejection ratio bioelectric amplifier. Such
a direct connection to the fetus can be made only when the
mother is committed to labor, the uterine cervix has
dilated at least 2 cm, and the chorioamniotic membranes
have been ruptured. In principle, it is possible to pass a
wire through the maternal abdominal wall into the uter-
ine cavity and beneath the fetal skin to obtain the FECG,
and this technique was experimentally reported in the
past (2). The method, however, places the mother and
fetus at risk and is not used or suitable for routine clinical
application. Indirect methods of determining the FHR
that are available today make the application of such a
technique unnecessary. Thus, the method that is directly
used to obtain the FECG is to attach an electrode to the
fetal presenting part through the cervix once the mother
is committed to labor and the fetal membranes can be
ruptured.

Although many different types of electrodes for
obtaining the FECG have been described, best results
are obtained when the electrode actually penetrates the
fetal skin. The reason is illustrated in Fig. 1. The fetus
lines in a bath of a amniotic fluid that is electrically
conductive due to its electrolyte content. This amniotic
fluid tends to short-out the fetal electrocardiogram on the
skin surface, therefore, those potentials that are seen on
the surface are relatively weak and affected by noise.
Even if it were physically possible to place conventional
chest electrodes on the fetus for picking up the electro-
cardiogram, a poor-quality signal would be obtained
because of this shunting effect. The amniotic fluid does,
however, provide a good central terminal voltage for the
fetal electrocardiogram because it contacts most of the
fetal body surface.

The fetal head is normally positioned against the dilat-
ing cervix when the mother is in labor, but it is possible for
the fetal buttocks or other parts to present first. As the
cervix dilates, the skin on the presenting part can be
observed through the vagina, and it is possible to place
an electrode on or within this skin. If this electrode pene-
trates the fetal scalp (or other exposed skin surface), it
contacts the subcutaneous tissue. As an electrical resis-
tance associated with the surface layers of the fetal skin
exists, as indicated in Fig. 1, placing the electrode sub-
cutaneously bypasses this resistance and gives a stronger,
more reilable signal. Penetrating the skin also helps to
physically keep the electrode in place on the fetus during
movement associated with labor.

Various types of penetrating fetal electrodes ranging
from fish hooks (3) to wound chips (4) have been developed
over the years. Today, the most frequently applied elec-
trode in the helical electrode originally described by Hon et
al. (5). This electrode, as illustrated in Fig. 2, consists of a
section of a helix of stainless-steel wire on an electrically
insulating support. The tip of the wire is sharpened to a
point that can penetrate the fetal skin when pressed
against it and rotated to advance the helix. Typical dimen-
sions of the wire helix are 5 mm in diameter with 1.25 turn
of the wire exposed so that the tip of the helix is 2 mm from
the surface of the insulator. A second stainless-steel elec-
trode consisting of a metal strip is located on the opposite
end of the insulator from the helix and is used to establish
contact with the amniotic fluid through the fluid in the
vagina. Lead wires connect the two electrodes to the exter-
nal monitor.

The electrode is attached to the fetal presenting part by
means of a special applicator device, which allows the
electrode helix to be pressed against the fetal head to
penetrate the skin and be twisted so that the entire
wire is advanced beneath the surface of the skin until
the insulating portion of the electrode contacts the skin.
The flexible lead wires then exit through the vagina and
can be connected to the monitoring electronics.

Signal Processing

In fetal heart monitoring, it is desired to have a continuous
recording of the instantaneous heart rate. A fetal monitor
must, therefore, process the electrocardiogram sensed by
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Figure 1. Schematic view and equivalent circuit of a direct fetal
ECG electrode penetrating the fetal skin.

Figure 2. A helical direct fetal ECG scalp electrode of the type
described by Hon et al. (5).



the electrode and present the results on a computer moni-
tor or paper printout. A typical electronic system for doing
this recording is illustrated in Fig. 3. The signal from the
fetal electrode has an amplitude ranging from 50mV to
1.2 mV, which is amplified to a more suitable level for
processing by an amplifier stage. The input of this aimpli-
fier is electrically isolated and must have a very high input
impedance and low lekage current because of the polariz-
able nature of most fetal electrodes. A high common-mode
rejection ratio is also important, because a relatively strong
maternal electrocardiogram signal is present on both elec-
trodes. Another characteristic of the amplifier system is
that it includes filtering to minimize the amplification of
noise and motion artifact from the fetal electrode. As the
purpose of the electronics is primarily to display the instan-
taneous heart rate, the filtering can distort the configura-
tion of the fetal electrocardiogram as long as it does not
affect the time at which the QRS complex appears, as it is
used to determine the heart rate. For this reason, a rela-
tively narrow band-pass filter is often used. The QRS
complex contains higher frequencies than the rest of the
electrocardiogram, and noise frequently has a predomi-
nance of the lower frequencies. For this reason, the band-
pass filter can be centered at frequencies as high as 40 Hz.

Many ways exist for the QRS complex can be detected.
The simplest of these is a threshold detector that indicates
whenever the output voltage from the amplifier exceeds a
preset threshold. The level of this threshold is adjusted
such that it is usually greater than the noise level but less
than the minimum amplitude of a typical QRS complex.
The majro limitation of this method lies in the fact that
wide variation exists in fetal QRS complex amplitudes. If
the threshold level were fixed such that the minimum fetal
QRS complex would cross it, this would mean that, for
stronger signals, the threshold would not be optimal and
interference from noise exceeding the threshold level
would be quite possible. One way to get around this pro-
blem is to use some type of adaptive threshold. In this case,
the threshold level is adjusted based on the amplitude of
the electrocardiogram. A simple example of how this can be
done is illustrated in Fig. 3. An automatic gain control
circuit determines the amplitude of the fetal electrocardio-
gram at the output of the amplifier, and uses this ampli-
tude to set the gain of that amplifier. This closed-loop

control system, therefore, results in a constant-amplitude
electrocardiogram appearing at the output of the amplifier
even though the actual signal from the fetal electrode at the
input might vary in amplitude from one patient to the next.
Using a simple threshold detector with this automatic gain
control will greatly improve the reliability of the fetal
monitor in detecting true fetal heartbeats. Often, instead
of using a simple threshold detector, a detector with
hysteresis is used to minimize multiple triggers in the
presence of noise. One can also use matched filters in
the amplifier to recognize only true QRS complexes. A peak
detector may be used to locate the true peak of the QRS
complex (the R wave) for better timing, and pattern-
recognition algorithms can be used to confirm that the
detected pulse is most likely to be a fetal heartbeat. Of
course, the best consideration for an accurate determina-
tion of the instantaneous fetal heart rate is to have a good
signal at the input to the electronic instrumentation. Thus,
care should always be taken to have the fetal electrode well
positioned on the fetal presenting part so that one has the
best possible input to the electronic system.

The cardiotachometer block of the fetal monitor deter-
mines the time interval between successive fetal QRS
complexes and calculates the heart rate for that interval
by taking the reciprocal of that time. Although it is obvious
that such a cardiotachometer can introduce errors when it
erroneously detects a noise pulse rather than a fetal QRS
complex, other errors resulting from the method of heart-
beat detection can exist. For a cardiotachometer to accu-
rately determine the heart rate, it must measure the time
interval over one complete cycle of the electrocardiogram.
In other words, it must detect each QRS complex at the
same point on the complex to ensure that the complete
cycle period has been recorded. If one beat is detected near
the peak of the R wave and the next beat is detected lower
on the QR segment, the beat-to-beat interval measured in
that case will be too short and the heart rate determined
from it will be slightly greater than it should be. Normally,
such a concern would be of only minimal significance,
because the Q-R interval of the fetal electrocardiogram is
short. However, because the variability in fetal heart rate
from one interval to the next may be important in inter-
preting the fetal heart rate pattern, detection problems of
this type can affect the apparent variability of the signal
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Figure 3. Block diagram of the electronic circuit of a
direct fetal heart rate monitor.



and, perhaps, influence the interpretation of the pattern.
The output from the cardiotachometer is recorded on one
channel of a strip chart recorder and is also often indicated
on a digital display. In both cases, the output is presented in
the units of beats per minute, and standard chart speeds of
1 and 3 cm�mm�1 are used.

Indirect Sensors of Fetal Heart Rate

Indirect methods of sensing the fetal heart rate involve
measurement of a physiologic variable related to the fetal
heartbeat from the surface of the maternal abdomen.
Unlike the fetal scalp ECG electrode, these methods are
noninvasive and can be used prior to committing the
patient to labor. The most frequently applied method is
transabdominal Doppler ultrasound. Lesser used techni-
ques involve transabdominal phonocardiography and elec-
trodiography. Each of these techniques will be described in
the paragraphs that follow.

Transabdominal Doppler Ultrasound. Ultrasonic energy
propagates relatively easily through soft tissue, and a
portion of it is reflected at surfaces where the acoustic
impedance of the tissue changes such as at interfaces
between different tissues. If such an interface is in motion
relative to the source of the ultrasound, the frequency of
the reflected signal radiation will be shifted from that of the
incident signal according to the Doppler effect. This prin-
ciple can be used to detect the fetal heartbeat from the
maternal abdominal surface. A beam of ultrasound is
passed through the abdomen from a transducer acousti-
cally coupled to the abdominal surface. Frequencies around
2 MHz are generally used, because ultrasound of moderate
source energy at this frequency can penetrate deep enough
into the abdomen to sufficiently illuminate the fetus. Wher-
ever this ultrasound beam encounters an abrupt change in
tissue acoustical impedance, some of it is reflected back
toward the transducer. If the incident ultrasound illumi-
nates the fetal heart, some of it will be reflected from the
various heart-blood interfaces in this organ. Many of these
interfaces, such as the valve leaflets, experience periodic
movement at rhe rate of the cardiac cycle. In the case of the
valve leaflets, relatively high velocities can be obtained
during portions of the cardiac cycle. Ultrasound reflected
from these interfaces can, therefore, be significantly
shifted in frequency so that the reflected wave can be
identified at the maternal abdominal surface because of
its frequency shift. This frequency shift will be related to
the velocity of the reflecting surface and, hence, will be able
to indicate each fetal heartbeat. Thus, by detecting and
processing this reflected Doppler-shifted ultrasonic wave,
it is possible to determine each heartbeat and, hence, the
fetal heart rate.

A block diagram of a typical indirect fetal heart rate
monitoring system using Doppler ultrasound is shown in
Fig. 4(b). As continuous wave ultrasound is used, separate
adjacent transducers are employed to establish the ultra-
sonic beam and detect the Doppler-shifted reflected waves.
The reflected ultrasound signal is mixed with the trans-
mitted wave, and beat frequencies are produced when a
Doppler shift in frequency occurs for the reflected wave.

This beat frequency is amplified and used to indicate the
occurrence of a heartbeat to a cardiotachometer. Many
monitors also provide this signal to a loudspeaker to assist
the clinical personnel in positioning the transducers for
optimal signal pickup or for auditory monitoring.

The reflected ultrasound signal is different from an
electrocardiogram, although it can also be used to identify
various events in the cardiac cycle. A typical signal is
illustrated in Fig. 5. Here one sees two principal peaks
per heartbeat, one corresponding to valve opening and the
other to valve closing. Actually, such signals can be quite
useful in measuring fetal systolic time intervals, but from
the standpoint of the cardiotachometer for determining
heart rate, they can create problems. If the cardiotach-
ometer is set to trigger at the peak of each wave it sees, as it
is for the electrocardiogram, it could measure two beats per
cardiac cycle and would give an erroneously high fetal
heart rate. One way to avoid this problem is to detect only
the first peak of the signal, and, once it is detected, to
disable the detection circuit for a period of time that is less
than the shortest expected beat-to-beat interval but longer
than the time necessary for the second Doppler-shifted
signal to occur. In this way, only one peak per cardiac
cycle will be registered.

A second, more sophisticated method for detecting the
fetal heartbeat involves the use of short-range autocorrela-
tion techniques. The monitor recognizes the beat signal
from the reflected wave for a given cardiac cycle and looks
for a signal that most closely correlates with this signal
over the period of time in which the next heartbeat is likely
to occur. The time interval between that time when the
initial wave was measured and the point of best correlation
corresponds to a beat-to-beat interval of the fetal heart.
Thus, instead of relying only on the peaks of the ultrasound
signal, this method looks at the entire signal and, there-
fore, is more accurate. Some manufacturers of commercial
fetal monitors claim their ultrasonic systems using this

290 FETAL MONITORING

Figure 4. Block diagram of a Doppler ultrasound indirect fetal
heart rate monitor. [Reprinted with permission from CRC Press (6).]



type of autocorrelation technique can detect fetal heart-
beats as well as can be done by the direct electrocardio-
graphic technique.

The major limitations of the Doppler ultrasound tech-
nique are related to its sensitivity to movement. As the
Doppler effect will respond to movements of any tissue
interfaces illuminated by the ultrasound beam with respect
to the signal source, movement of the mother or fetus can
result in Doppler-shifted reflected waves that are stronger
than the cardiac signal, which, with artifact, can comple-
tely obliterate the signal of interest. Thus, this technique is
really only reliable when the patient is resting quietly, and
it often fails to provide reliable information in the active
phase of labor. The other movement-related problem is that
the fetus can move in utero so that the heart is no longer
illuminated by the ultrasound beam or the orientation of
the heart with respect to the ultrasonic beam is such that it
produces only a minimum. Doppler shift in the reflected
ultrasonic wave. Thus, while monitoring a patient, it some-
times necessary to reposition the ultrasonic sensors on the
maternal abdomen from time to time because of the move-
ment of the fetus.

Acoustic Pickup of the Fetal Heart. Until the advent of
electronic fetal monitoring, the standard method of detect-
ing the fetal heartbeat to measure the fetal heart rate was
to use a fetoscope. When the bell of this instrument was
firmly pressed against the maternal abdomen, fetal heart
sounds could be heard and the heart rate could be deter-
mined from them. The acoustic method of indirect fetal
heart monitoring follows the fetal heartbeat by a similar
technique (7). A sensitive contact microphone is placed on
the maternal abdomen over the point where the loudest
fetal heart sounds are heard with a fetoscope. The signal
picked up by this microphone is filtered to improve the
signal-to-noise ratio, and the resulting signal drives a
cardiotachometer to give the instantaneous fetal heart
rate. The acoustic signal from the fetal heart is similar
to the Doppler ultrasound signal in that it generally
has two components per heartbeat. The cardiotachometer
is set to trigger when the peak signal comes from the
acoustic transducer, so it is possible that two apparent
fetal heartbeats can exist for each cardiac cycle. Thus, as
was the case for the Doppler ultrasound, it is wise to have a
processing circuit that selects only the first of the two
heart sounds to trigger the cardiotachometer. Unlike the
ultrasonic Doppler signal, the fetal heart sounds produce

sharp pulses that are narrower so that the detection of the
time of the peak can be more precise. Thus, it is generally
more accurate to measure the beat-to-beat interval using
a peak detector with the acoustic signal than it is with the
Doppler ultrasound. The use of the electrocardiogram still
represents the best way to measure beat-to-beat cardiac
intervals.

The major limitation of the acoustic method of detecting
fetal heart sounds is the poor selectivity of the acoustic
transducer. It not only is sensitive to the fetal heart sounds,
but it will also respond to any other intraabdominal sounds
in its vicinity. Also, a finite sensitivity to environmental
sounds, exists which is an especially severe limitation for
patients in active labor on a busy, noisy delivery service.
For this reason, the acoustic method is limited primarily to
patients who can lie quietly in a quiet environment to be
monitored. The advent and use of the home-like labor/
delivery rooms has helped to create an atmosphere that
is more conducive to acoustic fetal heart monitoring, yet it
is still not a widely applied approach.

The acoustic technique also has the limitation that
when used for antepartum (before labor and delivery)
monitoring the fetus can move such that the microphone
is no longer ideally positioned to pick up the fetal heart
sounds. Thus, it is frequently necessary to relocate the
microphone on the maternal abdomen with this monitoring
approach.

The major advantages of the acoustic method lie in
the fact that not only is there better accuracy in deter-
mining the instantaneous fetal heart rate, but unlike the
ultrasound method, which must illuminate the fetus with
ultrasonic energy, the acoustic method derives its energy
entirely from the fetus, and no possibility exists of placing
the fetus at risk due to exogenous energy. As a result,
investigators have considered the possibility of using the
acoustic method for monitoring the high-risk fetus at
home (8).

Abdominal Electrocardiogram. Although the fetus is
bathed in amniotic fluid located within the electrically
conductive uterus and maternal abdomen, one can still
see small potentials on the surface of the maternal abodo-
men that correspond to the fetal electrocardiogram. These
signals are generally very weak, ranging in amplitude from
50 to 300mV. Methods of obtaining the abdominal fetal
electrocardiogram and clinical application of the infor-
mation have been known for many years as described by
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Figure 5. Illustration of the raw reflected ultrasound signal from the beating fetal heart in utero.
Note that two ultrasonic bursts occur per cardiac cycle.



Larks (9), yet signal quality remains a major problem.
Nevertheless, some methods of improving the quality of
the signal have been developed. These methods can allow a
much more detailed fetal electrocardiogram to be obtained
from the maternal abdomen under ideal conditions, and
such electrocardiograms can be used in some cases for
more detailed diagnosis than from just looking at heart
rate. One of these methods involves applying signal-
averaging techniques to several subsequent fetal heart-
beats using the fetal R wave as the time reference (10). In
this way, the full P-QRS-T wave configuration can be shown,
but heart rate information and its variability will be lost.

As the fetal electrocardiogram at the maternal abdom-
inal surface is very weak, it is easy for other signals and
noise to provide sufficient interference to completely oblit-
erate the fetal signal. Having the subject rest quietly
during the examination and removing the stratum cor-
neum of the skin at the electrode sites can reduce noise due
to motion artifact and electromyograms from the abdom-
inal muscles. Nevertheless, one major interference source
exists that requires other types of signal processing to
eliminate. This source is the component of the maternal
electrocardiogram seen on the abdominal leads. This signal
is generally considerably higher in amplitude than the
fetal signal. Thus, observation of the fetal electrocardio-
gram could be greatly improved by the elimination or at
least the reduction of the maternal signal. One method of
reducing this signal involves simultaneously recording the
maternal electrocardiogram from chest electrodes and sub-
tracting an appropriate component of this signal from the
abdominal lead so that only the fetal signal remains. Under
idealized circumstances, this process can give a greatly
improved abdominal fetal electrocardiogram, but the con-
ditions for subtraction of the maternal signal are likely to
vary during a recording session so that frequent adjust-
ments may be necessary to maintain the absence of the
maternal signal (11).

The abdominal fetal electrocardiogram can be used for
antepartum fetal heart monitoring. In this case, the goal
of the instrumentation is to collect fetal R-R intervals
as done with the direct monitoring of the fetal electro-
cardiogram and to determine the instantaneous heart
rate from these intervals, which strong maternal compo-
nent in the abdominal fetal electrocardiogram can make a
very difficult task electronically, and so most abdominal
fetal electrocardiogram fetal heart rate monitors need to
eliminate the maternal component of the abdominal sig-
nal. The substraction method described in the previous
paragraph would be ideal for this purpose because if fetal
and maternal heartbeats occur in approximately the
same time, subtracting the maternal component should
leave the fetal component unaffected. Unfortunately,
because the conditions under which the maternal compo-
nent is added to the fetal signal change from one minute to
the next, it is not always practical to use this subtraction
technique. Thus, a simpler technique that loses more
information is used.

A typical abdominal fetal electrocardiogram is shown in
Fig. 6 (lower panel) along with a direct fetal electrocardio-
gram taken from a scalp electrode and the maternal elec-
trocardiogram taken from a chest lead. In the abdominal

fetal electrocardiogram, fetal heartbeats are indicated by F
and maternal heartbeats by M. Note that some beats exist
where the fetal and maternal heartbeats occur at the same
time. The strategy of the abdominal fetal electrocardio-
gram/fetal heart rate monitor is to monitor two signals, the
maternal electrocardiogram from a chest lead and the fetal
and maternal electrocardiograms from an abdominal lead.
As shown in the block diagram in Fig. 7, the maternal
electrocardiogram triggers a gate such that the input from
the abdominal lead is interrupted every time a maternal
beat occurs. Thus, this process eliminates the maternal
component from the abdominal signal, but it can also
eliminate a fetal QRS complex if it occurs at a time close
to or during the maternal QRS complex. Thus, the cardi-
otachometer estimates the intervals where one or more
fetal beats is missing. Due to the random relationship
between maternal and fetal heartbeats, it is most likely
that only one fetal beat would be missing at a time because
of this mechanism, and so when maternal and fetal beats
coincide, the fetal R-R interval should be approximately
double the previous interval. Some monitors look for this
condition and imply that it is the result of simultaneous
maternal and fetal beats. The monitor, therefore, artifi-
cially introduces a fetal beat at the time of the maternal
beat so that an abrupt (and presumably incorrect) change
in the fetal heart rate will not occur.

Although such processing of the fetal signal makes
the resulting heart rate recordings appear to have less
artifact, this technique can loose some important infor-
mation. For example, if the fetus suffers from a cardiac
arrhythmia such as second-degree heart block, in which
the fetal heart can miss a beat every so often, the monitor
would reintroduce the missing beat, and this arrhythmia
would not be detected. The principal advantage of the
abdominal electrocardiogram method of fetal heart rate
monitoring is that it can, under optimal conditions, pro-
vide the closest indirect observation of the fetal heart
rate as compared with direct observations. No risk to
the patient exists from this procedure, and inexpensive
disposable electrodes can be used as the sensors.
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Figure 6. An example of a fetal electrocardiogram as obtained
from the maternal abdomen. F, fetal QRS complexes; M, maternal
QRS complexes. The direct fetal electrocardiogram and maternal
electrocardiogram are recorded simultaneously for comparison.
[Reprinted with permission from CRC Press (6).]



The limitations of this method include its being based on
a very weak signal in an environment that can contain a
great amount of artifact. Thus, low signal-to-noise ratios
are frequently encountered. Patients must be resting
quietly for the method to work. Furthermore, electrodes
must be optimally placed for good results, which requires
some experimentation with different electrode sites, and
skill is required on the part of the user in finding optimal
electrode positions for a particular patient. Various signal
processing techniques have been used over the years to get
a more reliable fetal signal from the abdominal surface, but
most of these techniques only improve signal quality under
very special circumstances (12,13).

UTERINE CONTRACTIONS

Although the fetal heart rate is an important fetal variable
for clinical monitoring, an equally important maternal
variable is uterine activity. In fetal monitoring, one must
detect the occurrence of uterine contractions, their fre-
quency, their duration, and their intensity. As was the
case with the fetal heart rate, it is possible to monitor
uterine contractions by both direct methods and indirect
methods.

Direct Monitoring of Uterine Contractions

Uterine contractions are periodic coordinated contractions
of the myometrium, the muscle of the uterine wall. In an
ideal method of direct measurement of uterine contrac-
tions, the tension and displacement of the myometrium
would be measured, but this measurement cannot be done
for routine fetal monitoring as only invasive methods of
making this measurement exist. Uterine contractions,
however, are reflected in increases in hydrostatic pressure
of the amniotic fluid within the pregnant uterus. If this
fluid is continuous and in a closed system, pressure
increases resulting from uterine contractions should be
seen throughout the amniotic fluid and should be related
to the overall strength of the contraction but not necessa-

rily to the tension at any one particular location in the
myometrium.

The pressure change in the amniotic fluid during a
contraction can be measured directly by coupling the
amniotic fluid to a manometer, which consists of an elec-
trical pressure sensor and the appropriate electronic cir-
cuitry for processing and indicating or recording the
measured pressure. Intrauterine pressure can be mea-
sured by placing the pressure sensor directly in the amnio-
tic fluid or by using a fluid-filled catheter to couple the
amniotic fluid to an external pressure sensor. This latter
method is the method most frequently employed in clinical
fetal monitoring. The catheter used for coupling the amnio-
tic fluid to an external pressure sensor can be placed only
when the membranes surrounding the fetus have been
ruptured, which should only be done if the patient is in
labor. Unfortunately, rupture of the fetal membranes
sometimes occurs spontaneously before the patient goes
into labor or when the patient is in premature labor. It
is unwise to place a catheter under these circumstances
unless labor will be induced and the patient will deliver
within 24 h. The reason is that the catheter can serve as a
conduit for introducing infectious agents into the uterus or
such agents can be introduced during the process of placing
the catheter. When the distal tip of the catheter is within
the amniotic fluid and its proximal end is connected to a
pressure sensor at the same elevation as the distal end, the
pressure seen at the sensor will, according to Pascal’s law,
be the same as that in the amniotic fluid. Thus, when a
contraction occurs, the pressure increase will be trans-
mitted along the catheter to the external pressure sensor.

Although the fluid-filled catheter provides a direct con-
duit from the amniotic fluid to the externally located
pressure sensor, it can also be responsible for measurement
errors. As was pointed out earlier, the proximal and distal
ends of the catheter must be at the same level if one is to
avoid the gravitational hydrostatic errors that give incor-
rect baseline pressure readings. Pascal’s law applies only
to the static solution where no fluid movement exists in
the system. Once fluid movement occurs in the catheter,
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Figure 7. Block diagram of a monitor for processing the abdominal electrocardiogram shown in
Fig. 6 using the anticoincidence detector method. [Reprinted with permission from CRC Press (6).]



pressure drops along the length of the catheter can result.
Such fluid movement can occur when a small leak in the
plumbing system exists at the sensor end of the catheter.
Movement of the catheter itself or of the patient with
respect to the pressure sensor can also produce alterations
in the observed dynamic pressure. The most serious viola-
tion of Pascal’s law is that once the fetal membranes have
been ruptured, a truly closed system no longer exists. The
fetal head or other presenting part approximated against
the cervix does, indeed, isolate the intrauterine amniotic
fluid from the outside world, but amniotic fluid can leak
through the cervix, thus, no longer providing a static
situation. Furthermore, after membranes have been rup-
tured, the total amount of amniotic fluid in the uterine
cavity is reduced. It is possible that there might be local
non-communicating pools of amniotic fluid delineated by
fetal parts on one side and by the uterine wall on the other.
The pressure in one of these isolated pools possibly can be
different from that of another. The measured pressure
will, therefore, be dependent on which pool contains the
distal tip of the catheter. A statistical study by Knoke et
al. has shown that when three identical catheters are
placed in the pregnant uterus, the pressure measured
by each can be considerably different, and differences of
more than 10 mmHg (1.3 kPa) can be seen between dif-
ferent sensors (14), which is probably due to the fact that
the distal tip of each catheter is located in a different part
of the uterus and is coupled to a pocket of amniotic fluid
at a different pressure.

Other problems exist that can affect the quality of
intrauterine pressure measurement with the catheter-
external sensor method. Poor recordings are obtained
when catheter when catheter placement is not optimal
and when limited communication exists between the fluid
in the catheter and the intrauterine amniotic fluid. Many
catheters in use today have a single hole either in the end
or at the side of the catheter that communicates with the
amniotic fluid. Mucus or vernix caseosa (a substance of a
consistency similar to soft cheese that is found on the fetus)
can obstruct or partially obstruct this opening resulting in
poor quality recordings. When the distal tip of an open-
ended intrauterine catheter becomes obstructed, the
obstruction can frequently be ‘‘blown’’ off by forcing fluid
through the catheter. In practice, this procedure is done by
attaching a syringe filled with normal physiologic saline at
the proximal end of the catheter near the pressure sensor
and introducing fluid into the catheter when an obstruction
is suspected.

It is possible to minimize these obstruction problems by
modifying the catheter (15). Increasing the number of
openings at the catheter tip is one of the simplest ways
of minimizing obstructions. By placing an open-celled
sponge on the catheter tip, it is possible to obtain a greater
surface area in contact with the amniotic fluid because of
the multiple openings of the sponge, which also tends to
keep the tip of the catheter away from fetal or uterine
structures, minimizing the possibility of complete obstruc-
tion or injury to the fetus. A small balloon placed at the
distal tip of the catheter will prevent the fluid in the
catheter from making actual contact with the amniotic
fluid, and so this interface cannot be obstructed. As the

wall of the balloon is flexible, the pressure in the fluid
within the balloon will be equal to the pressure in the
fluid surrounding the balloon plus the pressure resulting
from the tension in the balloon wall itself. This system,
however, has the disadvantage that it will respond to a
direct force on the balloon as well as to hydrostatic pres-
sure in the fluid outside of the balloon; thus, fetal move-
ments or the entrapment of the balloon between the fetus
and the uterine wall during a contraction can lead to
erroneous pressure measurements.

Interuterine pressure can be directly measured using a
miniature pressure sensor that can be placed in the intrau-
terine cavity (16). These devices are based on a miniature
silicon pressure sensor that can be placed on the tip of a
probe that has a similar appearance to an intrauterine
catheter. In some cases, the probe at the catheter tip is no
longer than the catheter itself, so the method of placement
is the same as that used for the catheter. The advantage of
the intrauterine pressure sensor is its location within the
uterine cavity, which aviods artifact introduced by the
fluid-filled catheter, and the problem of zeroing the pres-
sure measurement system due to elevation differences is
avoided because the sensor is at the pressure source.
Investigators have compared the performance of intrau-
terine sensors with that of intrauterine catheters and have
found the newer devices to provide equivalent data to the
previously accepted technology (17).

Indirect Monitoring of Uterine Contractions

The clinician is able to sense uterine contractions by pal-
pating (feeling) the maternal abdomen. Indirect uterine
contraction sensors known as tocodynamometers are elec-
trical sensors for doing the same thing. The basic principle
of operation of these sensors is to press against the abdo-
men to measure the firmness of the underlying tissues. A
contracting muscle will feel much more firm than a relaxed
one. Most tocodynamometers carry out this function by
pressing a probe against the abdomen and measuring its
displacement.

The construction of a typical tocodynamometer is shown
in Fig. 8. The sensor is held in place against the surface of
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Figure 8. Schematic cross-sectional view of a tocodynamometer.
[Reprinted with permission from CRC Press (6).]



the abdomen with an elastic strap. A movable probe pro-
trudes beyond the surface of the sensor so that it causes a
slight indentation in the abdominal wall. It is loaded by a
spring, which makes it somewhat compliant; it can be either
extended further into the abdominal wall or retracted into
the body of the sensor depending on the firmness of the
tissue of the abdominal wall under the probe. In some
tocodynamometers, the spring tension, and hence the force
that the probe exerts on the abdomen wall, can be adjusted
by means of a small knob so that optimal operation of the
sensor can be achieved. What a uterine contraction occurs,
the abdominal wall will become tense, and it tends to push
the probe back into the housing of the tocodynamometer.
Following the contraction, the spring is again able to push
the probe deeper into the abdomen. In some tocodynam-
ometers this actual movement is very slight, whereas in
others it can be as great as a few millimeters.

A displacement sensor inside the tocodynamometer
provides an electrical signal proportional to the position
of the probe. This displacement reflects myometrial activ-
ity. Different types of displacement sensors can be used in
tocodynamometers. Including a strain gage on a cantilever
arm, mutual inductance coils, a linear variable differential
transformer, or a piezoelectric crystal.

The principal advantage of the tocodynamometer is the
noninvasive way in which it measures uterine contrac-
tions. It is the only method that can be safely used before
the patient is in active labor. It has serious limitations,
however, in the quantitative assessment of labor. The
method can be used only to quantitatively determine the
frequency and duration of uterine contractions. Its output
is only qualitative with respect to the strength of the
contractions. Signal levels seen are a function of the posi-
tion of the sensor on the maternal abdomen and the tension
of the belt holding it in place. Signal amplitudes are also
strongly related to maternal anatomy, and the method is
virtually useless in obese patients. Many patients in active
labor complain that the use of the tocodynamometer with a
tight belt is uncomfortable and irritating.

Electronic Signal Processing

A block diagram for the uterine contraction channel of an
electronic fetal monitor is illustrated in Fig. 9. The sensor
can be either an internal or external pressure transducer or

a tocodynamometer. Signals are sometimes filtered in the
amplifier stages of the monitor because the uterine con-
traction information includes only dc and very low ac
frequencies. Nevertheless, filtering is generally not neces-
sary for high quality signals, and often the presence of
artifact due to breathing movements of the patient is useful
in demonstrating that the pressure measuring system is
functional.

In some cases, it is necessary to adjust the baseline
pressure to establish a zero reference pressure when using
the monitor. In the case of direct uterine contraction
monitoring when a single pressure sensor is always used
with the same monitor, this adjustment should be made by
the manufacturer, and additional adjustment should not be
necessary. As a matter of fact, making such a zero-level
adjustment control available to the operator of the monitor
runs the risk of having significantly altered baseline pres-
sures that can affect the interpretation of uterine basal
tone. The adjustment of a zero-level control should not
replace the requirement of having the proximal and distal
end of the fluid-filled catheter at the same level. It is far
better to adjust zero levels in uterine pressure monitoring
by raising or lowering the external pressure transducer
than by adjusting the electrical zero. On the other hand,
when the tocodynamometer is used, no physiologically
significant zero level exists. It is not possible to establish
uterine basal tone with a tocodynamometer. Baseline
levels are frequently dependent on how the tocodynam-
ometer is attached to the patient and the structure of the
sensor itself. In this case, it is reasonable to adjust
the baseline level between uterine contractions so that
the tracing conveniently fits on the chart. When doing
so, it is important that the chart indicates that the uterine
contractions were measured using a tocodynamometer so
that the individual reading the chart does not ascribe
inappropriate information to the baseline.

Uterine Electromyogram

The uterus is a muscle, and electrical signals are associated
with its contraction as they are for any kind of muscle.
These signals can be detected from electrodes on the
maternal abdomen or the uterine cervix during uterine
contractions. Garfield and others have studied these sig-
nals and suggested that they might be useful in managing
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Figure 9. Block diagram of the signal processing electronics for intrauterine pressure measurement.



patients during pregnancy and, perhaps, even during labor
(18–20). These techniques are still experimental and not
yet ready for clinical application. Nevertheless, they offer a
new approach to assessing uterine activity and the possi-
bility of differentiating contractions leading to cervical
dilatation from those that are nonprogressive.

THE FETAL CARDIOTOCOGRAPH

Electronic fetal monitoring is accomplished using a fetal
cardiotocograph, such as illustrated in Fig. 10, which is
basically a two-channel instrument with a two-channel
chart recorder as the output indicator. One of the channels
records the fetal heart rate, whereas the second channel
records the uterine contractions. Most cardiotocographs
are capable of accepting direct or indirect signals as inputs
for each channel, although specialized monitors for ante-
partum assessment have only the indirect signal input
capability. To aid clinicians in interpreting monitored pat-
terns, most instruments use chart paper that is 70 mm
wide for the fetal heart rate channel and calibrated from
30 to 240 beats�min�1. The uterine contraction channel is
40 mm wide and calibrated with a scale from 0 to 100. The
scale is only qualitative when a tocodynamometer is the
input source, but corresponds to the pressure in milli-
meters of mercury when direct sensors of uterine contrac-
tions are used. The standard speeds for the chart paper are
1 or 3 cm/min. The use of a standardized chart and chart
speed results in fetal heart rate—uterine contraction pat-
terns that appear the same no matter what monitoring
device is used—which is important because cardiotoco-
grams are read by visually recognizing patterns on the
chart. Changing the chart speed and scale significantly
changes the appearance of the patterns even though the
data remain unchanged. Thus, a clinician would have to
learn to interpret patterns from each of the different types
of monitors used if they each had different chart speeds and
scales, because the same pattern can appear quite different
when the chart speed or signal amplitude is changed.

Information Obtained from Fetal Cardiotocography

In interpreting a cardiotocogram, a clinician considers the
heart rate and uterine contraction information separately

as well as the interaction between the two signals. The
frequency, duraction, and, in the case of direct monitoring,
amplitude and baseline information have already been
discussed. Similar types of information can be obtained
from the directly and indirectly monitored fetal heart rate
recordings. Specifically in the fetal heart rate channel, one
looks for the average baseline value of the fetal heart rate,
which should generally be in the range 120–160 beats�min�1

and when outside of this range can be cause for concern.
The beat-to-beat variability of the fetal heart rate can also
be an important indicator of fetal condition, and so the use
of an instantaneous cardiotachometer in a cardiotocograph
is mandatory. Certain recurring patterns in the fetal heart
rate recording can also be important indicators of fetal
condition. Sinusoidally varying fetal heart rate has been
described as an ominous sign (21), and sometimes fetal
cardiac arrhythmias can be detected by observing the heart
rate pattern.

The information that is most frequently obtained from
the cardiotocogram and applied clinically comes from both
the heart rate and uterine contraction channels and is
concerned with the relationship between these two signals.
One can consider a uterine contraction as a stress applied
to the fetus and the resulting changes in the fetal heart rate
as the response to this stress. When the changes occur in
direct relationship to the uterine contractions, they are
referred to as periodic changes in the fetal heart rate.
Several possibilities exist for fetal heart rate changes dur-
ing and following a uterine contraction. One can see no
change, an acceleration, or a deceleration in the fetal heart
rate. In the case of decelerations, three basic patterns are
seen, and representative examples of these are shown in
Fig. 11. The different patterns are characterized by
the shape of the deceleration curve and the temporal rela-
tionship of its onset and conclusion with the uterine con-
traction.

Early decelerations begin during the rising phase of the
uterine contraction and return to baseline during the fall-
ing phase. They frequently appear to be almost the inverse
of the uterine contraction waveform. Periodic decelerations
of this type are thought to not represent a serious clinical
problems.

Late decelerations refer to fetal heart rate decelerations
that begin during a utterine contraction but late in the
duration of that contraction. The rate of heart rate descent
is not rapid, and the deceleration lasts beyond the end of
the contraction and then slowly returns to baseline. Such
patterns sometimes can be associated with fetal distress,
although they should not be considered definitive of fetal
distress.

The third type of periodic deceleration of the fetal heart
rate is known as a variable deceleration. In this pattern,
the deceleration of heart rate is sharp and can occur either
early or late in the duration of the uterine contraction.
Following the contraction, a rapid return to baseline values
occurs. Sometimes one sees rapid return to baseline while
the uterus is still contracting and then a rpaid fall back to
the reduced heart rate. Variable decelerations have a flat
‘‘U’’ shape, whereas early and late decelerations represent
a more smooth curve that could be characterized as shaped
as the letter ‘‘V’’ with the negative peak rounded. Variable
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Figure 10. A commercially available fetal cardiotocograph.
(Courtesy of Portage Health System, Hancock, Michigan.)



decelerations can be sometimes associated with involve-
ment of the umbilical cord, and, in some cases, they can
indicate the presence of fetal distress. As more recent
clinical studies have shown that a simple relationship
between late and variable decelerations and fetal compro-
mise, does not exist these patterns are not considered to
indicate fetal distress as they once were. Now clinicians
refer to them as being ‘‘nonreassuring,’’ and their presence
should encourage the application of other clinical measures
to evaluate the fetus.

These basic thoughts for interpreting the fetal cardio-
tocogram are very elementary and should not be used for
diagnostic purposes. The reader is referred to the current

obstetrical literature for more detailed descriptions of fetal
cardiotocogram and their clinical significance.

Clinical Applications of Fetal Cardiotocography

Electronic fetal monitoring can be applied during the
antepartum (before labor and delivery) and intraparturn
(during labor and delivery) periods of pregnancy. In the
anterpartum period, only indirect methods of fetal mon-
itoring can be used. A primary application of fetal cardi-
otocography in this period is in nonstress testing. In this
test, a cardiotocograph is applied to a patient who is resting
quietly. In the United States, the ultrasonic Doppler
method of detecting the fetal heart rate and the tocody-
namometer are the sensors of choice. The patient is mon-
itored for 1–2 h, and the cardiotocogram is examined for
spontaneously occurring uterine contractions of fetal
movements, which can also be indicated by the tocodynam-
ometer. In some cases, the mother is asked to activate an
event marker on the chart when she feels a fetal move-
ment. The response of the fetal heart rate to these stimuli is
noted in interpreting the cardiotocogram. In a reactive
nonstress test, a response to these stimuli occurs, which
is usually in the form of a brief fetal heart rate acceleration
following the uterine contraction or fetal movement.
Although nonstress testing is not routinely applied to
apparently normal pregnancies, it is indicated for compli-
cations of pregnancy such as maternal diabetes, Rh sensi-
tization, intrauterine growth retardation , decreased fetal
movement, known fetal anomalies, oligohydrainnios or
poly-hydramnios (too little or too much amniotic fluid),
pregnancy-induced hypertension, pregnancy lasting
beyond the normal 40 weeks, and other maternal and fetal
complications.

A second antepartum test involving fetal cardiotocogra-
phy is the oxytocin challenge test, which is usually applied
when the nonstress test yields positive results, such as
when fetal heart rate decelerations follow spontaneous
uterine contractions or fetal movements. In this test, the
patient is given intravenous oxytocin, a hormone that
stimulates uterine contractions. The response of the fetal
heart rate to the induced contractions is then examined,
looking for the periodic changes described before.

Intrapartum monitoring of the fetal heart and uterine
contractions can be carried out using the indirect techni-
ques in early labor with the direct techniques applied
during active labor. The indications for intrapartum fetal
monitoring are controversial. Some obstetricians feel that
all labors should be monitored whether they are compli-
cated or not, whereas others feel that only those patients
considered being at risk should have monitors. As monitor-
ing is no longer considered to give a definitive diagnosis of
fetal distress, some clinicians find it of little value and to
not make use of the technology. As internal monitoring
gives the most efficacious results, this modality is recom-
mended in cases when it can be applied and the indirect
methods do not give satisfactory results. Otherwise, indirect
methods can be used as long as they give readable results.

The preceding paragraphs describe fetal cardiotocogra-
phy as clinically applied in most major medical centers.
Although this technology has the advantage of providing
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Figure 11. Examples of fetal cardiotocograms showing the three
basic patterns: (a) early deceleration, (b) late deceleration, and (c)
variable deceleration.



continuous surveillance of the mother and fetus, it also has
some limitations that prevent if from providing optimal
information to obtain the earliest indications of fetal or
maternal problems. The major limitation is in the data.
Although uterine contractions provide a good indication
of the intensity of labor, they do not necessarily indicate
its effectiveness in dilating the cervix and expelling the
fetus. If, in addition to uterine contractions, one should
monitor whether labor is progressing, better information
about some maternal aspects of labor and delivery could
be obtained.

A similar argument can be made for the use of the fetal
heart rate as the primary variable for evaluating the status
of the fetus. Heart rate is a very non specific variable, and,
in same cases, the fetus must be seriously compromised
before any problem is detected by the heart rate. The goal of
fetal monitoring as mentioned at the beginning of this
article is to make certain that vital organs such as the
fetal brain are adequately perfused so as to receive neces-
sary nutrients and oxygen. Although the heart rate is
related, it is not the principal variable for determining this
perfusion.

Accepting these principal limitations for the variables
measured, limitations still exist to the practical application
of the cardiotocograph. Sensor placement, especially for
indirect monitoring, is important for optimal recordings.
The operator of the instrumentation, therefore, must be
skilled in determining the best placement for the sensors.
Most cardiotocographs are connected to the sensors on the
patients by wires and catheters. Although this method is
quite adequate while the patient is in bed, it can become
quite inconvenient when it is necessary to transfer the
patient to another location or to have the patient stand
up and walk around. Many of these problems have been
overcome by the use of biotelemetry for fetal monitoring (see
Biotelemetry).

A final limitation of fetal cardiotocography is associated
with the fact that some of the monitored patterns are not
easily recognized and interpreted, which means that dif-
ferent clinicians looking at the data can see different
things, lead to uncertain diagnoses. Periodic decelerations
are usually not as clear, as illustrated in Fig. 11. Again,
experience is an important factor here. Even when pat-
terns can be readily determined, the relationship between
certain patterns and pathology is not completely clear. As
is so often the case medicine, one can only suggest from
monitored tracets that certain problems might be present,
and other tests need to be performed for confirmation.

OTHER METHODS OF FETAL MONITORING

Although the cardiotocogram is the usual method used to
monitor the fetus, other techniques have been developed
and experimentally employed to more accurately assess
fetal status during the antepartum and intrapartum per-
iods. One of these techniques, fetal microblood analysis is
routinely used at major medical centers that care for
patients deemed to have high risk pregnancies; the other
techniques are still experimental or relatively new and have
not enjoyed routine application at the time of this writing.

Fetal Microblood Analysis

About the time when electronic fetal monitoring was devel-
oped, Saling (22) was working on a new technique for
taking a small sample of fetal capillary blood during active
labor and measuring its hydrogen ion activity. This tech-
nique, known as fetal microblood analysis, made it possible
to determine whether acidosis that could be associated
with fetal distress was present during the labor. The
technique involves observing a portion of the fetal present-
ing part (usually the scalp) through the cervix using a
vaginal endoscope. By cleaning this portion of fetal skin
and even, in some cases, shaving a small amount of hair
from the scalp, the obstetrician is able to make a small
superifical incision in the skin using a scalpel blade. A
droplet of capillary blood will form at this site, and it can be
collected in a miniature heparinized glass pipet. Generally,
100–300mL of blood can be collected in this way. The blood
sample is transferred to a special instrument designed to
measure the pH of very small blood specimens. This instru-
ment can be a part of a more extensive blood gas analysis
instruments in a blood gas laboratory or it can be a rela-
tively simple bedside device that uses disposable pH sensor
cartrnidges. In either case, it is possible to measure the pH
of this small sample and get the results back to the clinician
within a few minutes of collecting the sample.

Chronic hypoxia can cause tissue and, hence, blood pH
to drop as a result of the formation of acidic products of
anaerobic metabolism such as lactic acid. Thus, if a blood
sample is found to have a low pH (most clinical guidelines
say lower than 7.2 or in some cases 7.15), it is possible that
the fetus is experiencing some form of distress. Often, this
technique is used in conjunction with fetal cardiotocogra-
phy. When the cardiotocograph indicates possible fetal
distress, such as when late decelerations are seen, the
clinician can get a better idea as to whether distress is
indeed present by performing a fetal microblood analysis. If
the results indicate acidosis, the probability of actual fetal
distress is higher, and appropriate actions can be taken.

A major limitation of the Saling technique is that it gives
only an indication of the fetal acid-base status at the time
the blood sample was taken. It would be far better to have a
continuous or quasi-continuous measure of fetal tissue pH.
Stamm et al. (23) have described a technique in which a
miniature glass pH sensor is placed in the fetal scalp
during active labor. This sensor can continuously record
the pH of the fetal scalp. Clinical studies of this technique
have shown that a drop in fetal tissue pH can occur along
with a cardiotocographic indication of fetal distress (24).
The major limitation of this as yet experimental technique
is technical. The sensor is fragile, and it is not always
possible to obtain efficacious recordings from it. Other
sensor are under development in an attempt to overcome
some of these limitations (25), yet this technique remains
experimental due to the lack of practical devices.

Monitoring of Fetal Blood Gases

Many investigators have been interested in developing tech-
nology to continuously monitor fetal oxygenation during
active labor and delivery. A review of some of the earlier
techniques showed different types of oxygen sensors that
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could be placed in the fetal scalp using structures similar to
electrodes for directly obtaining the fetal electrocardiogram.
Investigators also have used transcutaneous oxygen sensors
on the fetus (26), and the most recent approach has been the
uses of fetal pulse oximetry (27–29). In the transcutaneous
oxygen case (see Blood Gas Measurement, Transcutaneous),
a miniature sensor is attached to the fetal scalp once the
cervix has dilated enough to make this physically possible,
and fetal membranes have been ruptured. The technique is
considerably more difficult than that for neonates, and it is
important to have a preparation where the sensor surface is
well approximated to the feal skin so no chance exists for
environmental air to enter the electrode, as fetal Po2 is much
lower than that of the air. Most investigators who use this
technique experimentally find that gluing the sensor to a
shaved region of fetal scalp is the best technique to maintain
contact (26).

Fetal pulse oximetry is performed in a similar way, but
the sensor probe does not have to be physically fixed to the
fetus as was the case for the transcutaneous oxygen tension
measurement described above (27–29). Instead, the probe
is a flat, flexible structure that contains ligh-emitting
diodes at two different wavelengths and photodetector
for sensing the reflected light. It is slid between the fetal
head and the cervix once the head is engaged and mem-
branes have been ruptured and is oriented so that the light
sources and detector are pressed against the fetal skin by
the uterine wall. The reflected light at each wavelength
will vary in intensity as the blood volume in the fetal tissue
changes over the cardiac cycle. As with the routine clinical
pulse oximeter, the ratio of amplitudes of the reflected light
at the different wavelengths is used to determine the
oxygen saturation of the fetal arterial blood.

Recent improvements in the technology of making
transcutaneous carbon dioxide sensors have allowed min-
iature transcutaneous sensors to be built in the laboratory.
These have been applied to the fetus during active labor to
continuously measure carbon dioxide tensions (30). All of
these transcutaneous methods of measuring fetal blood
gases are experimental at the time of this writing and
have limitations regarding the technique of application
and the quality of recorded information. Nevertheless, they
present an interesting new approach to monitoring the
fetus using variables more closely related to fetal metabo-
lism and, hence, with greater potential for accurately
detecting fetal distress.

Fetal Activity and Movements

The amount of time that the fetus spends in different activity
states may be an important indicator of fetal condition. The
fetus, as does the neonate, spends time in different activity
states. Part of the time it may be awake and active, moving
around in the uterus; at other times, it may be quiet and
resting or sleeping. By establishing norms for the percentage
of time that the fetus spends in these states, one can measure
the activity of a particular fetus over a period of time and
determine whether it falls within the normal classifications
as a means of evaluating fetal condition.

One of the simplest ways to measure fetal activity is
to have the mother indicate whether she feels fetal

movements over a period of time, which can be done and
recorded for several days as an assessment of fetal well-
being. Fetal movements can also be detected by tocody-
namometers. If the fetus is located under the probe of a
tocodynamometer and moves or kicks, it can be detected as
a short-duration pulse of activity on the chart recording
from the sensor. Maternal movements can appear on this
sensor as well, and so it is not easy to differentiate between
the two. Timor-Trich et al. have developed a technique
using two tocodynamometers to minimize this problem
(31). By placing one over the fundus of the uterus and
the second at a lower level, and recording the signals on
adjacent channels of a chart recorder, fetal movements
very often either are seen only on one sensor or produce
pulses of opposite sign on the two sensors. Maternal move-
ments, on the other hand, are usually seen on both sensors
and are similar in shape and sign.

One of the most elegant methods of measuring fetal
movements is to directly observe these movements using
real-time ultrasonic imaging (see Ultrasonic Imaging). The
main limitation of this technique is that an ultrasono-
grapher must continuously operate the apparatus and
reposition the ultrasonic transducer to maintain the best
image. It also requires the subject to rest quietly during the
examination. Although not believed to be a problem, no
definite evidence currently exists that long-term exposure
of the fetus to ultrasonic energy is completely safe.

One special type of fetal movement that is of interest to
obstetricians is fetal breathing movement. The fetus goes
through periods of in utero movement that are very similar
to breathing movements. The relative percentage of these
movements during a period of time may be indicative of
fetal condition (32). Such movements can be observed
using real-time ultrasound as described above. One can
also select specific points on the chest and abdomen and use
the ultrasonic instrument to record movements of these
points as a function of time as one does for echocardiogra-
phy (see Echocardiography). Measurement of fetal breathing
movements by this technique also requires an experienced
ultrasonographer to operate and position the instrumenta-
tion during examinations. For this reason, it is not a very
practical technique for routine clinical application.

Fetal Electroencephalography

As one of the principal objectives of fetal monitoring is to
determine if conditions are adequate to maintain fetal
brain function, it is logical to consider a measure of this
function as an appropriate measurement variable. The
electroencephalogram (EEG) is one such measure that is
routinely used in the neurological evaluation of patients.
The EEG from the fetus during labor has been measured
and shown to undergo changes commensurate with other
indicators of fetal distress during labor and delivery
(33,34). The monitoring of fetal EEG involves placement
of two electrodes on the fetal scalp and measurement of the
differential signal between them. These electrodes can be
similar to the electrodes used for detecting the fetal electro-
cardiogram, or they can be electrodes especially designed for
EEG. Of course, when either of these electrodes is used in the
unipolar mode, the fetal electrocardiogram can be obtained.
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Rosen et al. obtained good-quality fetal EEG recordings using
a specially designed suction electrode (34). By observation of
configurationalorpowerspectrumchanges intheEEG, itmay
be possible to indicate conditions of fetal distress.

Continuous Monitoring of Cervical Dilatation

In the routine method used to assess the progress of labor,
the examiner places his or her fingers in the vagina and
feels the uterine cervix to determine its length, position,
and dilatation. Although this technique is simple and
quick and requires no special apparatus, it has some
limitations as well. It is an infrequent sampling method,
and each time a measurement is made there can be dis-
comfort for the patients as well as risk of intrauterine
infection. The technique is also very subjective and
depends on the experience of the examiner. A more reliable
and reproducible technique that is capable of giving con-
tinuous records could be useful in the care of high-risk
patients and patients with increased risk of intrauterine
infection. Mechanical, caliper-like devices attached to
opposite sides of the cervix have been described by Fried-
man (35) and others. These devices measure a cervical
diameter with an electrical angular displacement transdu-
cer attached to the calipers. These devices are somewhat
big and awkward, and Richardson et al. have optimised the
mechanical structure by reducing its size (36). Other inves-
tigators have eliminated the mechanical calipers and used
a magnetic field to measure the distance between two
points on diametrically opposed sides of the cervix (37).
In another technique for continuously monitoring cervical
dilatation reported by Zador et al., ultrasound is used to
measure the cervical diameter (38). A brief pulse of ultra-
sound is generated at a transducer on one side of the cervix
and is detected, after propagating across the cervical canal,
by a similar transducer on the opposite side. By measuring
the transit time of the ultrasonic pulse between the two
transducers, one can determine the distance between
them, because ultrasound propagates through soft tissue
a nearly constant known velocity. By generating an ultra-
sonic pulse once a second, a continuous recording of cervi-
cal dilatation as a function of time can be produced, which
can be recorded either on an adjacent channel with the
fetal cardiotocogram or on a separate display that gener-
ates a curve of cervical dilatation as a function of time
known as a labor graph. Many clinicians plot such a curve
as a result of their digital examinations of the cervix.

SUMMARY

As seen from this article, the use of biomedical instrumen-
tation in obstetrical monitoring is fairly extensive, but the
variables measured are not optimal in achieving the goals
of fetal monitoring. Some of the newer and yet experimen-
tal techniques offer promise of getting closer to the ques-
tion of whether vital structures in the fetus are being
adequately perfused, but at the present time, none of these
techniques are ready for general widespread application.
Fetal monitoring is important if it can detect correctable
fetal distress, as the results of such distress can remain
with the newborn for life. It is important that the fetal

monitoring techniques used will eventually benefit this
patient. Some critics of currently applied fetal cardiotoco-
graphy claim that the only result of fetal monitoring has
been increase in the number of cesarean sections per-
formed, and this might have a negative rather than posi-
tive effect on patient care. It is important that as this area
of biomedical instrumentation progresses, biomedical engi-
neers, clinicians, and device manufacturers are not only
concerned with the technology. Instead , true progress will
be seen when measured variables and their analysis are
more closely and more specifically related to fetal status,
and measurements can be made in a less invasive way
without disturbance or discomfort. The application of this
technology must be a benefit to the patients and to society.
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INTRODUCTION

In the first edition of the Wiley Encyclopedia of Medical
Devices and Instrumentation, our friend and colleague Max
Epstein, Professor Emeritus at Northwestern University,
wrote an excellent article on Fiber Optics in Medicine.
Now, almost 20 years later, applications of fiberoptics in
medicine underwent dramatic changes and expansions.
Thus on Max’s recommendation, this article has been
updated and rewritten for the application of fiber optics
in medicine for the second edition while keeping, where it
was appropriate, the original text.

For a long time optical fibers in medicine have been
primarily used in endoscopy, where they have been
employed for transmission of illumination to the distal
end of the fiberoptic endoscope and for conveying images
for the visualization of otherwise inaccessible organs and
tissues. However, in the past 20 years, the science of
biomedical optics of the light–tissue interaction has been
dramatically advanced. The new methods of imaging, often
based on substantial utilization of the optical fibers, for
example, optical coherence tomography (OCT) and fiber-
based confocal microscopy have been introduced. Also, the
new methods of the diagnostics employing various spectro-
scopic techniques, for example reflectance spectroscopy,
light scattering spectroscopy (LSS), fluorescence spectro-
scopy, and Raman spectroscopy have been developed. To be
useful in the diagnosis of tissue in the lumens of the human
body, these methods utilize fiber-based catheters. Photo-
therapy and diagnoses of internal organs also require
optical fiber catheters.

The goal of this article is to give the reader basic tools
necessary to understand principles of biomedical fiber
optics and its applications. In addition to diagnostic, imag-
ing, and therapeutic applications that are described in this
article, optical fibers have been employed in a number of
biomedical applications, for example, laser surgery and
fiber-based transducers for monitoring physiologically
important parameters (temperature, pressure, oxygen
saturation, blood flow). All those subjects have been cov-
ered in detail in the dedicated articles of this encyclopedia.

The structure of this article is the following. The first
section provides general physical and engineering principles
of fiber optics needed to understand the rest of the article. It
discusses the physics of total internal reflection and through-
put, fiber propagation modes, optical fiber construction, and
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types of fibers. The next section provides the reader with
the review of illumination applications of fibers in medi-
cine. The third section discusses the diagnostic applications
of the biomedical fibers, including imaging and spectroscopy.
The last section reviews therapeutic applications of fibers.

GENERAL PRINCIPLES OF FIBER OPTICS

The Physics of Fiber Optics: Total Internal Reflection

For almost 400 years, it has been well known from classical
optics that when light enters a medium with a lower
refractive index it bends away from the imaginary line
perpendicular to the surface of the medium. However, if the
angle of incidence is sufficiently large, the angle in the
medium with lower refractive index can reach 908. Since
the maximum possible angle of refraction is 908, the light
with higher angles of incidence would not enter the second
medium and will be reflected entirely back in the medium
from which it was coming. This particular angle is called the
critical angle and the effect is called total internal reflection.

The effect of total internal reflection that makes an
optical fiber possible is depicted in Fig. 1. The light in an
optical fiber propagates through the medium with high
refractive index, which is called core (usually the silica
glass). The core is surrounded by another medium with
lower refractive index, which is called cladding (usually
another type of the silica glass). If light reaches the core–
cladding interface with an incident angle higher than the
critical angle it will be entirely reflected back into the
optical fiber. However, if light reaches the core–cladding
in terface with an incident angle lower than the critical
angle, it will leave the core and will be lost. Thus, optical
fibers can propagate light only at a certain angular com-
position, which depends on the critical angle of the core–
cladding interface and thus on the refractive indexes of the
core and the cladding.

Light, being continuously reflected from the core–
cladding interface, can propagate very far through an

optical fiber, even if the fiber is bent or is placed in a highly
absorptive medium. However, if the fiber is bent too much
some of the light can escape the core of the fiber. Other
sources of losses are impurities in the glass. Typical optical
fiber has 50–60% losses per kilometer of its length.

Throughput

There is a limit on how much light an optical fiber can
transmit. Intuitively, it should be limited by an acceptance
angle of a fiber and its area. This rule is often formulated as
a conservation of throughput principle, which is a very
general principle in optics.

For a given aperture in an optical system, the through-
put T is defined by

T ¼ SðNAÞ2

where S is the area of the aperture, and NA is numerical
aperture of the optical element equal to the sine of the
maximum divergence angle of radiation passing through
the aperture (1). Conservation of throughput says that it
can be no greater than the lowest throughput of any
aperture in the system (2). It is very important to take
the throughput of the fiber into consideration when one
calculates the power, which can pass through the fiber.

Propagation Modes

By solving Maxwell’s equations for an optical fiber one can
find various patterns of the electromagnetic field inside the
fiber. Those patterns are modes of the fiber. There are two
main types of an optical fiber. The fiber can be either single
mode or multimode (see Fig. 2). The difference between
these types is the number of modes that the fiber can
propagate.

A single-mode fiber is a fiber through which only one
mode can propagate. Usually, a single-mode fiber has a
very small core, �5–10mm in diameter. Due to their size
and also because of their small NA, these fibers have a very
small throughput. In medicine, such fibers are used, for
example, in confocal microscopy because of the requirement
for the small core diameter of the fiber tip (see the section
Fiber-Based Confocal Microscopy) and OCT. However, in
OCT they are used not for their size, but because the
coherence of the light pulse is critical for OCT to work (this
is described in detail in the section Optical Coherence
Tomography characterization of flexible imaging fiber
Bundles).
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Figure 1. Total internal reflection confines light within optical
fibers. (From The Basics Of Fiber Optic Cable, ARC Electronics.)

Figure 2. Types of fibers. (From Basic Principles of Fiber Optics,
Corning Incorporated # 2005.)



The core of the multimode fiber can be much larger,
somewhere between 50 and 1500mm in diameter. These
fibers are ideal for light delivery and collection, and are
used in medicine when the throughput is important (see
the Section Spectroscopy).

In addition to the single-mode and multimode fibers,
there is another important type, that is, a polarization-
maintaining fiber. The polarization-maintaining capability
of a fiber is provided by the induced birefringence in the
core of the fiber. This birefringence causes the polarization
in these fibers to remain in the axis that it was launched
into the fiber and is not changing randomly as in the
regular fiber.

There are two main types of the polarization-maintaining
fibers: one with the geometrical birefringence and another
with the stress-induced birefringence. Geometrical bire-
fringence is created by the elliptically shaped core. The
stress-induced birefringence is created by using two stress
rods as a core.

In the application where fibers are exposed to the phy-
sical stress and temperature changes, the former type is
used mostly since it maintains its polarization.

Optical Fiber Construction

Optical fiber consists of three main components: core,
cladding, and coating as shown in Fig. 3. The fiber is
constructed by drawing a solid glass rod in a high purity
graphite furnace. The rod consists of a core with high
refractive index inside a low refractive index cladding.
Thus both core and cladding are produced from a single
piece of glass.

After core and cladding are formed, the protective coat-
ing is applied to the fiber. This protective coating is called a
jacket and it guarantees that the fiber is protected from the
outside environment.

Types of Fibers

Transmission ranges of materials used for fibers are shown
in Fig. 4 (3). Most lasers operate in the range from 300 to
2500 nm, where silica fibers have the best overall proper-
ties and thus are commonly used.

Ultraviolet, Visible, and Near-Infrared Fibers. Ultravio-
let(UV), visible, and near-infrared (NIR) light spans the
range from 200 nm to 2.5mm. Visible and near-IR light

propagates in the silica-based fibers with practically no
losses due to the low absorption of the order of tenths of
percent per meter. In the IR range (wavelength >2.4mm)
and UV (wavelength <400 nm) absorption is higher. The
silica-based fiber absorption is caused primarily by hydro-
xyl radicals (OH), and thus is determined by OH concen-
tration resulting from the presence of free water during the
fiber production. Low OH concentration determines excel-
lent transmission of these fibers in the NIR range up to
2.4mm. At wavelengths longer than 2.5mm, the absorption
of silica limits the use of silica fibers. In the UV range, most
of the silica fibers are usable down to 300 nm, particular the
fibers with a high OH concentration. For shorter wave-
lengths fibers with both core and cladding made of silica,
silica–silica fibers are used.

For applications in wavelengths <230 nm, special atten-
tion should be paid to the solarization effect caused by the
exposure to the deep UV light. The solarization effect is
induced by the formation of ‘‘color centers’’ with an absor-
bance at the wavelength of 214 nm. These color centers are
formed when impurities (like Cl) exist in the core and
cladding fiber materials, and form unbound electron pairs
in the Si atom, which are affected by the deep UV radiation.
Recently, solarization resistant fibers have been developed.
It consist of a silica core, surrounded by silica cladding that
is coated in aluminum, which prevents the optical fiber
from solarizing. The fiber preform (a high grade silica rod
used to make the fiber) is hydrogen loaded in a hydrogen-
rich environment that helps to heal the silicone–oxygen
bonds broken down by UV radiation.

As far as power-handling capability is concerned, the
typical glass optical fiber is quite adequate in applications
where the laser beam energy is delivered continuously or in
relatively long pulses such that the peak power in the
optical fiber does not exceed power densities of several
megawatts per square millimeter. When the laser energy
is delivered in very short pulses, however, even a moderate
energy per pulse may result in unacceptable levels of-peak
power. Such may be the case of Nd-YAG lasers, operating
in mode-locked or Q-switched configurations, which pro-
duce laser beam energy in the form of pulses of nanosecond
duration or less. On the other hand, excimer lasers, which
are attractive in a number of applications (4), generate
energy in the UV range of the spectrum (200–400 nm) in
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Figure 3. Fiber components. (From Basic Principles of Fiber
Optics, Corning Incorporated # 2005.)
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very short pulses; they, therefore, require solarization-
resistant silica–silica fibers, which can transmit light en
ergy at such short wavelengths and, at the same time,
carry the high power densities.

The limitation on power-handling capability of a glass
optical fiber is due to several nonlinear effects, for example,
Raman and Brillouin scattering (5), avalanche breakdown
(6), and self-focusing (7). Stimulated Raman scattering,
which occurs when, because of molecular vibrations, a
photon of one wavelength, say that of the laser, is absorbed
and a photon of another wavelength, known as a Stoke’s
photon, is emitted, has been observed at power densities of
6 MW�mm�2. The time varying electric field of the laser
beam generates, by electrostriction, an acoustic wave,
which in turn modulates the refractive index of the med-
ium and gives rise to Brillouin scattering. Thus, Brillouin
scattering is analogous to stimulated Raman scattering
wherein the acoustic waves play the same role as the
molecular vibrations. Although the Brillouin gain is higher
than the one measured for the stimulated Raman scatter-
ing, the latter is usually the dominant process in multi-
mode fibers (8).

Under the influence of an intense electromagnetic field,
free electrons, which may exist in the optical fiber as a
result of ionized impurities, metallic inclusions, back-
ground radiation, or multiphoton ionization, are acceler
ated to energies high enough to cause impact ionization
within the medium. If the rate of electron production
due to ionization exceeds the electron loss by diffusion
out of the region, by trapping, or by recombination, then
an avalanche breakdown may occur, resulting in
material damage. If high enough power densities
(>100 MW�mm�2) are applied to the fiber core, avalanche
breakdown is the main mechanism of permanent damage
to the optical fiber. The fiber surface should be polished and
chemically processed with great care to avoid reduction in
the damage threshold level of the fiber surfaces. The latter
is usually lower by two orders of magnitude than that of the
bulk material as a result of the presence of foreign materi-
als embedded during improper polishing or because of
mechanical defects. The threshold of induced Raman and
Brillouin scattering and avalanche breakdown can be
further substantially reduced by self-focusing of the laser
beam. Self-focusing may occur when the refractive index
of the nonlinear medium increases with beam intensity.
The possible physical mechanisms involved are vibration,
reorientation, and redistribution of molecules, electrostric-
tive deformation of electronic clouds, heating, and so on.
Thus, a laser beam with a transverse Gaussian profile
causes an increase in the refraction index in the central
portion of its path of propagation, and becomes focused
toward the center. Self-focusing is counteracted by the
diffraction of the beam and the balancing effects of the
two determine the threshold of power that causes self-
focusing; for glass it was found to be �4 MW. Damage to
optical fibers can also occur if a pulsed-laser beam is not
properly aligned with the entrance face of the fiber (8,9).

IR Fibers. For the IR region beyond 2500 nm, materials
other than silica are being used. These IR fibers can be
classified into three categories: IR glasses fibers, crystal-

line fibers, and hollow fibers (10,11). Fluorozirconate and
fluoroaluminate glass fibers can be used in the 0.5–4.5mm
region. Commercially, they are produced in diameters from
100 to 400mm. Because of their low melting point, they
cannot be used >150 8C; however, they have a high damage
threshold. The refractive index is similar to silica (�1.5)
and the transmission is >95% for several meters. For
longer wavelengths (4–11mm) chalcogenide glass fibers
are available in diameters of 150–500mm. The disadvan-
tage of these fibers is that they are mechanically inferior to
silica fibers and are toxic. They have high Fresnel reflection
because of the high refractive index (2.8) and relatively
high absorption; as a result they have low transmission
[losses are several tens of percent per meter (12)].

The crystalline fibers can be better candidates for the
mid-IR range. Sapphire can be grown to a single crystal
with a diameter of 200–400mm, which is strong, hard, and
flexible (13). It can be used up to a wave length of 4mm.
Sapphire, however, has a high index of refraction (1.75),
which produces rather high reflection losses at each sur-
face. Silver halide and thallium halide polycrystalline
alloys (e.g., KRS-13), in contrast, can successfully transmit
even high power CO2 light (14). From these alloys, good
quality fibers are manufactured with high transmission of
a few dB�m�1 and that are insoluble in water, are nontoxic,
and are fairly flexible.

Hollow fibers are built as flexible tubes, which are
hollow inside, that is with air. They transmit light in the
whole IR range with high efficiency (15–17). One type of
these fibers comprises metallic, plastic, or glass tubing that
is coated on the inside with a metallic or dielectric film with
a refractive index n>1 (18). Another type has the tubing
coated with a dielectric coating of n<1 for 10.6mm on the
inside of hollow glass (15) or crystalline tubes (19). The
losses are 0.4–7 dB�m�1 depending on the core size. The
losses due to bending are inversely proportional to the core
radius. Power transmissions >100 W have been achieved.
The damage threshold for high power densities is com-
parable with that of solid core fibers. It has been reported
that the dielectric-coated metallic hollow fiber is the
most promising candidate for IR laser light transmission.
The standard hollow fiber is 2 m in length with an inner
diameter of 0.7 mm and has transmission >75% of Er-YAG
or CO2 laser light under practical usage conditions (20).

ILLUMINATION APPLICATIONS

Introduction and Applications

Optical fibers are used for various illumination needs. The
use of fiber optics bundles allows illuminating the desired
area without the problem associated with the presence of
the lamp-based light source.

For example, the fiber bundle brings the visible light to
illuminate the area under examination with the colposcope
and surgical microscope while the light source is placed in
the area not interfering with the physician’s activities.

In endoscopy, the fiber optic bundles are incorporated
into the small diameter flexible cylindrical body of the
endoscope, which is dictated by the necessity to pass
through narrow (<2 cm at the most) pathway of lumens
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of the human body. The fiber optic bundles are used to
bring the light down to the distal end and illuminate the
target tissue, which the physician is examining through
the imaging channel of the endoscopes.

In surgery, especially in microsurgery, dentistry, and so
on fiber optic bundles are used to build a headlight, which
creates bright illumination of the surgery area where the

surgeon eyes are pointed. Here, the fiberoptic illumination
allows mounting the output lens on the headband of the
surgeon and leaving their hands free for the operation (see
Fig. 5). Recent development in the fiber optics flat and
flexible illumination panels (see below) allows bringing the
visible light inside the deep cavities of the human body for
illumination during surgery.

In ophthalmology, early application of fiber optic illu-
mination has included its use as a light source in the
indirect ophthalmoscope. The resulting small light spot
at the distal end of the optical fibers allows for the use
of variable apertures and provides sharply focused and
uniformly illuminated circles of light upon the retina (21).
Fiber optic illuminators are also used in conjunction with
intraocular surgery. Thus a variety of miniature devices
are available for the visualization of the interior of the eye
to provide improved illumination in microsurgery of the
retina and vitreous.

Currently, a number of companies are developing the
‘‘solid-state’’ light based on the light emitting diodes (LED).
The advantages of this type of illumination is that it
produces much less heat and emits in the visible spectral
range thus making the illumination fiber bundle less useful
for some a pplications. However, it will take another decade
before this type of the light will become commercially
viable.

In addition to transmitting the light through the fiber
bundle to the target for illumination, the fiber optics often
serves to shape the light in the form most advantages for
the application. For example, in the form of the rigid or
flexible flat panel that can be used during almost any deep
cavity surgery. These fiberoptic panels are made of woven
plastic optical fibers as shown in Fig. 6.

FIBER OPTICS IN MEDICINE 305

Figure 5. Headlight attached to the head bend on the surgeon
head. The light from the lamp is transmitted through the fiber
bundle to the output lens. (From www.luxtec.com.)

Figure 6. Principle of the fiber optics panels with
the side emission. (From www.lumitex.com.) (a) All
fiber optics illumination bundles, li ght enters the
panel through each highly polished fiber end. Here,
the computer controlled ‘‘macrobends’’ in the
fibers cause the transmitted light to be emitted
from the sides of the fibers through the cladding.
Precisely engineered construction causes all light
to be emitted uniformly along the length of the
panel. (b) Layers of fiber optic weave are assem-
bled together with double-sided adhesive into as
manyaseight layers.Amylarreflector is laminated
to the back and a clear vinyl top layer is added for
extra durability. For some applications (e.g., LCD
backlighting), a semitransparent diffuser layer is
placed between the top weave layer and the clear
vinyl. The optical fibers extend from the panel in
cable form and are bundled into a brass ferrule and
highly polished. These ferrules are then connected
to a remote light source.



Requirements for Illumination Fibers

A thin optical fiber is obtained by drawing in a furnace a
glass rod inside glass tubing, which together form the high
refractive index core and the low refractive index cladding,
respectively. The core material usually used for the illu-
mination fibers is silica, which, as was discussed earlier, is
the best material for the visible spectral range. When
drawn to a core diameter of 25mm or less, the optical fiber
is quite flexible, allowing for bending radii of <1 cm.

Light Sources Used with Illumination Fibers. The light
sources for the fiberoptic illuminators are tungsten or
quartz halogen projection lamps, mercury or xenon high
pressure arc in quartz glass enclosures, and metal halide
lamps. Color temperatures of tungsten sources vary
between 2800 and 3500 K, which is a low color temperature
with the illumination appearing yellow. Arc and halide
lamps are used in the commercially available illuminators
and provide light at the color temperature of �5400 K.

These light sources are a black body type radiator, thus
they radiate into the sphere, that is, solid angle of 4p
steradian and the amount of the output light they emit
is almost proportional to the emitting body (filament, for
the tungsten lamps, and arc, for other types). Thus they
have the emitting body of >1 mm2 for the arc lamp and
much greater for the tungsten and quartz halogen lamps.

Coupling Efficiency. The fact that the light source
radiates in 4p steradian from the emitting body lead to
requirements that the optical fibers used for the illumina-
tion have a high aperture and sufficient cross-section. To
transmit the required illumination through the bundle and
keep the fibers flexible, the conventional practice is to
gather a lot of thin flexible fibers into a bundle, with the
ends bound and polished. This bundle is almost as flexible
as the single fiber. The fibers in the ends of the illumination
fiber bundles are arranged at random and these bundles
are called incoherent . This organization of the fibers in a
bundle, in addition to being inexpensive to assemble, is also
sometimes useful to provide uniform illumination at the
output end.

Various schemes have been employed to maximize the
light intensity delivered from the source to the fiber or fiber
bundle and to obtain uniform illumination at the distal end
of the fiber. For example, a special reflecting mirror, in the
form of an ellipsoid of revolution, has the light source and
the fiber input at the focal points with the major axis of the
ellipsoid at an angle to the receiving fiber. However, note
that light lamp sources, as opposed to lasers, could not be
focused or concentrated onto areas smaller than their
emitting body without considerable loss of the luminous
flux. This follows from the fundamental relationship in
radiometry, which states that the radiance of an image
cannot exceed that of an object for the case when both
lie in a medium with the same index of refraction (22).
Consequently, the optimum illumination from an optical
fiber is obtained when the image of the source completely
fills the entry face of the fiber and the cone of light forming
this image is equal to the numerical aperture of the
fiber. In some cases, when the light source consists of a

filament, the use of reflectors increases the effective area
of the source by redirecting light rays through the voids in
the filament.

Removal of Heat, UV, and IR Radiation. All lamps
produce heat directly or by absorption of light in the visible
to IR spectral ranges. Also, the UV radiation portion of the
spectrum may be hazardous to the eyes and illuminated
tissue. The high intensity light sources needed to deliver
adequate illumination to and through the optical fiber cause
the latter to become very hot. In the case of fiber bundles,
the heat generated at the proximal end of the fibers
requires that they not be bonded with epoxy, but instead
be fused together. In some cases this may also apply to the
distal end if enough heat is conducted through the fiber or
is generated by absorption of light in the fiber. Of course,
this is highly undesirable and should be avoided. After all,
one of the main objectives of the use of illumination fibers
is to keep the heat of the light source away from the area
being illuminated. Indeed, the early applications of optical
fibers were referred to as ‘‘cold-light’’ illumination. Special
provisions must, therefore, be made to dissipate and divert
large amounts of heat. Most light sources utilize dichroic
reflectors and/or heat filters to block the heat from reaching
the fiber.

Transmission. The light propagating through the opti-
cal fiber is attenuated by bulk absorption and scattering
losses. These losses vary with the wavelength of light and
are usually higher at short wavelengths, that is, the blue
end of the visible spectrum of 400–700 nm. In most illumi-
nation applications, the typical length of the fibers does not
exceed 2 m and thus the attenuation of light due to absorp-
tion is of no consequence. Antireflection coating can reduce
Fresnel losses due to reflection at the end faces of the fiber.

The faithful rendition of color in viewing depends on the
spectral content of the light illumination. This is of parti-
cular significance in medicine where the diagnosis of dis-
ease is often determined by the appearance and color of
organs and tissue. Hence, optical fibers made of plastic
materials, for example, polystyrene for the core and Lucite,
polymethylene methacrylate (PMMA), for the cladding,
despite their flexibility and low cost, do not find extensive
use as illumination fibers.

DIAGNOSTIC APPLICATIONS

Introduction

One of the earliest applications of optical fiber in medicine
were in imaging. The bundle of the optical fibers has been
used to transmit image from the distal to the proximal end,
where the physician could see the image of the target tissue
in real time. The device using this technique is known as
an endoscope. The endoscopes are used widely in current
medical practice for imaging of lumens in the human
body.

In the past 20 years, many new diagnostic applications
of fiber optics have appeared as a result of the develop-
ments in biomedical optics (23). Most all of them utilize a
single or a few fibers. Some of them, for example OCT (24)
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and confocal imaging (CI) (25) use scanning to produce the
images of the lateral or axial cross-sections of the body.
Others are utilizing the spectroscopic differentiation of the
tissue, using natural (23) or man-made markers (26).
Among these techniques, fluorescence (23), reflectance
(23), light scattering, and Raman spectroscopic methods
(27) are most promising and thus most developed.

Another new area for the application of fiber optics in
medicine is the fiberoptic biosensor (FOBS). This is a
sensor consisting of optical fiber with a light source and
detector and an integrated biological component that
provides the selective reaction to the biochemical condi-
tions of the tissue and body fluids. These sensors have been
applied for glucose and blood gas measurements, catheter-
based oximetry, billirubin, and so on. The detailed
discussion about the principle and applications of these
sensors is in ‘‘Optical Sensors’’ article of this encyclopedia.

Imaging

Endoscopy. The word endoscopy derives from two
Greek words meaning ‘‘inside’’ and ‘‘viewing’’. Its use is
limited to applications in medicine and is concerned with
visualization of organs and tissue by passing the instru-
ment through natural openings and cavities in the human
body or through the skin, that is percutaneously. The
endoscope has become an important and versatile tool in
medicine. It provides a greater flexibility than it is possible
with instruments that consist of a train of optical lenses,
and transmits illumination to the distal end of the probe.
The greater flexibility of the flexible endoscope enables the
visualization around corners and the eliminati on of ‘‘blind
areas’’ obtained with the rigid instrument. It should be
noted that optical fibers are used to deliver illumination
light in rigid endoscopes that in some cases may employ
lenses for image transmission.

Endoscopes, which utilize optical fibers to transmit the
image from the distal to the proximal end, are often called
fiberscopes to differentiate them from the video or electro-
nic endoscopes where a semiconductor imager is placed at
the distal end and the image is transmitted electronically.
Progress in the production of the relatively inexpensive
high quality miniature semiconductor imagers based on
Charge Coupled Device (CCD) technology and Complemen-
tary Metal Oxide Semiconductor (CMOS) led to the devel-
opment of the high quality electronic (video) endoscopes.
Currently, most of the endoscope vendors produce such
endoscopes. It appears that these video endoscopes produce
higher quality images with considerably higher magnifica-
tion (28) and are replacing the fiberscopes where it is prac
tical (29–31). However, a large number of fiberscopes are
still used in the clinics and new fiberscopes are being sold
(e.g., see www.olympusamerica.com). Moreover, in the areas
that require thin and ultrathin endoscopes of <2–4 mm (32),
fiberscopes are still the only practical solutions. The general
discussion on endoscopy, its features, and applications is
presented in the Endoscopy article. This article will pri-
marily discuss fiberscopes.

In addition to the imaging and illumination channels, a
typical endoscope includes channels to accommodate tools
for biopsy to aspirate liquids from the region being

inspected, and to inflate the cavity or to inject clear fluids
to allow for better visualization. The overall dimensions of
such instruments vary between 5 and 16 mm in diameter,
the thinner versions being smaller and more versatile than
the corresponding rigid systems. The fiberscope can be
made as long as nece ssary, since the light losses in most
fibers made of glass cores and cladding are tolerable over
distances of up to several meters. These images can be
recorded using film, analog and digital still, and video
cameras.

Most of the fiberscopes use similar optical structures
and vary mainly in length, total diameter, maneuverabil-
ity, and accessories, for example, biopsy forceps. The dia-
meter of the individual glass fibers in the image-conveying
aligned bundle are made as small as possible limited only
by the wavelength of the light to be transmitted. In prac-
tical applications, the diameter is ranging from 2 to 15mm.
Moreover, if the fibers are densely packed, cross-talk pro-
blems may arise due to the evanescent electromagnetic
field (light waves) in each individual fiber (33).

A variety of fiberscopes have been developed, each with
features that are best suited for specific applications.

Transmission of Images Through Optical Fibers. As
shown in the section General Principles of Fiber Optics,
an optical fiber cannot usually transmit images. However,
a flexible bundle of thin optical fibers (obviously, with silica
core) can be constructed in a manner that does allow for
the transmission of images. If the individual fibers in the
bundle are aligned with respect to each other, each optical
fiber can transmit the intensity and color of one object
point. This type of fiber bundles is usually called a ‘‘coher-
ent’’ or ‘‘aligned’’ bundle. The resulting array of aligned
fibers then conveys a halftone image of the viewed object,
which is in contact with the entrance face of the fiber
array. To obtain the image of objects that are at a distance
from and larger than the imaging bundle, or imaging
guide, it is necessary to use a distal lens or lens system
that images the distal object onto the entrance face of the
aligned fiberoptic bundle. The halftone screen-like image
formed on the proximal or exit face of a bundle of aligned
fibers can be viewed through magnifying systems or on the
video monitor if this exit face is projected onto the video
camera.

Fabrication of Flexible Imaging Bundles. The fabrication
of flexible imaging bundles involves winding of the optical
fibers on a highly polished and uniform cylinder or drum,
with the circumference of the latter determining the length
of the imaging structure. The aligned fibers can be wound
directly from the fiber-drawing furnace or a separate spool
of individual fibers. When the entire bundle is obtained in a
single winding process, similar to a coil, an overhang of
fibers wound on the outer layers develops after the struc-
ture is removed from the winding cylinder. Such overhang
can be eliminated by winding single or a small number of
layers and cutting them into strips to form the aligned
fiber bundle. This process, although more laborious, usually
renders better uniformity in the imaging bundles. Some
users find the evenness of the fiber arrangement distracting
and prefer the irregular structure. This may be compared

FIBER OPTICS IN MEDICINE 307



with the viewing of a television image wherein the hor-
izontal line scan has accentuated by imperfect interlacing.
In either method, the diameter of the fibers is on the order
of 10mm, which is thinner than hair or about the size of a
strand in a cottonball, and must therefore be soaked in
binding epoxy during the winding process. When the com-
pleted imaging bundle is cut and remove d from the drum,
its ends are bound to secure the alignment and the epoxy is
removed along the structure to let the individual fibers
remain loose, and thus flexible. A flexible imaging bundle
can also be obtained by first drawing a rigid preform made
up of individual optical fibers, each with a double coating,
where the outer cladding is chosen to be selectively etched
afterwards. Such a structure has nearly perfect alignment,
sin ce the preform can be constructed of fibers thick enough
to allow parallel arrangement and the individual fibers in
the drawn bundle are fused together without any voids be
tween them. Moreover, such fabrication technique, as com-
pared with the winding method, is far less expensive since it
permits batch processing.

The size of the imaging bundle varies from 1 to 2 mm in
diameter for miniature endoscopes, for example, angio-
scopes or pediatric bronchoscopes, where the fiberscopes
are currently primarily utilized, to 6 mm in diameter for
large colonoscopes, and lengths exceeding 2 m. Large ima-
ging bundles may consist of as many as 100,000 individual
fibers (28), each fiber providing one point of resolution or
pixel. For such large numbers of fibers, it is often necessary
to fabricate the final device by draw ing first fiber bundles
containing a smaller number of fibers and then joining
them together to form a larger structure.

Characterization of Flexible Imaging Fiber Bundles. The
resolution attainable with a perfectly aligned fiberoptic
imaging structure is determined by the fiber diameter.
For a hexagonal configuration, the resolution in optical
line pairs per millimeter is, at best, equal to, and usually
slightly<1/2d, where d is the fiber diameter in millimeters.
Figure 7 shows a cross-section of an imaging bundle of
fibers aligned in a closely packed hexagonal pattern, i.e.,
each fiber has six closest neighbors. In Fig. 7a are shown
two opaque stripes separated by a distance equal to their
width, which are placed at the distal end of an entrance
face of the imaging bundle. When this end is illuminated,
the corresponding fibers at the output or proximal exit end
of the bundle will be either partially or totally darkened,
depending on the relative location of the opaque stripes
with respect to the fiber pattern. In Fig. 7b, the partially
illuminated fibers indicate that the smallest resolvable
separation of the two stripes is equal to twice the fiber
diameter. In practice, the packing of the fiber bundle is
often not perfect, leaving spaces between the fibers; thus,
the line resolution is further reduced and is usually <1/2d.
For a typical imaging bundle in endoscopy, the diameter
of the individual fiber is �10mm and, therefore, the
resolution is better than 50 line-pairs�mm�1. This resolu-
tion is considerably poorer than in most lens systems.

The line resolution for the hexagonally aligned imaging
bundle does depend on the orientation of the stripes (Fig. 7).
Thus, for an orientation different from that shown in Fig. 7,
the line resolution may be somewhat different from that

obtained. The spatial variance of the image transfer prop-
erties of imaging bundle has led to the use of averaging
techniques in the evaluation of their limits of image reso-
lution (34). The modulation-transfer function (MTF) of
an imaging bundle is the contrast response at its exit face
to a sinusoidal test pattern of varying spatial periodicity
imaged onto the input or entrance face. The fabrication of
an imaging bundle may result in the misalignment or
deviation from perfect alignment of the adjacent fibers.
A method of evaluation of the image-conveying properties
of practical imaging bundles has been developed (35),
which takes into account the fact that the arrangement
of the fibers may differ at the input and output faces of the
imaging bundle. It also uses a statistical approach in
determining an average modulation-transfer function.
The aligned fiber bundle exhibits a mosaic pattern that
represents the boundaries of the individual fibers and that
appears superimposed on the viewed image. Hence, the
viewer sees the image as if through a screen or mesh. Any
broken fiber in the imaging bundle appears as a dark spot.
In some applications, these two features can be very annoy-
ing and distracting, although most medical practitioners
have become accustomed to these peculiarities and have
learned to discount them. In some sense, it is comparable to
viewing through a window with a wire screen, which in
most cases is unnoticed.

Rigid Imaging Bundles. Fiberoptics bundles composed of
individual optical fibers far smaller than those described
earlier can be obtained by drawing the entire assembly in
the furnace in a manner that preserves their alignment.
This method is similar to that employed in the preparation
of flexible imaging structures by etching a double-clad
rigid imaging bundle. However, since the fibers become
fused together during the drawing process, the structure
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Figure 7. Image transmission of two opaque stripes from (a)
distal end to (b) proximal face of an imaging fiber optics bundle.



remains a rigid solid-glass rod. A segment of a cross-section
of such an imaging bundle, which is 0.5 mm in diameter and
contains 11,000 fibers, each 4.2mm in diameter, is shown in
Fig. 8. The honeycomb pattern represents the boundaries of
the individual fibers and is superimposed on the image,
similar to the flexible fiberoptic imaging bundle.

Fiber-Based Confocal Microscopy. Confocal imaging (CI)
is based on illuminating a single point on the sample and
collecting scattered light from the same single point of the
sample (Fig. 9a). The illumination point on the sample is
the image of the illumination pinhole and is imaged into
the detector pinhole, thus making both pinholes and the
illuminated spot on the sample optically conjugated. In this
way, stray light from points outside the collection volume is
effectively filtered, improving contrast, particularly for
scattering media, for examples, biological tissues. Scann-
ing the position of this point on the sample and acquiring
the signal from each position creates a lateral image of the
sample. For axial cross-sectional imaging, the focal point
on the sample is axially moved while acquiring the signal
from each position. Combining both lateral and axial
scans provides a perpendicular cross-sectional image of
the tissue. The nature of the signal from the illuminated

point depends on the specific embodiment. Either back-
scattered or fluorescent signals are most often used for CI;
however, other signals have been collected and proven
clinically useful.

Both pinholes contribute to depth sectioning ability. The
source pinhole causes the illuminating irradiance to be
strongly peaked at the image formed by the objective and to
fall off rapidly both transversely and along the line of sight
(depth). There is, therefore, very little light available to
illuminate out-of-focus volumes. This implies that these
volumes will not significantly mask the image of the more
brightly illuminated focal region. The detector pinhole acts
similarly. It is most efficient in gathering the radiation
from the volume at the focal point, and its efficiency falls off
rapidly with distance, both transversely and in depth.
Together they assure that the totality of the out-of-focus
signal is strongly rejected.

Confocal imaging provides enhanced lateral and axial
resolutions and improved rejection of light from the out-of–
focus tissue. As a result, the confocal imaging (CI) can
achieve a resolution sufficient for imaging cells to depths of
several hundreds of microns. At these depths, CI has been
especially helpful in imaging the epithelium of many
organs, including internal organs via endoscopic access.
Images displayed by the CI system are similar to images of
histopathology slides under high resolution conventional
microscope, thus, are familiar to the physicians.

The fiberoptical confocal microscope has been intro-
duced in late 1980s and early 1990s (see, e.g., Ref. 37).
In this kind of the CI microscope, the light source is not a
point source, but the tip of an optical fiber, and the signal is
collected by another optical fiber that delivers the signal to
a detector. This makes the CI system compact and thus
convenient in numerous biomedical applications.

There are a variety of optical systems and scanning
arrangements, which allows for optimization of the CI
device for the required image and particular clinical appli-
cation (25). For example, the scanning can be or ganized by
moving the fiber tips, especially, when the common fiber
is used for the illumination and detection as shown in
Fig. 10b, or by moving the objective lens or by placing in
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Figure 8. Cross-section of the imaging bundle.

Figure 9. Confocal microscopy. (a)
Principle of confocal arrangement.
(From MPE Tutorial, Coherent
Incorporated # 2000.) (b) Possible
implementation of fiber-based con-
focal microscope (36).



the pinhole plane an output face of coherent fiber bundle
and scanning an mage of a pinhole at the entrance end of it.

The CI system can provide a cellular level resolution: A
lateral integrated image of tissue (similar to C-scan ima-
ging), a lateral cross-sectional image at the desirable depth
of tissue, a perpendicular-to-the-surface cross-sectional
image of the tissue (similar to B-scan imaging), and a
combination of the above images, thus a three-dimensional
(3D) image of tissue. In each case, the CI system could be
optimized to achieve the best overall performance while
utilizing the same basic platform. The application of the CI
imaging has been successfully demonstrated in diagnostics
of intraepithelial neoplasia and cancer of the colon (39). It
is reasonable to envision that the CI-based endoscope will
be used for the screening of Barrett’s esophagus and cancer
and other areas of the upper GI tract. It appears that there
is potential for application of the CI device combined with
one of the scattering-based spectroscopies for the vulner-
able plaque screening and triage.

The optical fibers used for the CI application are usually
a single mode type because of the requirement for the small
core diameter of the fiber tip as discussed above.

Optical Coherence Tomography. Optical coherence
tomography is a relatively new technology and has been
developed and investigated for the past 15 years (38). It
uses the wave property of light called coherence to perform
ranging and cross-sectional imaging. In OCT systems, a
light beam from a light source is split into a reference light
beam and a sample light beam (see Fig. 10a). The sample
light beam is direct ed onto a point on the sample and
the light scattered from the sample is combined w ith the
reference light beam. The combined reference and sample
light beams interfere if the difference of their optical paths
is less than the coherence length. The reference and the
collected sample beam are mixed in a photodetector, which
detects the interference signal. The light source used in
OCT has a low coherence length so that only the light s
cattered from the sample within the close proximity around
a certain depth will satisfy this condition. The strength of
the interference signal corresponds to the scattering
around this depth. To acquire the signal from another
depth in the sample the optical pa th of one of the beams

is changed so that the same condition is now satisfied by
the li ght scattered from another depth of the sample. The
component of the OCT system providing this change is
called an optical delay line. By sequentially changing the
optical path of one of the beams and processing the photo-
detector output, a cross sectional image of the sample is
generated. By laterally moving the sample beam along the
sample provides a perpendicular cross-sectional image of
the sample. The OCT image is similar to high frequency
ultrasound B-scan images.

Usually a moving mirror in the optical path of one of the
beams performs the continuous scan of the optical path.
The shortest coherence length of available light sources
allows the OCT systems to achieve a depth resolution higher
than in high frequency ultrasound imagers, but lower than
in confocal imaging. As a direct correlate, the depth
penetration of OCT systems is lower than for the high
frequency ultrasound imagers and higher than the confocal
imaging. These parameters make OCT a useful technology
in the biological and medical examinations and procedures
that require good resolutions to 2 mm depths.

The OTC systems utilizing the fiberoptic components
are most often used (Fig. 10b). These systems are compact,
portable, and modular in design. The sample arm of the
OCT can contain a variety of beam-delivery options
including fiberoptic radial- and linear-scanning cathe-
ter-probes for clinical endoscopic imaging. The aiming
beam is used so that the clinicians could see the location
on the tissue where the OCT catheter is acquiring image.
The optical fiber based OCT systems require using single
mode fibers in both reference and sample arms to keep the
coherence of the light guided by the fiber. In some cases,
when the OCT system is using the polarization properties
of the light, it must utilize the polarization-maintaining
fibers.

There is a variety of OCT optical systems and scanning
arrangements, which provide room for optimization of the
OCT device for the specific clinical application. Recently,
several system modifications of the basic OCT have been
reported; for example, Fourier transform OCT (40,41), spec-
troscopic OCT (42), and polarization OCT (43). Some of
them appear to promise practical OCT systems with higher
data acquisition rates, higher resolution (comparable with
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Figure 10. Optical coherence tomography (OCT). (a) Principle of OCT (From Wikipedia.org).
(b) Possible implementation of fiber-based OCT (38).



the resolution of CI), better noise immunity, or capabilities
to acquire additional information on tissue.

In the endoscopic applications, the sample arm fiber is
designed as a probe that goes through the endoscope to the
target tissue. There are a number of OCT probes developed
and suggested designs (44–54) that provide room for opti-
mization of the OCT device for the specific clinical appli-
cation. A number of successful clinical studies have been
carried out demonstrating the clinical applicability of the
endoscopic fiber OCT technique for clinical imaging, for
example, for imaging of Barrett’s esophagus (54) and eso-
phageal cancer (55), bile duct (56), and colon cancer (55).

Spectroscopy

Reflectance and Fluorescence Spectroscopy. Diffuse
reflectance spectroscopy is one of the simplest spectro-
scopic techniques for studying biological tissue. Light
delivered to the tissue surface undergoes multiple elastic
scattering and absorption, and part of it returns as diffuse
reflectance carrying quantitative information about tissue
structure and composition.

This technique can serve as a valuable supplement to
standard histological techniques. Histology entails the
removal, fixation, sectioning, staining, and visual examina-
tion of a tissue sample under the microscope. Tissue removal
is subject to sampling errors, particularly when the lesions
are not visible to the eye. Also, the multiple-stage sample
preparation process is time-consuming, labor intensive, and
can introduce artifacts that are due to cutting, freezing, and
staining of the tissue. Most importantly, the result is largely
qualitative in nature, even though quantitative information
is available through techniques, for example, morphometry
and DNA multiploidy analysis.

Spectroscopy, in contrast, can provide information in
real time, is not greatly affected by artifacts or sampling
errors, and can provide quantitative information that is
largely free of subjective interpretation. Because it does not
require tissue removal, it can be conveniently used to
examine extended tissue areas.

Usually, light is delivered and collected using an optical
fiber probe that can be advanced through the accessory
channel of the endoscope and brought into contact with
the tissue. The probe can consist of several delivery and
collection fibers. Probably the simplest geometry is a central
optical fiber for light delivery and six fibers for light collec-
tion arranged in a circle around the central fiber. In Zonios
et al. (57), all fibers had a 200mm core diameter and a NA of
0.22, and were packed tightly with no gap between them.
The probe tip was fitted with a quartz shield �1.5 mm in
length and in diameter, which provided a fixed delivery and
collection geometry with uniform circular delivery and col-
lection spots in the form of overlapping cones. The tip was
beveled at an angle of 178 to eliminate unwanted specular
reflections from the shield–tissue interface (see Fig. 11).

To extract quantitative properties of tissue collected
with the above probe the model of light transport in tissue
should take into account probe geometry. To find the total
light collected by the probe, diffuse reflectance from a
point source must be integrated over the spatial extent
of the light delivery and collection areas, characterized by

radii rd and rc, respectively. Assuming the incident light
intensity to be uniform over the entire delivery area, the
diffuse reflectance Rp(l) collected by the probe is given
by (57).

R pðlÞ ¼
1

rd
2

ðrc

0
rdr

ð2p

0
df

ðrd

0
Rðl; jr � r0jÞr0dr0

where rd and rc are radii of the delivery and collection
spots of the fiber optics diffuse reflectance probe and
R(l,jr�r0j) is diffuse reflectance predicted by the physical
model, which depends on tissue morphological and bio-
chemical composition.

A similar probe (Fig. 11) can be used for fluorescence
spectroscopy measurements. For fluorescence measure-
ments, it is especially important that delivery and collec-
tion signals are delivered over the separate optical fibers.
This is because intense illumination light can easily induce
certain amount of fluorescence in the delivery fiber. This
fluorescence of the fiber is likely to be weak, however,
tissue fluorescence is also very weak. Thus if the delivery
and collecti on fibers coincide, the fluorescence from the
probe itself would significantly perturb the tissue fluores-
cence observed by the instrument. Hence, fluorescence
fiber probes should always have separate delivery and
collection fibers.

Light Scattering Spectroscopy. In addition to the multi-
ply scattered light described by the diffuse reflectance,
there is a single scattering component of the returned
light that contains information about the structure of
the uppermost epithelial cells (58). It has been shown
that light scattering spectroscopy (LSS) (Fig. 12) enables
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Figure 11. Configuration of fibers in a typical reflectance and
fluorescence optical probe. Probe contains six fibers for light
collection arranged in a circle around the central fiber.

Figure 12. Schematic diagram of the LSS system (59).



quantitative characterization of some of the most impor-
tant changes in tissues associated with precancerous and
early cancerous transformations, namely, enlargement
and crowding of epithelial cell nuclei (58,60). Typical
nondysplastic epithelial cell nuclei range in size from 4
to 10mm. In contrast, dysplastic and malignant cell nuclei
can be as large as 20mm. Single scattering events from
such particles, which are large compared to the wavelength
of visible light (0.5–1mm), can be described by the Mie
theory. This theory predicts that the scattered light under-
goes small but significant spectral variations. In particu-
lar, the spectrum of scattered light contains a component
that oscillates as a function of wavelength. The frequency
of these oscillations is proportional to the particle size.
Typically, normal nuclei undergo one such os cillation cycle
as the wavelength varies from blue to red, whereas dys-
plastic/malignant nuclei exhibit up to two such oscillatory
cycles. Such spectral features were observed in the white
light directly backscattered from the uppermost epithelial
cell nuclei in human mucosae (60,61).

When the epithelial nuclei are distributed in size, the
resulting signal is a superposition of these single frequency
oscillations, with amplitudes proportional to the number of
particles of each size. Thus, the nuclear size distribution
can be obtained from the amplitude of the inverse Fourier
transform of the oscillatory component of light scattered
from the nuclei. Once the nuclear size distribution is
known, quantitative measures of nuclear enlargement
(shift of the distribution toward larger sizes) and crowding
(increase in area under the distribution) can be obtained.
This information quantifies the key features used by
pathologists in the histological diagnosis of dysplasia
and Carcinoma in situ (CIS), and can be important in
assessing premalignant and noninvasive malignant changes
in biological tissue in situ.

However, single scattering events cannot be directly
observed in tissue in vivo. Only a small portion of the light
incident on the tissue is directly backscattered. The rest
enters the tissue and undergoes multiple scattering
from a variety of tissue constituents, where it becomes
randomized in direction, producing a large background
of diffusely scattered light. Light returned after a single
scattering event must be distinguished from this diffuse
background. This requires special techniques because the
diffusive background itself exhibits prominent spectral
features dominated by the characteristic absorption
bands of hemoglobin and scattering of collagen fibers
(there is abundance of them in the connective tissue
laying below the epithelium). The first technique of diffu-
sive background removal uses a standard reflectance
probe described in the section References and Fluores-
cence Spectroscopy. This technique is based on observa-
tion that the diffuse background is typically responsible
for >95–98% of the total reflectance signal. Therefore,
the diffusive background is responsible for the coarse
features of the reflectance spectra. The diffusion approx-
imation-based model may account for th is component by
fitting to its coarse features. After the model fit is sub-
tracted, the single backscattering component becomes
apparent and can be further analyzed to obtain nuclear size
distribution (58).

Another technique would use a special polarized probe.
One possible implementation of the polarized probe is
described by Utzinger and Richards-Kortum (62) (see
Fig. 13). Recently, similar polarized fiber probe was devel-
oped by Optimum Technologies, Inc. The working principle
of this probe is based on the fact that initially polarized
light loses its polarization when traversing a turbid med-
ium such as biological tissue. Consider a mucosal tissue
illuminated by linearly polarized light. A small portion of
the incident light will be backscattered by the epithelial
cell nuclei. The rest of the signal diffuses into the under-
lying tissue and is depolarized by multiple scattering. In
contrast, the polarization of the light scattered backward
after a single scattering event is preserved. Thus, by sub-
tracting the unpolarized component of the reflected light,
the contribution due to the backscattering from epithelial
cell nuclei can be readily distinguished. The residual spec-
trum can then be analyzed to extract the size distribution of
the nuclei, their population density, and their refractive
index.

Raman Spectroscopy. Raman spectroscopy is a very
powerful technique, which should be capable of performing
detailed analysis of tissue biochemical composition. How-
ever, in biological tissues the intensity of the Raman signal
is only 10�9–10�11 of the intensity of the incident light.
What make it even worse is the fact that fluorescence
signal excited in tissue by the same incident light is much
higher, �10�3–10�5 of the incident light. And if the signal
is detected by the regular optical fiber probe it will also
overlap with the fluorescence signal originated in the fiber
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Figure 13. Design of the polarized fiber probe (62).



itself. Hence, development of a reliable biomedical Raman
fiber probe is still a challenge.

In Fig. 14 one can see the design of a Raman fiber optic
probe developed by Visionex Inc. It consists of a central
delivery fiber and seven collection fibers. A bandpass filter
is located in front of the delivery fiber and a longpass filter
in front of the collection fibers. Those filters ensure that no
laser light and fluorescence light originated in the delivery
fiber can enter the collection fiber.

THERAPEUTIC APPLICATIONS

Introduction

In therapeutic application, fibers are used primarily as a
part of light delivery system. Utilization of fibers allows for
flexible and convenient methods of delivering light from
bulky high energy light sources to the diseased location.
Often, using the fiber optics delivery system makes other-
wise inaccessible locations accessible. Variety of applica-
tions, light sources and energy requirements require
different fibers with different features.

Fiber Surgical Applications

The monochromatic nature of laser beam en ergy, temporal
coherence, and the ability to focus it onto a very small spot
because of its spatial coherence, allow for efficient surgical
methods, for example, tissue cutting or ablation, as well for
the transmission of large amounts of power through a
single optical fiber. This localized energy can be used to
cauterize tissue by evaporation while reducing bleeding by
coagulation. The use of lasers in surgical and other ther-
apeutic applications is most effective when employed in
conjunction with the flexible delivery systems and, in
particular, with laser-beam delivery which is compatible
with the endoscopy. Lasers utilized in medical applications
range in wavelength from vacuum UV (excimer laser at
193 nm) to infrared (IR) (CO2 laser at 10.6/11.1mm).

Laser-beam-delivery systems depend on the wavelength
laser energy. At the present time there is no single delivery
system that can be used over the entire range of medical
lasers. The primary design considerations in such systems
are efficiency, maximum power delivered, preservation of

beam quality, and mechanical properties (flexibility,
degrees of freedom, range, size, and weight).

Low efficiency (output power/input power) results in
losses in the delivery system, which, in turn, requires
higher power and thus more expensive lasers. Moreover,
the power lost in the delivery system is generally dissi-
pated as heat, resulting in a temperature rise that causes
damage to the device, leading to a further deterioration of
efficiency or catastrophic failure, Hence, efficiency,
together with heat dissipation, can be considered to be
the limiting factors in maximum power delivery.

A well-designed laser oscillator emits a highly colli-
mated beam of radiation, which can then be focused to a
spot size of just a few wavelengths, yielding power densities
not achievable with conventional light sources. A useful
delivery system should, therefore, preserve this quality of
the beam as much as possible; otherwise the main advan-
tages of using a laser are lost.

The most desirable flexible system should be easy to
handle mechanically, perform a large variety of tasks, and,
of course, still satisfy the above properties. From a mechan-
ical point of view, the ideal laser-beam guide would be an
optical fiber of small cross section and long enough to reach
any site, at any orientation, over a wide range of curva-
tures, through openings and inside complex structures.

The choice of fibers for such system is mainly deter-
mined by the wavelength of the laser (see Fig. 4) and
discussion in the section Types of Fibers.

Most lasers operate in the range of 300–2500 nm, where
silica fibers have the best overall properties and, thus, are
commonly used.

Outside this range, there are few wavelengths used
for laser surgery, in IR, 2.94mm of the erbium:YAG laser,
5–6 mm of the CO laser, 10.6/11.1mm of the CO2 laser and
in the UV, the 193 and 248 nm of the ArF and KF excimer
lasers, respectively. In the infrared range, silver halide
and sapphire are being used for the fiber core. Also, hollow
fibers have become available for efficient guidance of
infrared light with minimal losses (20,63). In the UV range,
the solarization resistant silica/silica fibers are available
(64) and hollow fibers have been reported recently (16,17).
For pulsed lasers, utilization of fibers can be limited by
the high peak powers, which could damage the fiber; for
example, the peak power of 106 kW�cm�2 is a threshold for
silica. In this case, the flexible arms with reflective sur-
faces have to be used.

As far as power-handling capability is concerned, the
typical glass optical fiber is quite adequate in applications
where the laser beam energy is delivered continuously or in
relatively long pulses such that the peak power in the
optical fiber does not exceed power densities of several
megawatts per square millimeter. When the laser energy
is delivered in very short pulses, however, even a moderate
energy per pulse may result in unacceptable levels of-peak
power. Such may be the case of Nd-YAG lasers, operating
in a mode-locked or Q-switched configuration, which pro-
duces laser beam energy in the form of pulses of nanose-
cond duration or less. On the other hand, excimer lasers,
which are attractive in a number of applications (4),
generate energy in the UV range of the spectrum (200–
400 nm) in very short pulses; they, therefore, require
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Figure 14. Design of the fiber tip of a typical fiber optic probe for
Raman spectroscopy (62).



solarization-resistant silica/silica fibers, which can trans-
mit light energy at such short wavelengths and, at the
same time, carry the high power densities.

For lasers in the IR region beyond 2500 nm, fibers made
of materials other than silica are being used as shown in
the section Types of Fibers.

Photodynamic Therapy

Photodynamic therapy utilizes the unique properties of a
substanceknownasphotosensitizer (65). Whenadministered
systemically it is retained selectively by cancerous tissue. The
substance is photosensitive and produces two effects: When
excited by light at a photosensitizer-specific wavelengt hit
fluoresces. This effect is used in photodynamic diagnostics.
When irradiated with light, the photosensitizer undergoes a
photochemical reaction, which results in the formation of a
singlet oxygen and the subsequent destruction of the cell
(usually malignant cell) that retained the substance.

In photodynamic diagnostics, since the fluorescence
efficiency of the photosensitizer is low, high intensity
illumination at the photosensitizer-specific wavelength
and high gain imaging systems are required to detect very
small tumors. The excitation is in the spectral range, where
silica fibers have excellent properties thus glass (silica)
fibers are used for delivery of the excitation light.

In order to obtain an effective cure rate in photodynamic
therapy, it is essential that the optical fibers, which deliver
the light energy to the tumor site, provide uniform light
distribution. Since an optical fiber, even if uniformly irra-
diated, yields a nonuniform output light distribution, it is
necessary to employ special beam shapers at the exit face of
the fiber (66). The specifics of the fiber used for the delivery
is determined by the absorption wavelength of the selected
photosensitizer, the laser power and mode of operation,
and the site being treated. These are the same considera-
tion as in the fiber delivery for the laser surgery as dis-
cussed in the section Surgical Application of Fibers.

It is noteworthy that the illumination in photodynamic
therapy does not require that it be obtained with coherent
light. The only reason that lasers are used is that unlike
conventional light sources, spatially coherent radiation can
be efficiently focused onto and transmitted through a small
diameter fiber. Light emitting diodes are often used as a
compromise between efficient but expensive lasers and
inexpensive and inefficient conventional light sources.

The application of photodynamic therapy in oncology
has been investigated over the past 25 years. It appears
that this modality is being used more often now (67) for
variety of cutaneous and subcutaneous tumors.
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INTRODUCTION

The observation that atoms of each element can emit and
absorb light at specific wavelengths is a fundamental
property of matter that fostered the study of chemistry
and development of structural models of atoms during the
past century. The interaction of light and matter can be
traced to use of the lens of Aristophanes � 423 BC, and to
studies of mirrors by Euclid (300 BC) and Hero (100 BC).
Seneca (40 AD) observed the ability of prisms to scatter

FLAME ATOMIC EMISSON SPECTROMETRY AND ATOMIC ABSORPTION SPECTROMETRY 315



light and Ptolemy (100 AD) studied angles of incidence and
refraction. Sir Isaac Newton (1642–1727) performed many
experiments to separate light into its component spec-
trum described in the 1718 volume Opticks: or, a treatise
of the reflections, refractions, inflections and colours of
light (sic).

The scientific basis of flame emission spectrometry (also
called flame photometry) arose from studies of the light
emitting and absorbing behaviors of matter when intro-
duced into a flame. Observations can be traced to Thomas
Melvill (1752), who observed the change of color and
intensity of light when different materials were introduced
into flames (1). Wollaston (1802) separated candlelight by a
prism and noted that it contained a bright yellow line (2).
The term line spectra is used to describe spectra composed
of discontinuous narrow bands of light wavelengths or lines
of different colors. Herschel (1822) observed different spec-
tral diagrams for different salts and Talbot suggested that
the yellow light indicated the presence of soda (various
forms of sodium carbonate) (3,4). In 1860, Kirchhoff and
Bunsen reported the correlation of spectral lines with
specific elements by introducing solutions into a Bunsen
burner using a platinum wire or hydrogen spray (5). This
body of work is Table 1 is depicted in Fig. 1 and summarized
by Kirchhoff’s laws of spectroscopy that describe emission
and absorption of light by matter. Kirchhoff’s laws are a hot
solid, liquid, or gas, under high pressure, gives off a con-
tinuous spectrum; a hot gas, under low pressure, produces a
bright line or emission line spectrum; a dark line or absorp-
tion line spectrum is seen when a source of continuous
spectrum is viewed behind a cool gas at low pressure.

In 1930, Lundegardh developed the first practical
method for quantitative spectrochemical analysis by show-
ing that the intensity of light emitted at specific wave-
lengths represented the concentration of an element being
introduced into a flame (6,7). Flame emission methods
were rapidly developed to determine alkali and alkaline
earth metals. With the introduction of interference filters
by Leyton and Ivanov in the 1950s to select narrow bands of
wavelengths of light, multichannel flame emission photo-
meters were developed that allow quantification of several
elements simultaneously (potassium, sodium, lithium)
from a single flame (8,9).

Following the development of commercial flame emis-
sion photometers, clinical laboratories used the analyzers
to measure sodium and potassium concentrations in
body fluids from the mid-1950s until the mid-1970s, when
potentiometric technologies largely replaced this technol-
ogy. Flame emission photometers were initially retained in
clinical laboratories to allow monitoring of serum lithium
in patients treated with oral lithium salts as a therapy for
manic depressive disorders. The rugged and reliable flame
emission photometers are still used in specialized clinical
laboratories to analyze fluid matrices that can render
potentiometric analyses unstable (e.g., the analysis of stool
electrolyte concentrations).

In addition to flame, other energy sources can be used to
produce atomic emission spectra in the ultraviolet (UV)
and visible regions including electric arc, electric spark, or
inductively coupled plasma. The use of higher temperature
energy sources to induce emission allows this technology to
assess quantitative elemental composition of materials.
These high energy instruments are used to support
analysis of specimens for geology, manufacturing, and
clinical toxicology.
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Figure 1. Emission and absorption spectra: (a) A continuous
spectrum emitted from a hot solid, liquid, or gas under pressure.
(b) A line spectrum emitted from a low pressure hot gas. (c) A dark
line or absorption spectrum observed when a continuous spectrum
is viewed behind a cool gas at low pressure.

Table 1. Selected Wavelengths and Excitation Energies
for Alkali and Alkaline Earth Elements

Element
Wavelength, nm

Light Emission
Excitation
Energy, eV

Lithium 670.7 1.85
Sodium 589.0/589.6 2.1
Magnesium 285.2 4.34
Potassium 766.5/769.9 1.61
Calcium 422.7 2.93
Manganese 403.1/403.3/403.4 3.07
Rubidium 780.0/794.8/

420.2/421.6
1.56/1.59/

2.95/2.94
Strontium 460.7 2.69
Cesium 894.3/852.1/

455.5/459.3
1.39/1.45/

2.72/2.69
Barium 553.6 2.24



Kirchhoff’s third law describes the absorption of specific
wavelengths of light by cool gases, the basis of atomic
absorption spectrometry. In the 1950s, Walsh (10) and
Alkemade and Milatz (11) independently reported the
analytical potential of light absorption by atoms in a flame,
extending the observation that Woodson (12) reported for
determination of mercury in air. The temperature of the
flame is sufficient to disperse atoms in a low density gas-
eous phase, enabling the atoms of individual elements to
absorb light at specific wavelengths. An intermittent exter-
nal light source is used to assess light absorption by atoms
in the flame while the continuous light emission from the
flame is measured and subtracted. Hollow cathode lamps
were subsequently developed that enabled atomic absorp-
tion methods to achieve both greater sensitivity and selec-
tivity than flame emission photometry and many more
analytical applications. The development of electrothermal
atomic absorption spectrometers and preanalytical derivi-
tization of chemicals into compounds that minimize inter-
ference during analysis make this technology a valuable
part of analytical laboratories. Clinical laboratories con-
tinue to use atomic absorption spectrometric methods to
evaluate the concentration of lead, copper, zinc, and other
trace metal elements in body fluids.

THEORY: FLAME ATOMIC EMISSION SPECTROMETRY

A theoretical basis for flame emission spectrometry can be
described using a model of the atom, where the atom is
composed of a nucleus surrounded by a cloud of electrons
that fluctuate between different energy levels. The tem-
perature of a solution of salt is rapidly elevated when the
solution is introduced into a flame. The solvent evaporates
and most metallic ions are reduced to the elemental neutral
atom state by free electrons in the flame. A small propor-

tion of monatomic ions are also formed. The temperature of
the flame can confer sufficient quantum energy to excite
electrons in a low energy level to a higher energy state,
however, the higher energy state is inherently unstable.
When the unstable high energy electron returns to the
ground state, energy is released from the atom in the form
of monochromatic light; a spectral line that is character-
istic of that atom and energy transition. The analysis of the
intensity and wavelengths of the line spectra emitted from
materials in high temperature sources is the basis of flame
atomic emission spectrometry, Fig. 2.

The intensity of light in the line spectra is related to the
number of atoms with electrons in the higher energy level.
The relationship between number of atoms in each energy
state (N0: ground state or N1 elevated energy state) is
dependent on the temperature: T, and the size of the
energy interval between the ground state and elevated
energy state: E1–E0. This relationship is depicted by the
Boltzmann equation:

N1

N0
¼ P1

P0
e�ðE1�E0Þ=kT

The important features of this equation are that the
ratio of atoms in each energy state (N1/N0) is dependent on
the magnitude of the quantity �(E1�E0)/kT. As tempera-
ture increases, the number of atoms in the high energy
state increases in an exponential manner. The values P1

and P0 are the quantum mechanical properties called
statistical weights and represent the number of ways in
which an atom can be arranged in a given state.

The Boltzmann equation describes the proportion of
atoms with electrons in an excited or high energy state
at specific temperatures. As electrons decay from excited
states to lower energy states, light energy is released in
discrete energy intervals associated with the line spectrum
for that element. The relationship between the light energy
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Figure 2. A model of the atom depicting (left panel) the absorption of energy associated with an
electron moving to a higher energy state or (right panel) the emission of light energy associated with
an electron moving to a lower energy state.



released and the wavelength or color of light emitted is
described by Planck’s law: E: Energy of electron transition
(J), h: Planck’s constant (J � s), c: speed of light (m/s), l:
wavelength of light (m�1).

E ¼ hc=l

Atoms can have electrons at many different energy levels
and this results in line spectra emissions at many different
wavelengths. When a flame has limited energy and the
atoms are at low density, only a small fraction of atoms
are excited and only a simple line spectrum of low energy
wavelengths is observed. Line spectra are characteristic of
each element allowing analysts to measure emitted light to
determine the chemical composition of solutions in a flame
or the chemical composition of a star, based on starlight
Table 1 (13). For example, the line spectrum of sodium is
characterized by an intense doublet of yellow lines at 589
and 589.6 nm. The intensity of light at 588–590 nm can be
measured in a flame photometer to measure the concentra-
tion of sodium in a fluid. Other alkali metals have low
excitation energy that results in emission of light at longer
wavelengths. Lithium and rubidium produce a red color and
potassium a red-violet color when introduced into a flame.
Higher energy associated with higher temperatures is
required for many other elements to emit light in the visible
or UV regions. To achieve the higher temperatures, elec-
trical arc, spark, ionized gases or plasmas are used to induce
light emission instead of a cooler conventional flame. The
inductively coupled plasma atomic emission spectrometer
(ICP–AES) (also called an inductively coupled plasma opti-
cal emission spectrometer, ICP–OES) devices are versatile
instruments capable of measuring elemental composition
with high sensitivity and accuracy and are currently used to
detect trace elements and heavy metals in human urine or
serum. The ICP–AES devices use temperatures in excess of
5000 8C and can achieve resolution of 0.0075–0.024 nm.

The line spectra of pure elements often contains doub-
lets, triplets, or multiplets of emission lines. Planck’s law
implies there is very little difference in energy level asso-
ciated with spectral lines that have similar wavelengths.
Spectral line splitting is attributed to the quality of electron
spin that can have two quantum values of slightly different
energy. Doublets are observed from atoms with a single
outer electron (with two possible electron spin values),
triplets from atoms with two outer electrons and multiplets
from atoms with several outer electrons. High resolution
instruments are required to distinguish some of the multi-
plet lines. With use of high temperature flames or ICP
source and high resolution instruments, the spectra of
atoms, ions, and molecules can be observed. Alkaline earth
metals can become ionized and the resulting cations can
generate emission spectra. Oxides and hydroxides of alka-
line earth metals can be present in samples or generated in
the flame and can also generate emission spectra. In prac-
tice, an emission wavelength used to measure an element is
selected when the line provides sufficient intensity to pro-
vide adequate sensitivity and the line is free from inter-
ference from other lines near the selected wavelength. The
amount of light emitted at a specific emission wavelength
may not be sufficient for analysis. For this reason, flame

emission spectrometry methods may not be applicable and
alternate methods, such as atomic absorption spectrometry
or inductively coupled plasma mass spectrometry, may be
preferred.

THEORY: ATOMIC ABSORPTION SPECTROMETRY

Atomic absorption spectrometry developed from the obser-
vations used to establish Kirchhoff’s third law: ‘That a dark
line or absorption line spectrum is seen when a source of
continuous spectrum is viewed behind a cool gas under
pressure’ (Fig. 1). When a sample is introduced into a
flame, only a small fraction of the atoms are in an excited
or high energy state (according to the Boltzmann equation)
and most atoms of the element remain in the unexcited or
ground state and are capable of absorbing energy. If light
energy is provided as a continuous spectrum, ground-state
atoms will selectively absorb wavelengths of light that
correspond with the energy intervals required to excite
electrons from low energy to higher energy levels. The wave-
lengths of light that are absorbed as electrons are excited
fromgroundstatetohigherenergylevelsareanalogoustothe
wavelengths of light emitted as high energy electrons return
to the ground state. The advantage of atomic absorption
spectrometry is that most of the atoms in a flame remain
in the unexcited ground state and are capable of light
absorption, allowing this method to be � 100-fold more
sensitive than flame emission spectrometry.

Atomic absorption of light is described by an equation
analogous to the Lambert–Beer law. The absorbance of
light, A, is defined as the logarithm of the ratio of initial
light beam intensity I0 to the intensity of the beam after
light absorption, I. The absorbance of light is directly
proportional to the concentration of absorbing atoms c
and the path length of the light beam in the atoms d.
The value k is a constant referred to as the absorptivity
constant.

A ¼ log
I0

I

� �
¼ kcd

The emission of characteristic wavelengths or colors
of light from materials in a flame was initially observed
by the unaided human eye and preceded the measurement
of atomic absorption that required instrumentation. To
observe atomic absorption of light, a beam of light was
passed through atoms introduced to a flame and the ratio of
initial and postabsorption light beams was determined.
However, the light beam emitted from the flame also
contains light derived from the combustion of materials
in the flame that was not present in the initial light beam.
To measure the atomic absorption of light, the intensity of
background light emitted from the flame itself must be
subtracted from the postabsorption light beam intensity
prior to calculating the absorbance. Electrothermal atomic
absorption (also called flameless atomic absorption or gra-
phite furnace atomic absorption) uses an electrically heated
furnace to atomize the sample. By design, the electrothermal
instruments have greater sensitivity and lower detection
limits because analyte atoms can achieve higher gaseous
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concentrations and residence time in the light beam and
there is less background light emission.

The sensitivity of atomic absorption methods was
improved by using light sources that generated wave-
lengths of light that exactly matched the wavelength of
maximum absorption by the element undergoing analysis.
The light sources are referred to as hollow cathode lamps.
These lamps heat a small amount of the element of interest
and generate line spectra emission for the light beam at
wavelengths that exactly match the wavelengths maxi-
mally absorbed by atoms of that element in the ground
state in the flame. Often hollow cathode lamps contain a
single element, however, multielement lamp sources with
six or more elements are commercially available.

EQUIPMENT

Flame Atomic Emission Spectrometry

The components of a flame photometer are illustrated
schematically in Fig. 3 and consist of a nebulizer within
a spray chamber, a premix burner, flame, monochromator,
detector, and readout system. The monochromator, detec-
tor, and readout systems are similar to those used in a
spectrophotometer: monochromatic light is obtained by
means of an interference filter or diffraction grating, a
detector consisting of a photomultiplier tube, result display
(visual meter, digital display, or data capture a computer
system), and the flame serves as a light source and sample
compartment.

Each of the basic components of the instrument con-
tributes to the analytical process. Various combinations of
combustible gases and oxidants can be used to create
flames with different temperatures (e.g., acetylene, pro-
pane, natural gas, oxygen, compressed air). The nebulizer
is an important component responsible for mixing the
analyte liquid with compressed air and converting it into
a fine mist that enters the flame. For precise analytical
measurements, the nebulizer must create a mist of
consistent composition (10–15% of the aspirated sample)
and mix the mist into the gases that combust to create a
consistent flame. Within the spray chamber, large droplets
settle out and are drained to waste, and only a fine mist
enters the flame. A wetting agent (e.g., a nonionic deter-
gent) may be added to standards and samples to minimize
changes in nebulizer flow rates that result from differences
in the viscosity or matrix of samples.

The intensity of emitted line spectra from atoms excited
in the flame must be discriminated from other light in the
flame. Less sophisticated instruments (e.g., flame photo-

meters) rely on filters with narrow bandpass to eliminate
background light emitted from the flame. Diffraction grat-
ings are used as monochromators in more sophisticated
instruments with a slit to limit the bandwidth of light being
detected.

To improve the reliability, an internal standard may be
used when designing a method. Usually an element not
present in the sample is introduced into the calibration
standards, quality control, and unknown solutions. In
biological applications, lithium or cesium is frequently
used for this purpose. By measuring the ratio of emission
light intensity of the target element to the internal stan-
dard, there is compensation for small variation in nebuli-
zation rate, flame stability and solution viscosity, and
methods perform with greater precision. Addition of either
lithium or cesium to all solutions can also prevent inter-
ference by acting as an ionization buffer (previously
referred to as a radiation buffer). A relatively high con-
centration of an alkali metal ion in the solutions creates a
buffer mixture of its ionic and atomic species and free
electrons in the flame. The elevated free-electron concen-
tration in the flame represses and stabilizes the degree of
ionization of analyte atoms and improves the atomic emis-
sion signal.

Inductively coupled plasma emission spectrometers
have similar components. The sample is nebulized into
argon gas that is heated to extreme temperatures
(>5000 8C) that efficiently breaks molecular bonds to gen-
erate gaseous atoms. Because few molecules exist at these
temperatures, ICP–AES has few chemical interferences
compared to flame techniques, however, because of the
high temperature and large proportion of atoms and ions
that emit light, ICP–AES methods are more prone to
spectral interferences associated with inadequate resolu-
tion of spectral lines.

Atomic Absorption Spectrometry

The components of a flame atomic absorption spectrometer
are illustrated schematically in Fig. 4 and consist of a
nebulizer, premix burner, hollow cathode lamp, modula-
tion system or beam chopper, flame, monochromator,
detector, and readout system. The monochromator, detec-
tor, and readout systems are similar to those used in a
spectrophotometer. Monochromatic light is obtained by
isolating a single spectral line emitted from a hollow
cathode lamp using an interference filter. The detector is
a photomultiplier tube and the results can be displayed by
a visual meter, digital display, or captured by a computer
system. The flame serves as a sample compartment and
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light from the hollow cathode lamp is passed through the
flame to measure absorption. Electronic modulation or a
mechanical beam chopper is used to interrupt the light
from the hollow cathode lamp into pulses so the extraneous
light emitted from the flame alone can be measured and
subtracted prior to measuring atomic absorption.

Electrothermal atomic absorption instruments typically
use a graphite furnace to rapidly heat a sample in a uniform
manner to �2600 8C. Samples are typically introduced into
the furnace on a carbon rod. As the temperature is raised,
the samples are dried, charred, rendered to ash, and ato-
mized (e.g., Table 2). Hollow cathode lamps are used as a
source of monochromatic light to determine atomic absorp-
tion. In contrast to flame-based methods that rapidly dilute
and disperse analyte atoms, electrothermal methods retain
atoms at higher concentrations with longer residence time
in the light beam. In addition, there is less extraneous
background light. These advantages allow electrothermal
atomic absorption instruments to measure many trace ele-
ments and heavy metals not capable of measurement with
flame atomic absorption instruments (15).

There are four categories of interference that can occur
with atomic absorption spectrometry: chemical, spectral,
ionization, and matrix. The element undergoing analysis
may exist or form stable molecules within the flame. The
atoms in the stable molecules do not generate line spectra
at the characteristic wavelengths of the free atoms and this
chemical interference results in a negative analytic bias for
the method. Spectral interference can occur when there is
nonspecific absorption of light by material in the sample.
Nonspecific absorption of light can be caused by solids or

particles in the flame. Spectral interference can often be
reduced by performing maintenance on the burner head to
remove residues and assure a steady flame is maintained.
Emission of light from other components in the flame can
interfere with analysis and can often be removed with a
background correction method. Ionization interference
occurs when atoms in the flame are converted to ions that
will not absorb the line spectra at the characteristic wave-
lengths for the atoms. Ionization interference can be
reduced by an ionization buffer or by lowering flame tem-
perature to reduce the extent of ionization. Matrix inter-
ferences occur when the calibration standards have a
different composition than the samples (e.g., viscosity, salt
concentration or composition, pH, or presence of colloids,
e.g., protein). Matrix interferences can be avoided in the
method design by assuring calibrator solutions have simi-
lar composition to the samples or that samples are highly
diluted so they acquire a matrix similar to the calibrator
solutions.

Several methods have been developed to improve the
sensitivity of atomic absorption by reducing background
radiation spectral interference. Electronically modulated
light beams or mechanical beam choppers have been used
to generate pulsed light so the background emission of light
from the flame can be distinguished, measured and sub-
tracted. Analogous to molecular absorption spectrophot-
ometers, atomic absorption spectrometers can have a
single beam design (Fig. 4) or a split double-beam design
where the beam modulator acts as a beam splitter to create
the light beam that passes through the sample and a
second beam that acts as a reference. Split double-beam
instrumentation has an advantage of compensating for
variation in light intensity from the lamp or variation of
detector sensitivity.

In electrothermal atomic absorption methods, the rapid
heating of samples can cause the release of smoke or
nonspecific vapor that blocks some light from reaching
the detector. To correct for this nonspecific light scatter,
in addition to the beam from a hollow cathode lamp, a beam
from a deuterium continuum lamp can be direct through
the sample chamber and light intensity measured at a
wavelength other than that used for the assay to assess
the extent of light scatter.

A third method of background correction is based on the
Zeeman effect. When atoms are placed in a strong magnetic
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Figure 4. Components of a flame
atomic absorption spectrometer.
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Table 2. Graphite Furnace Settings for Blood Lead
Determinationa

Stage Temperature, 8C
Ramp
Time, s

Hold
Time, s

Gas flow,
L �min�1

Dry 120 5 15 300
Preash 260 1 5 300
Ash 800 5 27 300
Cool 20 1 4 300
Atomize 1600 0 5 0
Clean 2700 1 2 300

aSee Ref. 14.



field, the emission and absorption line spectra are drama-
tically altered as the single line spectra are split into
triplets or more complex patterns. Splitting of a spectral
line into two different wavelengths implies that the elec-
trons involved have slightly different energy levels, accord-
ing to Planck’s law. The small difference in the energy levels
is attributed to slightly different quantum numbers for the
electrons involved and this difference in energy level can
only be detected in the presence of the magnetic field. In the
absence of the magnetic field, slight differences in energy
levels are not apparent and a single wavelength of absorp-
tion or emission is observed. By turning the magnetic field
off and on during atomic absorption spectrometry, the
population of atoms being tested is modulated from a
uniform population to discrete populations with different
quantum numbers. By measuring the element-specific
difference in atomic absorption as the magnetic field is
modulated, nonspecific background absorption or emission
canbeaccuratelysubtracted. Implementationof instruments
with Zeeman correction is complex, expensive, and requires
optimization of the magnetic field for each element. Conse-
quently, Zeeman correction approaches are usually reserved
for methods involving strong background interferences.

MEDICAL APPLICATIONS

Flame emission spectrometry and atomic absorption spec-
trometry are sophisticated methods of elemental analyses
that are robust and flexible techniques that have been
applied to the analysis of many different types of biological
or clinical samples. In the 1950s and 1960s, use of flame
photometers provided state-of-the-art accurate and precise
determinations of serum, sodium, and potassium. Stable,
reliable, and inexpensive potentiometric methods for deter-
mination of electrolyte concentrations were developed and
replaced flame photometric methods for most medical
applications. The hardy reliable nature of flame photometers
is still used for some analysis (e.g., the determination of
stool electrolytes). While flame emission photometric
methods can be applied to determine the concentration
of trace elements or heavy metals in biological specimens,
many clinical laboratories use electrothermal atomic
absorption spectrometry or inductively coupled plasma
mass spectrometry that offer greater specificity, sensitivity,
precision, and adaptability.

Flame emission spectrometric determinations are prone
to negative bias when biological samples undergoing ana-
lysis have high concentrations of lipid or protein (16).
Biological samples are mixed with a diluent to create a
mist in the nebulizer and the mist is created by mixing
constant proportions of each fluid. However, when a bio-
logical fluid has a high concentration of lipid or protein, the
constant volume of sample fluid has a reduced amount of
aqueous dissolved ions because lipid particles suspended in
the fluid occupy volume and reduce the volume of water
available to dissolve the ions. In a similar manner, proteins
bind water molecules creating a hydration shell and at high
concentration in an aqueous solution, the proteins occupy
volume in the sample and reduce the volume of water
available to dissolve ions. This negative bias is known as

the volume exclusion effect. The term pseudohyponatremia
is used to describe the misleading low serum sodium con-
centrations attributed to this bias. This volume exclusion
effect was initially characterized with flame photometers
and it remains a concern with potentiometric instruments
that use indirect electrodes and rely on sample dilution (17).

The use of atomic absorption spectrometers in clinical
laboratories for the determination of calcium, magnesium,
and other metal cations reached a peak in the 1970s. In the
following decades, potentiometric methods became com-
mercially available for the most common tests (e.g., calcium,
magnesium, sodium, and potassium) and atomic absorption
spectrometers were not commonly used in each hospital
laboratory. A concise review of the history of atomic absorp-
tion spectrometry application in clinical chemistry was
published in 1993 (18). The atomic absorption spectrometer
remained an important platform for the determination of
serum zinc, copper, and lead. Medical laboratory services
have often been consolidated, and infrequent tests (e.g.,
serum zinc, copper, lead, trace elements, and heavy metals)
are shipped to reference laboratories for analyses. While
inductively coupled plasma mass spectrometry offers
greater sensitivity and flexibility of analysis, flame and
electrothermal atomic absorption spectroscopic methods
remain cost-effective, precise analytic methods, widely used
in clinical reference laboratories to support the evaluation of
serum or blood concentrations of zinc, copper, aluminum,
chromium, cadmium, mercury and lead (Fig. 5).
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INTRODUCTION

Fluid flow occurs throughout biomedical engineering in
areas as different as air flow in the lungs (1,2) to diffusion
of nutrients or wastes through membranes (3–5). Flow-
related problems can involve fluid media in the form of gas,

liquid, or multiphase flows of both liquids and gas together
or in combination with solid matter. Biomedical flows occur
in both in vivo (6) and in vitro (7,8). They can involve
relatively benign flows like that of saline through an
intravenous tube to a biochemically active flow of a non-
Newtonian fluid such as blood. Many biomedical or bioen-
gineering processes require the quantification of some flow
field that may be directly or indirectly related to the
process. Such quantification can involve the measurement
of volume or mass flow, the static and dynamic pressures,
the local velocity of the fluid, the motion (speed and direc-
tion) of particles such as cells, the flow-related shear, or the
diffusion of a chemical species.

Interest in understanding fluid flows and attempts to
measure flow-related phenomena has had a long history in
the scientific and medical communities with early work by
Newton, DaVinci, and others. Early studies often involved
observations of flow-related phenomena that can be char-
acterized as simple flow visualization or particle tracking
(9) or the estimation of a pressure by the displacement of a
fluid. Rouse and Ince (10) provide a historical review of
these early works. Throughout the years, flow measure-
ment techniques have advanced significantly in capability
(what is measured and how), versatility, and in many ways,
complexity. Some techniques, such as photographic flow
visualization, have changed little in over 100 years,
whereas others are only possible because of advances in
electronics, optics, and physics. Improved capability and
versatility are evidenced through the increased ease of use
in some systems and the ability to measure more quantities
with increased accuracy and resolution. However, this
improved capability and versatility has, in some cases,
come at the cost of increased complexity in system hard-
ware, calibration requirements, and application complexity.

Measurement techniques can be characterized as inva-
sive or noninvasive and direct or indirect. Invasive mea-
surement techniques require the insertion of a sensing or a
sampling element directly into the flow field. As a result
of this direct insertion, invasive probes may alter the
flow field characteristics or induce bias errors associated
with the presence of the probe in the flow field or by the
operation of the probe (11,12). Invasive probes are often
designed to minimize flow disturbance by miniaturizing
the sensing elements or by displacing the sensing elements
some distance from the hardware holding the probe in
the flow, as illustrated in Fig. 1. Invasive probes also
require some type of closure at the penetration site through
the boundary of the flow, which must be accounted for in
the test design and can be particularly important in in vivo
applications to prevent fluid loss or infection. White et al.
(13) measured wall shear stress in the abdominal aorta of
dogs using an invasive, flush-mounted hot-film probe and
described how the probe tip is modified to provide an
effective entry mechanism through the arterial wall with
an adequate seal.

Noninvasive techniques do not involve direct insertion
of a sensor into the flow but provide sensing capability
through either access to the flow at the flow boundary or
through the use of some form of electromagnetic radiation
(EMR) transfer or propagation. Wall-mounted thermal
sensors, static pressure taps and transducers, or surface
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sampling probes are examples of noninvasive techniques
that require access to the boundary of the flow field through
a wall penetration (13). Ultrasound (14) magnetic reso-
nance (MR), X-ray, and optical techniques are all examples
of electromagnetic radiation that can be used to probe flow
fields (15). Unlike the wall-mounted invasive probes
describe above, EMR-based measurement systems do not
require physical penetration into the flow field or access
through the flow field boundary. They do, however, require
a ‘‘window’’ into the flow through the boundary enclosing
the flow field of interest. This ‘‘window’’ depends on the
type of technique being used. Optical-based techniques
require an optically clear window that may not be suitable
for in vivo applications, whereas ultrasound and X-ray
techniques require that the material properties of the flow
boundaries are transparent to these forms of EMR waves.
For example, lead will shield X-ray penetration and metal
objects on a surface or in the flow may create local artifacts
(noise or error) in MR measurements.

Direct and indirect measurements are defined by how
quantities of interest are measured. The displacement of a
particle or cell in a flow can be directly measured by
photographing the movement of the particle over a finite
time interval (16). Most flow-related measurement sys-
tems, however, are indirect. In general, velocity or flow
is indirectly calculated from the direct measurement of a
quantity and the application of a calibration that relates
the magnitude of the measured quantity to the parameter
of interest. This calibration may involve not only a con-
version of a measured quantity like a voltage to a physical
quantity such as a pressure, but may also involve the
application of a functional relationship (i.e., Bernoulli’s
equation), which requires assumptions about the flow.
For example, volume flow probes often assume a character-
istic velocity profile at the location of the probe (17). Blood
flow in the microcirculation can be estimated by indirectly
measuring the cell velocity using a time-of-flight optical
technique where the time a cell takes to move a known
distance is measured and the cell velocity is calculated by
the ratio of the distance divided by the transit time (18).

Indirect measurement can also impact the uncertainty
in the estimated quantity. The measurement of velocity
using a Pitot probe is one example of an indirect measure-
ment (19). The Pitot probe measures the local dynamic and
static pressures in the flow. These pressures are most often
measured using a pressure transducer that provides a
voltage output in response to an applied pressure. A cali-

bration is then applied to the measured voltage to convert it
to pressure. Velocity is indirectly calculated from the esti-
mated pressures using the Bernoulli equation. The error in
Pitot probe velocity measurements includes the pressure
transducer calibration uncertainty, noise and statistical
uncertainty during the pressure measurement, electronic
noise in the acquisition of the transducer output voltage,
and transducer drift and potential bias due to the physical
size of the probe relative to the flow scales being measured.
These errors are nonlinearly propagated into the estimate
of the velocity uncertainty.

Measurement accuracy is also a function of the phy-
sical and operating characteristics of the probe itself.
Many flows exhibit a range of spatial and temporal
scales. The physical size and the frequency response of
the sensing element must be taken into account when
choosing a measurement system for a particular applica-
tion. A large sensing element or an element with poor
frequency response has the effect of low pass filtering the
measured signal (20). This low pass filtering will cause a
bias in the measured quantity. The total measurement
uncertainty must also take into account statistical errors
associated with random processes, cycle-to-cycle varia-
bility in pulsatile systems, and noise. The reader is
referred to the texts by Coleman and Steele (21) and
Montgomery (22) for a detailed approach to experimental
uncertainty analysis. The focus of this chapter will be on
measurement techniques, their fundamentals of opera-
tion, their advantages and disadvantages, and examples
of their use.

The name flow measurement is a broad term that can
encompass the measurement of many different flow-
related parameters. In this chapter, the authors will focus
on the measurement of those parameters that are most
often desired in a biomedical/bioengineering application,
volume flow rate, and velocity. Imaging, Doppler echocar-
diography, and MR techniques are addressed in other
chapters within the encyclopedia and, thus, will only be
briefly introduced in this article when applicable. This
chapter is subdivided into sections that will address
volume flow and velocity separately, with a detailed pre-
sentation of systems that are available for the measure-
ment of each. Although ultrasound and MR techniques are
often used to measure flow-related parameters, a detailed
discussion of the principles of operation will not be pre-
sented here as these topics are covered in depth in other
chapters of this Encyclopedia.
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Figure 1. Examples of invasive velocity measurement sensors with displaced sensing elements
relative to their probe supports. (a) a boundary layer style hot-wire probe for thermal anemometry.
Picture from TSI Inc. catalog, probe catalog 1261A. (b) Pitot static probe for velocity measurement.



FLOW MEASUREMENT APPLICATIONS

Volume Flow Measurement

In both the clinical environment and the laboratory environ-
ment, the measurement of the volume flow rate of a fluid as a
function of time can be an important parameter. In internal
flow applications, which comprise most biomedical flows of
interest, the volume flow of a fluid (Q) is related to the local
fluid velocity (V) through the integration of the velocity over
the cross sectional area of the duct or vessel (19,23).

Q ¼
ð

V dA (1)

The flow rate Q, velocity V, and area A have dimensions of
volume per time, length per time, and length squared,
respectively. The SI units are typically used in the bioen-
gineering field with mass units of grams or kilograms,
length units of meters (millimeter and centimeters), and
time units of seconds. The mass flow (M) is directly related
to the flow volume through the fluid density, r, with units of
mass/volume.

M ¼ r�Q (2)

Fluid pressure and velocity are related through the
Navier–Stokes equations, which govern the flow of fluids
in internal and external flows [see White (23)].

The volume flow rate of blood is often measured in many
cardiovascular applications (24). For example, cardiac out-
put (CO) is the integrated average of the instantaneous
volume flow rate of blood (Qb) exiting the aortic valve over
one cardiac cycle (Tc):

CO ¼
ð

Qbdt

� �
=Tc (3)

The cardiac output has units of volume flow rate, volume
per unit time. The following subsections will provide an
overview of measurement techniques typically used for
both volume flow and velocity measurement in in vivo
and in vitro studies. This article will be limited to those
flow measurement techniques most often used in the bio-
medical and bioengineering fields. Specialized measure-
ment techniques, such as concentration or species
measurement through laser-induced fluorescence (LIF)
or mass spectrometry, will not be addressed.

Electromagnetic Flow Probes. Carolina Medical Inc.
developed the first commercially available electromagnetic
flow meter in 1955. The design provided scientists and
clinicians with a noninvasive tool that could directly mea-
sure the volume flow rate (17). Clinical probes were devel-
oped that could be attached to a vessel for extravascular
measurement of blood flow without the need for cannula-
tion of a surgically exposed vessel.

Electromagnetic flow meters are volumetric flow measur-
ing devices designed to measure the flow of an electrically
conducting liquid in a closed vessel or pipe. Commercial
meters, used in the biomedical and general engineering
fields, come in a variety of sizes and designs that can
measure flow rates from � 1 mL�min�1 to >100,000 L�min�1.

Reported uncertainties are typically on the order of a few
percent, but can be as low as 0.5% of reading in some
specialized meter designs. Low uncertainties are depen-
dent on proper use and installation of the meter. Improper
use or installation (mounting the meter in a location with a
complex flow profile) will increase measurement uncer-
tainty. Most clinical quality meters that are mounted
externally to a vessel exhibit uncertainties that can
approach 15% in some applications (Carolina Medical
Inc., product support literature). In cardiovascular appli-
cations, these meters may also be susceptible to electrical
interference by the heart or by measurement anomalies
due to motion of the probe.

The principle governing the operation of an electromag-
netic flow meter is Faraday’s law of electromagnetic induc-
tion. This law states that an induced electrode voltage is
proportional to the velocity of flow of a conductor through a
magnetic field of a known density. Mathematically, this
law is represented as:

Ee ¼ K½V �B�Le
 (4)

Here, Ee is the induced voltage between two electrodes
(with units of volts) separated by a known conductor length
Le (provided by the conducting fluid between the electro-
des) in units of millimeters or centimeters, B is the mag-
netic field strength in units of Tesla’s, and V is the
conducting fluid average velocity in units of length per
time. The parameter K is a dimensionless constant. Meter
output is linear and proportional to flow velocity.

Fluid properties such as viscosity and density are absent
from Eq. 4. Thus, the output of an electromagnetic flow
meter is independent of these properties and its calibration
is independent of the type of fluid, provided the fluid meets
minimum conductivity levels. This meter can then be used
for highly viscous fluids, Newtonian fluids, and nonNew-
tonian fluids such as blood. The requirement of an elec-
trically conductive fluid can disqualify an electromagnetic
meter in some applications. Typical meters require a mini-
mum fluid conductivity of � 1mS/cm�1. However, low
conductivity designs are capable of operating with fluid
conductivities as low as 0.1mS/cm�1. The presence of gas
bubbles in the fluid can cause erratic behavior in the meter
output.

A typical meter design has electromagnetic coils
mounted on opposing sides of an electrically insulated duct
with two opposing electrodes mounted 908 relative to the
electromagnets. The two electrodes are mounted such that
they are in contact with the conducting fluid. Figure 2
illustrates the typical configuration.

The meter is designed to generate a magnetic field that
is perpendicular to the axis of motion of the flowing fluid. A
voltage is generated when the conducting fluid flows
through the magnetic field. This voltage is sensed by the
two opposing electrodes. The supporting material around
the meter is made of a nonconducting material to prevent
leakage of the voltage generated in the moving fluid into
the surrounding material. In practice, the conductor
length, Le, is not the simple path illustrated, but is rather
the integral of all possible path lengths between the two
electrodes across the cross section of the duct or vessel. The
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signal generated along each path length is proportional to
the fluid velocity across that path. Thus, the two electrodes
measure the integrated sum of all velocities across every
possible path in the vessel cross section. This signal is then
directly proportional to the volume flow rate of the fluid
passing through the magnetic field.

The magnetic field generated in commercial meters may
be anything from a uniform field to a specifically designed
field with prescribed characteristics. Meters with uniform
magnetic fields can exhibit some sensitivity to the conduct-
ing liquid’s velocity profile. Fluid flowing through a vessel
does not have the same velocity at all locations across the
vessel. The no-slip condition at the walls of the duct
ensures that the fluid velocity at the wall is zero (19).
Viscosity then generates a gradient between the flowing
fluid in the vessel and the stationary fluid at the wall. In
complex geometries, secondary flows may occur and velo-
city gradients in other directions may also develop (25,26).
This variation in fluid velocity across the magnetic field
coupled with variations in the conductor length generates a
variation in the magnitude of the voltage measured across
the duct. As a result, installation of these meters must be
carefully performed to ensure that the velocity profile of the
liquid in the tube is close to that used during calibration.

A number of commercial meters shape the magnetic
field coils to generate a magnetic field that exhibits a field
strength with a prescribed pattern across the duct. This
field shaping compensates for some velocity variations in
the duct and provides a meter with a reduced sensitivity to
flow profile. As a result, this type of meter is better able to
measure in vessels with upstream and downstream char-
acteristics, such as curvature and nonuniformity in the
vessel cross section, that generate asymmetric flow profiles
with secondary flow velocity components.

Commercial meters generate magnetic fields using
either an ac excitation or a pulsed dc excitation. The ac
excitation generates a magnetic field with a strength that
varies with the frequency of the applied ac voltage. This

configuration produces a meter with a relatively high
frequency response but with the disadvantage that the
output signal not only varies with the flow velocity but
also with the magnitude of the alternating excitation vol-
tage. Thus, the output of the meter for a flow with constant
velocity across the vessel will exhibit a sinusoidal pattern.
In addition, zero flow will produce an offset output due to
the presence of the nonmoving conductor in a moving
magnetic field. Quadrature signal rejection techniques
can be used to filter the unwanted signal generated by
the ac excitation from the desired signal generated by the
flowing liquid, but this correction requires careful compen-
sation and zeroing of the meter in the flow field before data
acquisition.

The pulsed dc excitation was developed to reduce or
eliminate the zero shift encountered with ac excitation.
This improvement has the cost of reduced frequency
response and increased sensitivity to the presence of par-
ticulates in a fluid. Particles that impact the electrodes in a
pulsed dc operated meter produce output fluctuations that
can be characterized as noise. The accuracy in each system
is comparable.

A low sensing voltage at the electrodes requires a signal
conditioning unit to provide a measurable output with a
good signal-to-noise ratio. Meter calibrations typically
involve one of two calibration techniques. The meter and
signal conditioning unit are calibrated separately or the
meter and signal conditioning unit are calibrated as a
system. The latter provides the most accurate calibration
with accuracies that can approach 0.5% of reading in
certain applications. The reader is referred to literature
by various manufacturers of electromagnetic flow meters
for a more comprehensive discussion of the techniques,
operation, and use for specific applications.

Ultrasound Techniques – Transit Time Volume Flow
Meters. Ultrasonic transit time flow meters provide a
direct measure of volume flow by correlating the change
in the transit time of sound waves across a pipe or vessel
with the average velocity of the liquid flowing through the
pipe (17,27,28). Transit time ultrasonic flow meters are
widely used in clinical cardiovascular applications. In
recent years, a number of studies have been performed
to evaluate and compare transit time ultrasonic flow mea-
surement techniques with other techniques used clinically
(29). The typical configuration for an ultrasonic flow probe
involves one or two ultrasonic transducers (transmitters/
receivers) and possibly an ultrasonic reflector. Transducers
and reflectors are positioned in opposing configurations
across a tube or vessel as illustrated in Fig. 3. The time
it takes an ultrasound wave to propagate across a fluid
depends on the distance of propagation and the acoustic
velocity in the fluid. If the fluid is moving, the motion of the
fluid will positively or negatively add a phase shift to the
time of propagation (transit time) through the fluid, which
can be written mathematically as:

Tt ¼ Dp=ðc � V �cos yÞ (5)

Here, Tt is the measured transit time (s), Dp is the
total propagation distance of the wave (length units), c is
the acoustic speed of the fluid (units of length per time), V is
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the average velocity of the fluid (units of length per time)
over the propagation length, and u is the angle between the
flow direction and the propagation direction of the wave.
The configurations illustrated in Fig. 3 have an inherent
dependency of the measured transit time on the coupling of
the transducer with the vessel. Acoustic impedance char-
acteristics of the vessel wall, and mismatches in impedance
at the vessel wall–transducer and wall–fluid interfaces will
affect the accuracy of the flow rate measurement.

The approach to using equation 5 in a metering device is
to incorporate bidirectional wave propagation in opposing
directions, as shown in Fig. 4, which will produce two
independent transit time measurements (Tt1 and Tt2),
one from each direction of propagation. The forward direc-
tion transit time Tt1 is defined by Eq. 5 with a plus sign
before V, and Tt2 is defined by the minus sign. The fluid
velocity can then be obtained by taking the difference of
the transit times (Tt1�Tt2). It can be shown that, for fluid
velocities small relative to the acoustic velocity of the fluid
(V2 << c2), this difference reduces to:

ðTt1 � Tt2Þ ¼ 2 DpðV �cos yÞ=c2 (6)

With the probe geometry defined (the propagation distance
and propagation angle relative to the vessel or flow direc-
tion) and with the fluid properties known (acoustic speed of
the fluid), the average speed of the fluid along the propaga-
tion path of a narrow beam can be calculated from the
transit times. Wide beam illumination, where the beam
width is wider than the vessel diameter, effectively inte-
grates the measured transit time phase shift over the cross
section of the vessel. The wide beam transmission can be
approximated by the summation of many infinitesimally
narrow beams adjacent to one another. Thus, the measured

wide beam phase shift is proportional to the sum of these
narrow beams propagating through the vessel. As the
phase shift encountered in a narrow beam transmission
is proportional to the average fluid velocity times the beam
path length, integrating or summing over all narrow beams
across the vessel results in a measured total transit time
phase shift that is proportional to the average fluid velocity
times the area of the vessel sliced by the ultrasound beam,
or the volume flow rate.

The popular Transonic Systems Inc. flow meter uses
bidirectional transmission with two transducers operating
in transmit and receive modes, and a single reflector con-
figured as illustrated in the left schematic of Fig. 4. This
approach increases the propagation length while effec-
tively reducing sensitivity to wall coupling or misalign-
ment of the probe with the wall. The increased path length
improves uncertainty and provides a probe body with a
relatively small footprint, an advantage in in vivo or sur-
gical applications.

The basic operation of a bidirectional transit time meter
involves the transmission of an ultrasound plane wave at a
specific frequency. This wave propagates through the ves-
sel wall and fluid where it is either received at the opposite
wall or is reflected to another transducer operating as an
acoustic receiver. This received signal is recorded, pro-
cessed, and digitized before the transducer is reconfigured
to transmit a second pulse in the opposite direction. The
overall frequency response of such a probe is dependent on
the pulse time, the time delay between the forward and
reverse pulses, the acoustic speed through the medium, the
propagation distance, and the signal conditioning electro-
nics, which can include analog signal acquisition and
filtering. The meter size governs the propagation distance
and, thus, the size of the vessel that the meter can be
mounted on.

The frequency response of commercial probes varies
from approximately 100 Hz to more the 1 kHz, where
the highest frequency responses are obtained in the smal-
ler probes. As a result, commercial probes have sufficient
frequency response for most clinically or biomedically rele-
vant flow regimes. Velocity and flow resolution is governed,
in part, by the propagation length over which the flow is
integrated and the resolution of the transit time measure-
ment. The reader is referred to the meter manufacturers
for detailed information about the operating specifications
of particular meters. Reported uncertainties in transit
time meters can be better than 15%. Actual uncertainties
will depend on meter use, the experience of the operator,
the meter calibration, and the acoustic properties of the
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Figure 3. Illustration of principal of
transit time ultrasonic flow probe
operation.
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fluid measured and how these properties differ from those
of the calibration fluid.

Ultrasound Techniques – Doppler Volume Flow Meters.
Flow can also be measured by ultrasound using the Dop-
pler shift in a propagating sound wave generated by mov-
ing objects in a fluid flow (17,30). The primary difference is
in the principal of operation. Devices using the Doppler
approach measure the Doppler frequency shift of the trans-
mitted beam due to the motion of particles encountered
along the beam path, as illustrated in Fig. 5. The Doppler
shift due to reflection of an incident wave by a moving
particle is given by

FD ¼ 2 Fo V cos y=c (7)

The shift frequency FD (units of L�s�1) is linearly related to
the component of the speed of a particle, V, in the direction
of the wave propagation, the initial transmission frequency
of the wave, Fo, and the speed of sound in the fluid, c. The
reader is referred elsewhere in this Encyclopedic series and
to the text by Weyman (30) for a detailed presentation of
the Doppler technique.

The Doppler meter provides a direct measure of velocity
that can be used to calculate the volume flow rate indir-
ectly. Most biomedical applications involving volume flow
measurement are performed on flow through a duct or
vessel of given shape and size. Thus, the volume flow is
the integral of the measured velocity profile across the
vessel cross sectional area as defined in equation 1. The
integral in equation 1 can be related to the average velocity
Ūacross the duct multiplied by the cross-sectional area of
the duct (23). The Doppler technique then requires not only
an estimate of the average velocity in the vessel but knowl-
edge of the vessel area as well.

Commercially available Doppler volume flow meters,
although not commonly used in biomedical applications,
can be attached to a pipe or duct wall as with transit time
meters. The commercial Doppler flow meters measure
volume flow by integrating the measured Doppler shift
frequency generated by particles throughout the flow. This
integration is performed over a predefined path length in
the flow, and is dependent on the number and type of
particles, their size and distribution. The meter accuracy

is also dependent on the velocity profile in the flow. Careful
in situ calibrations are often needed to obtain accuracies of
less than 10%. The Doppler meter has several disadvan-
tages when compared with the transit time meter. It
requires a fluid that contains a sufficient concentration
of suspended particles to act as scattering sites on the
incident ultrasound wave. These particles must be large
enough to scatter the incident beam with a high intensity
level but small enough to ensure that they follow the fluid
flow (31). As a result of their dependence on flow profile,
Doppler flow meters are not well-suited for measurement of
flow in vessels with curvature or branching. Doppler flow
meter measurements in blood rely on blood cells to act as
scatterers. Clinical Doppler ultrasound machines, com-
monly used in echocardiography, can also be used to indir-
ectly infer volume flow through the direct measure of the
fluid velocity, and will be discussed later in the subsection
on velocity measurements.

Invasive or Inline Volume Flow Measurement. Invasive
or inline flow meters must be installed inline as a part of
the piping or vessel network and involve hardware that is
in contact with the fluid. These meters often have a non-
negligible pressure drop and may adversely interact with
the flowing fluid. As a result, these meters are not often
used in in vivo applications. Meters that fall in this cate-
gory are variable area rotameters, turbine/paddle wheel
meters, and vortex shedding meters. The primary advan-
tage of these meters, is low cost and ease of use. However,
these meters typically exhibit sensitivity both to fluid
properties, which can be dependent on temperature and
pressure, and to flow profile, White (23).

Variable area rotameters are simple measurement
devices that can be used with a variety of liquids and gases.
The flow of fluid through the meter raises a float in a
tapered tube, as shown in Fig 6. The higher the float is
raised, the larger the diameter of the tapered tube, increas-
ing the cross-sectional area of the tube for passage of the
fluid. As the flow rate increases, the float is elevated higher
in the tube. The height of the float is directly proportional
to the fluid flow rate. In liquid flow, the float is raised by the
combination of the buoyancy of the liquid and the fluid
drag on the float. Buoyancy is negligible in gaseous flows
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and the float moves in response to the drag by the gas flow.
For constant flow, the float reaches a stable position in the
tube when the upward force generated by the flowing fluid
equals the downward force of gravity. The float will move
to a new equilibrium position in response to a change in
flow. These meters must be installed vertically to operate
properly, although spring-loaded meters have been
designed to eliminate the need for gravity and permit
installation in other orientations.

Rotameters are designed and calibrated for the type of
fluid (fluid properties such as viscosity and density) and
flow range expected. They do not function properly in
nonNewtonian fluids. Use of a meter with a fluid different
from that the meter was calibrated for, or with, a fluid at a
different temperature or pressure requires a correction to
the meter reading. Meter uncertainty and repeatability
will vary with operation of the meter, but can approach a
few percent with proper operation.

Turbine and paddle wheel meters measure volume flow
rate through the rotation of a vaned rotor in contact with
the flowing fluid. These meters are intrusive flow measure-
ment devices that produce higher pressure drops than
others in the class of invasive flow probes. The turbine
meter has a turbine mounted across the pipe or duct in full
contact with the flow, whereas the paddle wheel meter has
a vaned wheel mounted on the side of the duct with half of
the wheel in contact with the flow. Accuracy and repeat-
ability is best with the turbine meter, but the pressure drop
is also higher. An ac voltage is induced in a magnetic
pickup coil as the turbine or paddle wheel rotates. Each
pulse in the ac signal represents the passage of one blade of
the turbine. As the turbine fills the flow path, a pulse
represents a distinct volume of fluid being displaced
between two turbine blades. This design provides an accu-
rate direct measure of the volume flow rate.

Flowmeter selection must take into account the type
of fluid, the flow rate range under study, and the accept-
ablepressure drop for a given flow application. In general,
these meters have a sensitivity to flow profile, and the
pressure drop is dependent on the fluid properties. The
meters incorporate moving parts within the flow and thus
use bearings to ensure smooth operation. Bearing wear will
affect the meter accuracy and must be monitored for the life
of the meter. The paddle wheel meter operates in a similar
manner as the turbine meter. The primary difference is
that only part of the rotor is in contact with the fluid and,
thus, as the paddle wheel meter is more sensitive to flow
profile it has a smaller pressure drop. Installation of these

meters often involves a specified number of straight pipe
sections upstream and downstream of the meter and may
also require installation of a flow straightener inline
upstream of the meter.

Vortex meters operate on the principal of Strouhal
shedding. Separating flow over an obstruction such as a
cylinder or sharp-edged bar results in a pulsatile or oscil-
latory pattern as shown in Fig. 7. The shedding frequency,
o (units of L�s�1), is related to the fluid velocity by

o ¼ V �St=L (8)

where St is the Strouhal number, which is a nondimen-
sional number that is a function of the flow Reynolds
number and geometry of the obstruction, and L is a char-
acteristic length scale (23). For a cylinder, L is the diameter
of the cylinder. The Reynolds number is a dimensionless
number that is the ratio of inertial to viscous forces in the
flow, and is defined as

Re ¼ V �L=u (9)

Here, V and L are defined as in Eq. 8 and u is the kine-
matic viscosity of the fluid with units of length squared
per time.

The vortex meter is an intrusive meter that has a
‘‘shedder bar’’ installed across the diameter of the duct.
The flow separates off this bar and generates a shedding
frequency that is transmitted through the bar to a piezo-
electric sensor attached to the bar. The meter is sensitive to
flow and fluid properties, and rated accuracy and pressure
drop depend on application.

Volume flow rate can also be estimated through an
indirect measure of the velocity profile in the flow and
the use of Eq. 1. A number of instruments are available
that measure fluid velocity in biomedical engineering
applications. Doppler ultrasound and MR phase velocity
encoding are standard clinical techniques used to measure
velocity of a flowing fluid noninvasively. In vitro systems
that are commonly used to measure fluid velocity, in
addition to Doppler and MR, are laser Doppler velocimetry
(LDV), particle image velocimetry (PIV), and thermal ane-
mometry. Besides an estimate of volume flow rate, fluid
velocity measurement can provide quantification of flow
profiles, fluid wall shear, pressure gradient, and flow
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mixing. The following section summarizes velocity mea-
surement techniques commonly used in biomedical/bioen-
gineering applications.

Velocity Measurements

Thermal Anemometry. Thermal anemometry is an
invasive technique used to measure fluid velocity or wall
shear. A heated element is inserted into the flow, and
specialized electronic circuitry is used to measure the rate
of change in heat input into the element in response to
changes in the flow field (32). Thermal anemometry, when
used properly, is characterized by high accuracy, low noise,
and high spatial and temporal resolution. Its main disad-
vantages are sensitivity to changes in fluid temperature
and properties, particulates and bubbles suspended in a
fluid, nonlinear response to velocity, and its invasive char-
acteristics (geometry, size, vibration, etc.).

Hot-film anemometry has been used to measure blood
velocity and wall shear in biomedical and bioengineering
applications both in vitro and in vivo. Arterial blood flow
velocity measurements were performed by Nerem et al.
(33,34) in horses and by Falsetti et al. (35) in dogs. Tarbell
et al. (36) used flush-mounted hot films to measure wall
shear in the abdominal aorta of a dog. In vitro applications
of hot-film anemometry include the measurement of wall
shear in an LVAD device (37), and the in vitro measure-
ment of flow in rigid models of arterial bifurcations by
Batten and Nerem (38). Although rarely used in biomedical
applications now, we will briefly present hot-film anemo-
metry here for completeness. The reader is referred to the
text by Bruun (39) and the symposium proceedings by
Stock (40) for a detailed presentation of thermal anemo-
metry.

Thermal anemometry operates on the principal of con-
vective cooling of a heated element. A thin wire or coated
quartz element, mounted between supports, is heated and
exposed to a fluid flow, as shown in Fig. 8. The element is
heated by passing a current through the wire or element.
The amount of heat generated is proportional to the cur-
rent, I (A), and the resistance of the element, R (V), by I2R.
The element is convectively cooled by flow until an equili-
brium state is reached between electrical heating of the

element and flow-induced convective cooling, DE/
Dt¼WþH, where E is the thermal energy stored in the
element, W is the heat added by joule heating, and H is the
heat loss to the environment by cooling. At equilibrium,
DE/Dt¼ 0 and W¼H.

Changes in flow velocity will increase or decrease the
amount of convective cooling and produce changes in the
equilibrium state of the element or the temperature of the
element. Commercial anemometers employ a four-arm
electronic bridge circuit to maintain constant element
temperature, current, or voltage in response to changes
in convective cooling. As convective cooling changes, the
anemometer output, current, or voltage changes in
response to maintaining the desired set condition. This
equilibrium condition assumes that radiation losses are
small, conduction to supports is small, temperature is
uniform over length of sensor, velocity impinges normally
on the sensor, velocity is uniform over sensor length and is
small compared with the sonic speed, and finally, the fluid
temperature and density are constant.

An energy balance between convective heat cooling and
joule heating can be performed to derive a set of governing
equations that relate input current, I, to convective velo-
city, V. The ‘‘King’s law’’ is the classic result of this energy
balance:

I2R2 ¼ V2
o ¼ ðTw � TaÞðA þ B�VnÞ (10)

where Vo is the measured voltage drop in response to a
velocity, V, and Tw and Ta are the wire and ambient fluid
temperatures (8C), respectively. The coefficients, A and B,
and power, n, are determined through careful calibration
over the velocity and temperature range that will be
observed experimentally. In the event of a three-compo-
nent flow, the probe must be calibrated for yaw and pitch
angles between the probe and the flow velocity vector, and
the velocity, V, in Eq. 10 must be replace by a term related
to the velocity vector magnitude. Bridge-type circuits are
also prone to stable and unstable performance under
unsteady operation. Thus, the overall calibration of a
hot-wire/film system must involve the element and elec-
tronics as a system and must also involve dynamic calibra-
tions to characterize the frequency response of the system.

Hot-wire/film probes come in a variety of sizes, shapes,
and configurations. Probes are manufactured from plati-
num, gold-plated tungsten, or nickel-plated quartz, and
come in single-element or multielement configurations for
measurement in a variety of flow conditions. The reader is
referred to the hot-wire/film manufacturers for a complete
summary of probe types and conditions for use. In general,
wire probes are used when possible due to lower cost,
improved frequency response, and ease of repair. However,
wire probes are more fragile compared with film-type
probes and are usually restricted to air flows. Film probes
are used in rough environments, such as liquid flows.

The following considerations should be addressed to
ensure accurate measurements when using thermal ane-
mometry. The type of flow should be assessed for velocity
range, flow scales, and fluid properties (clean gas or par-
ticle contaminated liquid, etc.). The flow characteristics
will define the right probe, anemometer configuration, and
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A/D setup to use. Perform appropriate calibrations with
complete hardware setup. Perform the experiment and
post calibrations to ensure that the anemometer/probe
calibration has not changed.

Doppler Ultrasound And Magnetic Resonance Flow Map-
ping. The focus of this subsection is to introduce the
concept of Doppler ultrasound and MR flow mapping for
local velocity measurement. Flow measurement using clin-
ical Doppler can suffer from the same limitations as the
small Doppler meter, but has several advantages over
these small meters. Most ultrasound machines can operate
in continuous wave or pulsed Doppler modes of operation;
see Weyman (30) for a more detailed discussion of the
modes of operation.

Pulsed Doppler ultrasound offers the advantage of loca-
lizing a velocity measurement within a flow and can be
used to measure the velocity profile across a vessel or
lesion. This information coupled with echocardiographic
imaging of the geometry can be used to calculate the flow
rate from Eq. 1. Unfortunately, the implementation of this
technique is not straightforward due to limitations in
resolution, velocity aliasing, and the need to know the
relative angle between the transmitted ultrasound beam
and the local flow.

Velocity aliasing in pulsed-mode Doppler occurs
because the signal can only be sampled once per pulse
transmission (e.g., the pulse repetition frequency). Fre-
quency aliasing, or the ambiguous characterization of a
waveform, occurs in signal processing when a waveform is
sampled at less than one-half of its fundamental frequency,
referred to as the Nyquist condition in signal processing. In
a pulsed Doppler system, velocity aliasing will occur when
the Doppler shift of the moving particles exceeds half of the
pulse repetition frequency. As the pulse repetition fre-
quency is a function of the depth at which a sample is
measured, the alias velocity will vary with imaging depth.
Increasing the imaging depth will lower the velocity at
which aliasing will occur. Continuous wave Doppler sig-
nals are typically digitized at higher sampling frequencies,
limited by the Nyquist frequency associated with the fre-
quency of the transmission wave. Velocities observed clini-
cally produce Doppler shifts that are generally lower than
sampling frequencies used in continuous wave Doppler. As
a result, velocity alias is not usually observed with con-
tinuous mode Doppler in clinical applications.

Aliased signals that are processed by the measuring
system are not directly proportional to the Doppler shift
generated by the velocity of the particle but can be related
to the Doppler shift. Undersampling a wave underesti-
mates the frequency and produces a phase shift. Most
clinical Doppler machines use the frequency and phase
of the sampled wave to infer velocity magnitude and direc-
tion. Velocity alias will produce a lower velocity magnitude
with increasing Doppler shift above the alias limit. As
frequency is, by definition, positive and Doppler machines
use the signal phase to determine direction, the measured
frequency is usually reported as a negative velocity above
the alias limit, which is often displayed as an increasing
positive velocity magnitude with increasing Doppler shift
up to the alias limit. Further increases in the Doppler shift

(particle velocity) result in a sign change at the velocity
magnitude of the alias velocity with a continued decrease
in velocity with increasing Doppler shift. Velocity alias can
be reduced or eliminated by frequency unwrapping and
baseline shifting, or through the careful selection of
machine settings during data acquisition.

Frequency unwrapping is simply correcting the
reported aliased velocity by a factor that is related to the
alias velocity limit and the magnitude of the reported
negative velocity. This correction is, roughly speaking,
adding the relative difference in magnitude between the
measured aliased velocity and the velocity alias limit to the
velocity alias limit. This method of addressing velocity
alias is often accomplished by baseline shifting in commer-
cial Doppler machines. In baseline shifting, the phase
angle at which a negative velocity is defined is shifted with
the effect of a relative shift in the reported alias velocity.
Baseline shifting or frequency unwrapping does not elim-
inate velocity alias but provides a correction to extend the
measurement to higher frequencies.

Velocity alias can be ‘‘eliminated’’ by reducing the Dop-
pler frequency of moving particles and thereby shifting the
measurable range below the alias limit, which can be
accomplished by reducing the carrier frequency of the
ultrasound wave that will, in turn, reduce the Doppler
frequency shift induced by a moving particle and increase
the maximum velocity that can be recorded before reaching
the Nyquist limit. Alternatively, the Doppler shift fre-
quency can be reduced by increasing the angle between
the propagation of the ultrasound wave and the velocity
vector, which reduces the magnitude of the Doppler shift
frequency by the cosine of this included angle. Angle
correction has limitations in that the flow direction must
be known and the uncertainty in the correction increases
with increasing included angle. As color flow mappers
operate in the pulsed Doppler mode, they are subject to
velocity alias. Color flow mappers indicate velocity direc-
tion by a color series (for example, shades of red or blue).
Velocity alias is displayed as a change in a color series from
red-to-blue or blue-to-red.

The clinical measurement of many velocity ensembles
across a vessel and the integration across the vessel geo-
metry can be time-consuming and problematic in pulsatile
flow through a compliant duct. Furthermore, lesions are
often complex in shape and cannot be adequately defined
by echo. Doppler echocardiographers and scientists have
exploited the physics of fluid flow to develop diagnostic
tools that complement these capabilities of commercial
Doppler systems. The text by Otto (41) provides an excel-
lent review of these diagnostic tools. Techniques such as
the PISA or proximal flow convergence use the capability of
color Doppler flow mapping machines to estimate volume
flow through an orifice, such as a heart valve. Figure 9
illustrates the concept of the proximal flow convergence
method.

The flow accelerating toward a small circular orifice will
increase in velocity Va, until a maximum velocity at the
orifice Vj is reached. This acceleration occurs in a sym-
metric pattern around the orifice and is characterized by
hemispheres of constant velocity. As the orifice is
approached, the velocity increases and the radius of the
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hemisphere decreases. The regurgitant flow through the
orifice can then be calculated as:

Q ¼ ð2pr2ÞVa (11)

The combined imaging and Doppler characteristics of color
Doppler flow mapping are exploited in the PISA approach.
The location of the alias velocity in the flow map provides a
measure of Va, which is then coupled with a measure of the
radial location from the orifice using the imaging capability
of color flow mapping. As flow is velocity times area, the
hemispheric assumption provides a shell with a surface
area of 2pr2 that velocity Va is passing through. Figure 10
illustrates the concept of PISA with a color Doppler flow
image of valvular regurgitation in a patient.

The PISA approach assumes a round orifice with a
hemispherical acceleration zone. In clinical applications,
orifices are rarely round and the acceleration zone is not
hemispherical with the result of under or over estimation
of the flow rate depending on what radial velocity con-
tour is used in Eq. 11. The semielliptic method is one
approach at considering nonhemispheric geometries in an
attempt to correct for errors associated with the PISA
technique.

The combination of continuous wave and pulsed Dop-
pler ultrasound is exploited in the turbulent jet decay
method of measuring flow through a stenotic lesion or a
regurgitant valve. While continuous wave Doppler does not
suffer from velocity alias as does pulsed Doppler, it cannot
provide spatial localization of the velocity. The turbulent

jet decay method uses continuous wave Doppler to measure
the high velocity at the lesion orifice and then uses pulsed
Doppler to measure the velocity decay at specified location
downstream of the orifice. Turbulent jet theory can be used
to relate the flow rate of the turbulent jet to the decay of the
jet velocity downstream of the orifice, as in Eq. 12

Q ¼ ðpV2
mx2Þ=160 Vj (12)

The velocity Vm is measured by pulsed Doppler at location x
measured from the jet orifice, whereas the orifice velocity,
Vj, is measured by continuous wave Doppler; Fig. 10b
illustrates this decay phenomenon. This equation is valid
for round jets and has been extended to jets with other
geometries by Cape et al. (42) with the resulting change to
Eq. 12:

Q ¼ ðV2
m HxÞ=5:78 Vj (13)

where H is the width of the jet measured by color Doppler.
Doppler velocity measurements are also used to esti-

mate pressure gradients in various cardiovascular applica-
tions. The Bernoulli equation can be used to estimate the
pressure drop across a stenotic lesion or through a valve by
measuring the velocity both upstream and downstream of
the lesion or valve. The Bernoulli equation is

DP ¼ ðP1 � P2Þ ¼ 1=2�rðV2
2�V2

1 Þ

where position 1 is often measured upstream of the lesion
and position 2 is at the lesion or downstream. In this
equation, the pressure drop DP has units of Pascal’s
(Pa). A Pascal is a Newton (N) per square meter, where
a Newton has units of mass (kg) times length (meter) per
time squared. Bioengineering and biomedical applications
often use the units of millimeters of mercury (mmHg) in
defining a pressure value. A mmHg is related to a Pa by the
conversion; 1 mmHg¼ 133.32 Pa.

Magnetic resonance flow mapping has the advantage
over Doppler that it can measure the full three-component
velocity field over a volume region (43–45), which elimi-
nates the uncertainty in flow direction and enables the use
of standard fluid dynamic control volume analysis. The
advantages of MR flow mapping come at the cost of long
imaging times and increased sensitivity to motion artifacts
in in vivo applications, where phase locking to the heart
rate or breathing cycle can increase complexity.

The velocity of moving tissue can be detected by a time-
of-flight technique (46) and by phase velocity encoding
(47,48). The time-of-flight method tracks a selected number
of protons in a plane and measures the displacement of the
protons over a time interval defined by the imaging rate.
In vivo (49) and phantom (50) studies have shown that the
time-of-flight technique is capable of accurate velocity
measurement up to velocities at least as high as 0.5 m�s�1.
However, the time-of-flight method requires a straight
length of vessel on the order of several centimeters for
accurate velocity estimation. This requirement reduces its
usability in most in vivo applications. The phase velocity
encoding method has become the preferred technique in
most clinical applications.

Phase velocity encoding directly relates the local velo-
city of nuclei to the induced phase shift in an imaging voxel.
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Properly defined bipolar magnetic field gradients are pro-
duced in the direction of interest for velocity measurement.
The velocity of hydrogen nuclei are then encoded into the
phase of the detected signal (51). Chatzimavroudis et al.
(52) and Firmin et al. (53) provide a discussion of the phase
encoding technique with an assessment of its accuracy and
limitations for flow measurement.

The technique uses two image acquisitions to provide
velocity compensation and velocity encoding. Velocity
information in each voxel is obtained by a voxel-by-voxel
subtraction of the two images with respect to the phase of
the signal. Like Doppler ultrasound, phase velocity encod-
ing can suffer from aliasing effects, alignment error, and
limits in spatial and temporal resolution. Velocity estima-
tion using phase shift measurement is limited to a max-
imum range of phase of 2p radians without ambiguity or
aliasing. However, the estimation of the phase shift using
phase subtraction between two images reduces that sensi-
tivity to this problem. Studies have been conducted that
show MR phase velocity encoding can measure velocities
covering the complete physiologic range up to several
meters per second (54). Misalignment of the flow direction
with the encoding direction will produce a negative bias in
the measured flow where the measured velocity will be
lower than the true velocity. Like Doppler, this bias follows
a cosine behavior where Vmeas¼Vact cos(u), where Vmeas is
the measured velocity, Vact is the actual velocity, and u is
the misalignment angle. This error is typically less than 1%
in most applications.

The size of a voxel and the sampling capabilities of the
hardware characterize the spatial and temporal resolution
of the system. Spatial resolution affects the size of a flow
structure that can be measured without spatially filtering
or averaging the structure or velocity measurement. Spa-
tial velocity gradients that are small relative to the voxel
size will not be adequately resolved and will be averaged
over the voxel volume (55). In addition, rapidly varying
velocity fluctuations in time will produce a similar low pass
frequency filtering effect if these fluctuations occur with a
time scale that is much smaller than the imaging time scale
of the measurements. Turbulent flow can produce spatial
and temporal scales that could be small relative to the
imaging characteristics and can result in what is referred
to as signal loss in the image (56). Stenotic lesions and
valvular regurgitation are clinical examples where turbu-
lent flow can occur with spatial and temporal scales that
could compromise measurement accuracy.

Phase velocity encoding has the drawback of fairly long
imaging or magnet residence times, which is particularly
true for three-component velocity mapping. Although this
may be acceptable for in vitro testing with flow loop phan-
toms, it can present problems and concerns with clinical
measurements. Patients can be exposed to long time inter-
vals in the magnetic with the associated problems of
patient comfort and care. In vivo velocity measurements
are often phase-locked with cardiac cycle or breathing
rhythm. Long imaging times can increase potential for
measurement error due to patient movement and varia-
bility in the cardiac cycle or breathing rhythm, which can
cause noise in the phase-averaged, three-component velo-
city measurements. Research, in recent years, has focused

on hardware and software improvements to increase spa-
tial resolution and reduce imaging time [see, e.g., Zhang
et al. (57)].

Magnetic resonance phase velocity encoding provides
coupled 3D geometric imaging using traditional MR ima-
ging methods with three-component velocity information.
This coupled database provides a powerful diagnostic tool
for blood flow analysis and has been used extensively in
in vitro and clinical applications. Jin et al. (6) used this
coupled imaging flow mapping capability to study the
effects of wall motion and compliance on flow patterns in
the ascending aorta. Standard imaging was used to mea-
sure aortic wall movement and the range of lumen area and
diameter change over the cardiac cycle. This aortic wall
motion was phase-matched with phase velocity encoded
axial velocity distributions in the ascending aorta. Similar
to the PISA approach in Doppler ultrasound, a control
volume approach using phase velocity encoded MR velo-
cities can be applied to the assessment of valvular regur-
gitation (58,59). The control volume approach is illustrated
in Fig. 11.

Laser Doppler Velocimetry. The Doppler shift of laser
light scattered by particles or cells in a fluid is the basis of
laser Doppler velocimetry (LDV). Detailed presentations of
the LDV technique are provided in the works by Drain (60)
and Durst et al. (61). The scattered radiation, from a laser
beam directed at moving particles in a fluid, has a Doppler-
shifted frequency defined as:

fD �ð1 � V=C1Þ f 0 (14)

where Cl is the speed of light in a vacuum, V is the particle
velocity, and f 0 is incident light frequency. The Doppler-
shifted frequency is very small relative to the frequency of
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face.



light and, thus, dual-beam or fringe mode LDV is the
system configuration of choice. The dual-beam mode of
operation is schematically shown in Fig. 12. In fringe mode
LDV, two coherent laser beams of the same wavelength or
frequency are focused to a common point (control volume)
in the flow field. The scattered light from a particle moving
through the control volume is received by a photodetector.

The crossing of two coherent, collimated laser beams
forms interference fringes as the propagating light waves
constructively and destructively interfere with one
another. This interference creates a series of light and
dark bands with spacing, df, of

df ¼ l=2 sinðkÞ (15)

The number of fringes, NFR, in the measurement volume is
given by

NFR ¼ 1:27d=D�2
e (16)

where d is the spacing between the two parallel laser
beams before the focusing lens and De

�2 is the beam
diameter before the lens. Figure 13 illustrates the probe
geometry generated by the intersection of two focused
coherent laser beams with a common wavelength.

The spatial resolution of a dual-beam system is affected
by the distribution of the light intensity at the intersection
of the two focused beams, referred to as the probe or
measurement volume. When the laser is operating in the
TEMoo mode, the laser cavity sustains a purely longitudi-
nal standing wave oscillation along its axis with no trans-
verse modes. The laser output has an axisymmetric
intensity profile that is approximately a Gaussian function

of radial distance from the axis. In the far field, the beam
divergence is small enough to appear as a spherical wave
from a point source located at the front of the lens. A lens is
used to focus the beam into a converging spherical wave.
The radius of this wave decreases until the focal point of
the lens is reached. At the focal point, the beam has almost
a constant radius and planar behavior. The beam is focused
to its minimum diameter or focal waist, de

�2, and is defined
as:

d�2
e ¼ ð4l f Þ=ðpD�2

e Þ

where l is the wavelength of the laser beam and f is the
focal length of the lens. A single pair of laser beams
generates an ellipsoidal geometry having dimensions of
major axis lm and minor axis dm given by

lm ¼ d�2
e =sinðkÞand dm ¼ d�2

e =cosðkÞ (17)

where k is the half angle between the two laser beams, as
illustrated in Fig. 13.

The particle velocity is calculated by the fluctuating
light intensity collected by the receiver as the particle
passes through the measurement volume and scatters light
from the fringes. The intensity change of the scattered light
from the light and dark fringes is converted into an elec-
trical signal by a photomultiplier tube (PMT). The elec-
trical signal represents an amplitude-modulated sine
wave, with frequency proportional to the Doppler fre-
quency shift (fD) of the particle traveling through the
measurement volume. The particle velocity is then equal
to the Doppler frequency multiplied by the fringe spacing.
In a two-beam LDV system, the measured velocity compo-
nent is in the plane of the two laser beams and in the
direction perpendicular to the long axis of the measure-
ment volume.

Coherent laser beams with the same frequency produce
stationary fringes. A particle moving in either direction
across the fringes will produce the same frequency inde-
pendent of sign, such that a stationary fringe system can
only determine the magnitude of the velocity, not the
direction. To avoid this directional ambiguity, one of the
laser beams of a beam pair is shifted to a different fre-
quency, using a Bragg cell, to provide a moving fringe
pattern. One laser beam from each beam pair passes
through a transparent medium such as glass, in which
acoustic waves, generated by a piezoelectric transducer,
are traveling. If the angle between the laser beam and the
acoustic waves satisfies the Bragg condition, reflections
from successive acoustic wave fronts reinforce the laser
beam. The beam exits at a higher frequency and a prism
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directs the beam to its original direction. The Bragg shift
causes the fringes in the probe volume to move at a constant
speed in either the positive or negative direction relative to
the flow. The measured frequency by the PMT and processor
is then the sum or difference of the Bragg cell frequency
(typically 40 MHz) and the Doppler shift frequency. This
measured frequency is then downmixed with a frequency
that is a percent of the Bragg frequency (called the shift
frequency) producing a frequency that has a zero shifted to a
higher baseline frequency (usually on the order of several
MHz). This zero shift eliminates directional ambiguity in
LDV signal processing.

Laser Doppler velocimetry has excellent spatial and
temporal frequency response compared with most other
measurement systems. It is considered a gold standard
measurement technique in biomedical applications and is
the noninvasive measurement system of choice for turbu-
lence measurements. Two disadvantages of LDV worth
noting are (1) LDV noise and (2) velocity bias. The LDV
is noisy when compared with other turbulence measure-
ment systems, such as thermal anemometry, due to the use
of photomultiplier tubes. These optical detectors, used for
their sensitivity and high frequency response, suffer from
higher noise floors than other photo detectors.

Velocity bias is a result of the random sampling char-
acteristics of LDV. As a velocity ensemble is randomly
recorded when a particle passes through a probe volume,
the statistics of the measured velocity ensembles are not
independent of the particle velocity. A greater number of
higher speed particles will cross the measurement volume
over a specified time than will slower speed particles. Stan-
dard ensemble averaging will produce mean velocity esti-
mates that are biased toward higher velocities. This velocity
bias can have a significant impact on the velocity statistics,
particularly in turbulent flow. In addition to velocity bias,
two other biases may occur, fringe bias and gradient bias.

Fringe bias is an error that is minimized by frequency
shifting. This type of bias is created by not having enough
fringe crossings to satisfy processor validation criteria
when calculating a velocity, which occurs when a particle
crosses the edge of the probe volume or if the particle
velocity is nearly parallel to the fringes. Thus, velocity
ensemble averages weight velocities from particles travel-
ing near the center of the measurement volume or those
particles that cross more fringes then others. By frequency
shifting with a fringe velocity at least two times greater
than the flow velocity, particles moving parallel to the
fringes can cross the minimum number of fringes for
validation by a processor.

Gradient bias results from a nonnegligible mean gra-
dient across the probe volume. This bias depends on the
fluid flow and the measurement volume dimensions. The
mean velocity and the odd order moments are the only
statistics affected by gradient bias. In general, LDV-
transmitting optics are chosen to provide as small a mea-
surement volume as possible to increase spatial resolution
and reduce gradient bias. As the LDV measurement
volume is longer than it is wide, experiments should be
designed to ensure that the LDV optical setup is oriented to
position the measurement volume diameter in the direc-
tion of the maximum gradients in the flow.

Several post processing techniques have been developed
to reduce velocity bias. The recommended technique is to
use a transit time weighting when computing the velocity
statistics. This transit time weighting approximates the
ensemble average as a time average. The reader is referred
to Edwards (62) for a detailed discussion of the transit time
technique and its implementation in LDV data processing.

Multiple pairs of laser beams with different wavelength
(color) or polarization can be used to produce a multicom-
ponent velocity measuring system. Two or three laser beam
pairs can be focused to the same point in the flow. Each
beam pair can then be used to independently measure a
different component of the velocity vector. As more than
one particle can pass through a measurement volume at
one time, it is possible to get valid velocity component
estimates from different particles. The ellipsoidal geome-
try of the measurement volumes exaggerates this problem.
As a result, LDV data are often processed in one of two
modes, random and coincident.

Random mode processing records every valid velocity
ensemble as it arrives at the measurement volume, which
can generate uneven sample distributions in the different
velocity components or LDV channels being measured.
Random mode processing has a negligible impact on mean
velocity statistics but can be detrimental to turbulence
estimates. Coincident mode processing uses hardware or
software filters to ensure that each velocity component
ensemble is measured from the same particle. Filters are
used to ensure that the Doppler bursts measured on the
different LDV channels overlap in time. Bursts generated
by one particle should be measured on each channel with
perfect overlap. Time window filters are used to reject
bursts that do not occur within a window defined by a
percentage of the burst length. The effect of coincident
mode processing is usually a reduction in the overall data
rate by a factor of at least two but provides the necessary
data quality for turbulence measurements.

Laser Doppler velocimetry is primarily an in vitro tool,
although systems have been developed for blood flow mea-
surement (17,63). Blood is a multiphase fluid composed of a
carrier liquid, plasma, and a variety of cells and other
biochemical components. Plasma is optically clear to the
wavelengths of light used in LDV. The optical opacity of
blood is due to the high concentration of cells, in particular
red cells. On the microscopic level, however, blood can
transmit light over a short distance due to the plasma
carrier fluid. Clinical-style probes have been developed to
measure the velocity of blood cells in blood using catheter-
type insertion into vessels of suitable size or through trans-
cutaneous measurement of capillary flow below the skin.
These in vivo systems are designed with very short focal
length transmitting lenses providing a small measurement
volume located a very short distance from the transmit-
ting lens. Laser light is propagated through the plasma
and focused a few millimeters from the probe tip. Blood
cells act as particles in the fluid and scatter light that
is collected by the transmitting lens and directed to a
PMT system for recording of the Doppler bursts. Manning
et al. (64) and Ellis et al. (65) have used LDV to measure
the velocity fields around mechanical heart valves in
in vitro studies. Figure 14 shows the measured velocity
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distributions associated with impact of a Bjork–Shiley
monostrut valve (64).

Particle Image Velocimetry and Particle Tracking Veloci-
metry. Particle image velocimetry (PIV) and particle
tracking velocimetry (PTV) have been applied in fluid
flow applications for over a decade. They are noninvasive
experimental techniques that provides a quantitative,
instantaneous velocity vector field with good spatial reso-
lution, an appealing feature when studying complex,
time-dependent fluid flows that can occur in biomedical
applications. The method allows the quantitative visua-
lization of instantaneous flow structures over a spatial
region, as opposed to a point measurement like LDV, which
can provide insight into the flow physics. The two techni-
ques, PIV and PTV, differ in the way particle displacements
are measured. Particle tracking follows and tracks the
motion of individual particles whereas PIV measures the
displacement of groups of particles within the flow. Particle
tracking velocimetry, although not commonly used, is a
subset of the more common PIV technique and is still used
in specific applications of PIV. Raffel et al. (66) provide a
comprehensive discussion of the PIV and PTV technique
with a detailed presentation of the physics, processing tools,
capabilities, and errors.

The instantaneous velocity field is computed by measur-
ing an instantaneous particle displacement field over a
specified, finite time interval. Laser-based PIV and PTV

are noninvasive velocity measurement tools that require
good optical access to the flow field. As a result, they are
essentially in vitro tools (8,67) that are of limited use in vivo.
Figure 15 shows an example of the use of PIV in a bioengi-
neering application of flow through one chamber of an
artificial heart (68). X-ray-based PTV systems are being
developed and will be capable of in vivo use. In this section,
the authors will focus on PIV; however, system concepts
(seeding, acquisition, processing, noise, and errors) would be
applicable to some degree to systems like X-ray PTV (69).

Particle image velocimetry uses a double-pulsed light
source, usually a laser, to illuminate a thin sheet in the flow
field. Particles suspended in the fluid scatter light during
each pulse, and this scattered light is recorded on a digital
camera. The optimal setup has the recording device located
908 to the illumination sheet. Figure 16 illustrates the
typical PIV setup. (66)

Two lasers with coincident beam paths are used to
illuminate a desired plane of the flow by incorporating
optics to produce thin laser sheets. During image acquisi-
tion, the two lasers are pulsed with the specified time
separation (typically between 1 and 1000ms). A trigger
system, referred to as a synchronizer, controls the firing
of the two lasers relative to the shuttering of a CCD
camera. The camera, usually placed orthogonal to the laser
sheet, collects the light scattered by tracer particles in the
flow and records an image. The synchronizer, used in cross-
correlation-based PIV systems, delays the firing of the first
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Figure 14. 3D phase-averaged velocity map of major orifice regurgitant flow in Bjork–Shiley
monostrut valve. (a) 3 mm from valve housing, 4 ms after impact. (b) Illustration of measurement
plane and vortex flow pattern. (c) Flow field schematic during valve closure determined from
multicomponent LDV measurements (64).



laser such that the camera shutter is centered between the
firing of the two lasers. This synchronization technique is
called frame straddling and produces two sequential images
of each laser beam pulse. Although the time between suc-
cessive camera frames may be much larger than the time
duration between laser pulses, the two images of the particle
field created are separated by the specified time interval
between the two laser pulses.

A discussion of PIV must begin with a brief introduction
of the terminology commonly used. Figure 17 provides a
schematic representation of geometric imaging (66). The
‘‘light plane’’ is the ‘‘volume’’ of the fluid illuminated by the
light sheet. The ‘‘image plane’’ is the image from the light
plane captured on the CCD sensor. It is important to note
that the light plane is a 3D space or volume, whereas the
image plane is a 2D space or ‘‘surface.’’ The subvolume

selected from the light plane for cross correlation is called
the interrogation subvolume. The corresponding location of
this interrogation volume captured on the image plane is
called the interrogation subregion. Please note that the
displacement vectors in an interrogation volume are three-
component vectors, whereas those in an interrogation area
are two-component vectors. ‘‘Particle’’ is the physical par-
ticle suspended in the fluid volume. ‘‘Particle image’’ is the
image of each particle in the image plane. Particle density,
intensity, and pair refer to particle properties, whereas
image density, intensity, and pair refer to particle image
properties.

Most commercial systems use a cross-correlation-based
image processing technique to compute the particle dis-
placement. Images are subdivided into small interrogation
regions, typically a fraction of the overall image size, and
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Figure 15. Phase-average velocity maps from mid to late diastole for a prototype artificial heart
ventricular chamber (time reference is from the onset of diastole, 4.7 L�min�1 CO, 75 bpm) (68).
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Figure 16. Schematic of a PIV setup (66). (With kind permission of Springer Science and Business
Media.)



the same two subregions are cross-correlated between the
two images to obtain the average displacement of the
particles within that subregion. From this displacement
and the known time delay, the velocities within the inter-
rogation region are obtained.

Statistical PIV assumes all particles in an interrogation
subregion move a similar distance and direction. The
processing algorithm then computes the mean displace-
ment vector for the particles in the interrogation volume.
Therefore, the local particle distribution pattern captured
on each exposure should be similar; but the group of local
particles is displaced from image to image. Statistical PIV
is then ‘‘pattern recognition’’ of the particle distribution
within an interrogation subregion, instead of the averaged

particle displacements. Sophisticated pattern recognition
schemes have been developed by a number of researchers;
however, the cross-correlation tends to be the algorithm of
choice. The use of a cross-correlation as opposed to an
autocorrelation eliminates directional ambiguity in the
velocity measurement. Most commercial systems use
advanced cross-correlation algorithms, such as the Hart-
Correlation, developed to improve signal to noise in the
correlation estimate and enhance resolution (70,71).

The cross-correlation function for two interrogation
subregions of frames A and B is defined by:

RIIðs;G;DÞ ¼ hIðx;GÞI0ðx þ s;G0;DÞi (18)

where s is the shifting vector of the second interroga-
tion window, G is the series of location vectors for each
particle in the interrogation volume, D is the displace-
ment vector for each particle, x is the spatial domain
vectors within the interrogation area, I is the intensity
matrix for the interrogation area from frame A, and I’ is
the intensity matrix for the interrogation area from
frame B. A detailed mathematical derivation of the
cross-correlation for (group) particle tracking is beyond
the scope of this presentation. The location of the max-
imum value of cross-correlation function represents the
mean particle displacement for the interrogation image.
Figure 18 is an example of a cross-correlation function
between two images.

The location of the cross-correlation peak should be
determined with subpixel accuracy. Several curve-fitting
algorithms have been developed to identify the peak in the
cross-correlation. Gaussian, parabolic, and centroid are
three commonly used methods in commercial software,
although others exist. A Gaussian peak fit is most com-
monly used because the cross-correlation function of two
Gaussian functions also yields a Gaussian function, which
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means that if the intensities of individual particle images
in the interrogation area fit a Gaussian shape, the cross-
correlation function can be accurately approximated by the
Gaussian function, which occurs only under the condition
of low displacement gradient, so that the particle distribu-
tion pattern is preserved in windows A and B. The cross-
correlation function in distorted, particle image intensity
distribution patterns are less accurately approximated by a
Gaussian distribution. A three-point estimator for Gaussian
fit works better with a narrow and symmetric peak. Centroid
peakfindingshould be considered when the cross-correlation
peak is expected to have asymmetric and irregular patterns.
Such cases occur for particle images larger than 2–3 pixels in
diameter, for a low intensity ratio of particle image to
background noise, or for a high gradient displacement
field. For ‘‘correlation-based correction,’’ the centroid peak
finding might be more suitable than Gaussian because the
multiplications could distort the cross-correlation peak.

The use of a digital CCD camera presents an error
source known as ‘‘peak locking.’’ This error impacts the
accuracy of the subpixel estimation in the correlation peak
and thus impacts the velocity measurement. This error will
be discussed later.

Like LDV and Doppler, PIV and PTV require that the
fluid be seeded with tracer particles that follow the fluid
motion. The particle density, the number of particles per
unit volume of fluid, determines what technique should be
used, PIV or PTV. Flows with a low particle density are
more suited to PTV, wheras PIV works best in high particle
density flows. It is assumed that the tracer particles follow
the flow accurately to give an exact representation of the
flow field at various times and locations. The particle
density, however, should be sufficiently low to preserve
the original flow dynamics. Such a dilute condition is
expressed by the inequality:

ðrppd4
pyrÞ=ð18m d3

pÞ < 1 (19)

where dp and rp are the particle diameter and density,
respectively, m is fluid viscosity, ur is the averaged particle
velocity relative to neighboring particles, and dp is the
average distance between particles.

Particles must be small enough to follow the fluid flow
but large enough to be seen. The particle relaxation time,
ts, should be small relative to the flow time scales.

ts ¼ d2
pðrp=18mÞ (20)

In practice, ts is made small by using very small particles.
The Stokes number for PIV experiments, StPIV, can be
defined as ts/tPIV, where tPIV is the small finite separation
time between two observations (pulse separation time).
StPIV should be much less than 1 to assure negligible
particle-fluid velocity differences over the pulse separation.
However, particles must be large enough to scatter suffi-
cient light energy to be visualized on the recording device
(e.g., a CCD camera) with the goal that a particle image is
at least several pixels in size. Increasing the light source
energy can improve visibility, but a saturation point is
reached where increasing light source energy does not
help. Furthermore, high energy can damage windows
and plastic test models.

The time separation of the two laser pulses must be
small enough to minimize particle loss through too large a
particle displacement between the first and second frames
of the interrogation window. However, the time separation
must be long enough both to permit adequate displacement
of particles at the lowest measurable velocities in each
velocity component and to minimize the impact of pixel
peak locking (72). Complex and highly 3D flows can be
biased in a 2D PIV system. PIV can provide very high
spatial resolution, but suffers from low temporal resolu-
tion. Furthermore, high magnification imaging used in
high resolution PIV introduces additional constraints
and limitations that must be overcome to achieve high
quality vector maps.

Thechallenge for PIV is to correctly track particle motion.
Figure 19 shows an example of a PIV particle image. The
statistical cross-correlation approach is used to track the
displacement of a ‘‘group’’ of particles within an indicated
small volume orsubregion. The location of a velocity vector is
at the center of the subregion spot. The spatial resolution for
a ‘‘velocity vector’’ in PIV is the size of the interrogation
subregion. Overlapping adjacent interrogation subregions
is commonly used to reduce the distance between
adjacent vectors and provide additional vectors in the over-
all vector map. However, this overlapping does not
increase the spatial resolution of the velocity field, which
is limited to the size of the interrogation subregion.

Commercial PIV systems use a multigrid recursive
method to reduce interrogation subregion size. In the
hierarchical approach, a PIV measurement with large
interrogation subregions is first computed. Subsequently,
the initial interrogation area is evenly divided into smaller
areas for processing. Each smaller interrogation area is
offset by the displacement obtained from its parent inter-
rogation area. This process is repeated until the smallest
possible interrogation size is reached (e.g., 128� 128 !
64� 64!32� 32! 16� 16) for the given flow field. An
iterative method can be applied at the final grid level.
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Figure 19. Example of a PIV particle image.



Similar to the multigrid method, the iterative method uses
the obtained displacement from the first cross correlation
to offset the second window for the next cross correlation.
The difference is that it does not break down the inter-
rogation areas into smaller windows, which is repeated
until the difference between the displacements from suc-
cessive cross correlations is less than one pixel. If the
window B is shifted by the converged displacement, win-
dows A and B should be virtually the same, as long as the
gradient is sufficiently low. Iterative cross correlation is
another way to increase accuracy.

A minimum number of particle pairs (on the order of 10)
are required in PIV processing. The particle density in the
flow will determine the minimum size subregion that can
be used to obtain adequate vector maps. Thus, the spatial
resolution is governed by the particle density. Near solid
surfaces, the particle density is often lower in flows with
strong wall gradients. Reducing the interrogation window
size increases spatial resolution. However, an overly small
window causes in-plane particle loss due to particles mov-
ing out of the interrogation spot. Several techniques exist
to capture the particles moving out of the window without
enlarging the interrogation spot. The first is simply to
enlarge the second window to cover the expected displaced
particle. The original interrogation window (frame A) is
enlarged to the same size as window B and zero-padded at
the extended part. The second technique is to offset the
second window to the location of anticipated displacement.

Errors in PIV processing can occur from several sources.
The spatial resolution for a velocity vector is the dimension
of the interrogation volume. If the particles are evenly
distributed, the center of an interrogation volume can be
used as the vector location. The accuracy of the ‘displace-
ment depends on both the subpixel accuracy of the peak
finding algorithm and the image quality. A one-tenth pixel
is the most accurate (66). Time resolution for the velocity is
the separation time between two pulses, as the information
during this period is not recorded. The velocity error is
composed of systematic and residual error. Systematic
errors come from the algorithm and experiment setting
or image quality, which can be minimized and uncertainty
in the time separation. Residual errors are inherent in the
processing, such as errors due to the peak finding algo-
rithm. The residual errors are usually not a function of Dt.
Therefore, a too small separation time increases the velo-
city error as this error is proportional to 1/Dt.

The following discussion is relevant to the effect of
image quality on PIV accuracy. Large particle images
can result in wide cross-correlation peaks, which can
reduce the accuracy of the peak finding algorithm. In
addition, large particles require larger interrogation spots
to contain an appropriate number of particles, which leads
to a reduction in spatial resolution. Particle images smaller
than 2 pixels in diameter, or particle displacements that
are less than 2 pixels, can introduce a displacement bias,
called ‘‘peak locking.’’ The displacement peaks tend to be
biased toward integer values. Peak locking presents itself
as a ‘‘staircased’’ velocity pattern, in a region with a velo-
city gradient where the velocity distribution should be
smooth. The calculation of spatial derivatives of this vector
map then produces a mosaic pattern in the gradient map.

Figure 20 illustrates these patterns. Techniques, such as
multigrid or continuous window-shifting or iterative image
deformation, have been proposed to overcome peak locking.
Image preconditioning, such as filtering, or defocusing can
optimize the image diameter. The resolution of the CCD
sensor, therefore, also limits the use of smaller particles to
increase the velocity resolution.

The methods developed to increase displacement accu-
racy rely on the assumption of low displacement gradient.
High gradient tends to bias the displacement toward low
values because the particles with smaller displacements
are more likely to remain in the interrogation volume
longer than those with higher displacements. This bias
can be minimized by reducing the size of the interrogation
volume and separation time. For high distortion of the
particle pattern in a high gradient spot, the centroid peak
finding algorithm is more suitable than the Gaussian.
However, PTV, as it follows an individual particle, is not
affected by high gradient. Several research groups use the
displacement results from PIV to guide the local search
areas for PTV in a coupled PIV/PTV processing algorithm.
These coupled techniques relieve the gradient limit in PIV
and increases resolution of both velocity vectors and velo-
city fields.

The motion across the light sheet in highly 3D flows can
bias the local velocity estimation due to perspective projec-
tion, if the particle has not left the light sheet. The effect of
perspective projection velocity bias, illustrated in Fig. 21
(68), is usually more severe at the edges of the image,
where the projection angle increases. At high image mag-
nification, the focal length becomes shorter and the projec-
tion angle increases, which worsens the perspective
projection. Strong perspective projection could vary the
magnification factor through the image plane resulting
in an image distortion.

In general, the light sheet thickness is smaller than the
depth of focus, dz. The light sheet thickness, therefore,
determines the thickness of the effective interrogation
volume: All illuminated particles are well focused. Most
commercial systems using standard-grade Yag lasers with
appropriate optics can generate light sheets that have a
thickness on the order of 100–200mm, although light
sheets can be as thick as a 1 mm. In high magnification
imaging, the depth of focus can become smaller than the
light sheet thickness. The thickness of the effective inter-
rogation volume is then constrained to the depth of focus. In
this case, particles located beyond the focal plane but within
the illuminated plane are out-of-focus and appear as highly
nonuniform background image noise and can affect the cross
correlation. In addition, the thickness of the effective inter-
rogation volume determines the tolerance to out-of-plane
motion. A smaller effective volume thickness increases
the probability for out-of-plane particle loss. In general,
the estimated maximum out-of-plane motion should be less
than one-fourth of the effective volume thickness.

Data validation is another source of uncertainty in PIV.
Bad velocity vectors will ultimately appear within a vector
map due to noise in the displacement estimation. Several
filtering algorithms have been developed to remove these
bad vectors. These filter routines operate on thresholding
velocity at a particular location and use either the
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magnitude of the velocity estimate, the mean, the median
or the rms within a predefined subregion, or other more
complicated thresholds to low pass filter the estimates.
Improper application of a validation scheme can overfilter

the velocity map and throw away good data. For example,
rms validation techniques should be carefully used in turbu-
lent shear layers where high rms values are normally
encountered. It is possible to inadvertently filter good instan-
taneous turbulent velocity ensembles with a tight rms filter
setting. In general, some knowledge of the flow under study is
needed to accurately perform vector validation.

Commercial PIV systems can be two-component
or three-component, planar or volume systems. A two-
component, planar PIV system provides information on
two components of the velocity vector. In two-component
PIV, the measured displacement vector is the projection of
the three-component velocity vector on the 2D plane of the
light sheet. Flow information for highly three-component
flows can be inaccurately represented by planar PIV
images. Stereographic and holographic PIV systems have
been developed for three-component measurement in a
plane or volume, respectively. Although the instantaneous
velocity field obtained by PIV has an advantage over LDV
(or Doppler), two-exposure PIV only provides information
on the particle motion during the two exposures and also
suffers from poor temporal frequency response in the mea-
surement of adjacent vector maps in time. Particle accel-
eration cannot be measured by direct two-exposure PIV.
Four-exposure systems have been developed to permit
calculation of the particle acceleration by Hassan and
Phillip (73) and Lui and Katz (74), although the temporal
resolution for the acceleration is not yet comparable with
that of LDV.
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Figure 21. Illustration of the perspective projection; the red arrow
is the vector obtained from perspective projection, the blue is the
correct projection of displacement vector on the XY plane (68).

Figure 20. (a) Staircased pattern in a velocity profile at a wall. (b) Gradient field calculation
(bottom image) of a measured velocity field (top image) showing mosaic pattern (68).
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INTRODUCTION

Following the absorption of light, fluorescent compounds
release light at a less energetic wavelength. This phenom-
enon can be used to detect the presence of many com-
pounds with exceedingly high sensitivity and selectivity.

The objective of this article is to acquaint the reader with
the basic principles of fluorescence spectroscopy. For a more
detailed analysis of this area, several reviews exist (1–5)
that should be useful to readers with different levels of
sophistication.

Most readers are probably familiar with the basic phe-
nomenon involved in fluorescence measurements. For
example, when certain minerals are irradiated with ultra-
violet light, light in the visible region of the electromag-
netic spectrum is released. In this case, absorption of high
energy ultraviolet (UV) light excites electrons to leave their
lowest energy state (the ground state); upon return to the
ground state, energy is emitted as either light or heat. The
energy emitted during fluorescence must be of a lower
energy than the light that initially excited a compound
and, hence, high energy ultraviolet light is emitted from a
mineral as lower energy visible light.

When one deals with biological samples, one is
always confronted with the problem of detecting extraordi-
narily small amounts of a compound mixed in an array of
other compounds. As this article will show, fluorescence
analysis provides a rather simple means to detect the exis-
tence of a compound within a complex mixture. For obvious
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reasons, the ability of fluorescence spectroscopy to detect
exceptionally small amounts of a compound in biological
specimens has many applications of biomedical interest.

The analytical power of fluorescence measurements may
be appreciated by consideration of the two following practical
analogies. The sensitivity of fluorescence measurements is
similar to the increased sensitivity with which one could
measure the light output of a flashlight in a completely
darkened room versus a sunlit room. In the case of the sunlit
room, the light output of the flashlight would represent < 1%
of the total light in the room; indeed, it would be difficult for
an observer in a sunlit room to detect whether the flashlight
was on or off. In contrast, in a darkened room, an observer
would readily be able to sense whether a flashlight was
turned on. In fluorescence measurements, light strikes a
sensor only if the compound of interest is present and, thus,
as in the case of the darkened room, the sensitivity of the
fluorescence measurements is quite high.

The ability of fluorescence measurements to detect par-
ticular compounds in complex mixtures is due to the fact
that several conditions must be met before a fluorescence
signal is detected. Just as the location of a person would be
precisely defined if one knew their street address, which
consists of a city, state, street name, and house address, the
selective ability of fluorescence measurements to detect the
presence of only desired compounds arises from the fact
that a compound will fluoresce only under a series of quite
restrictive conditions. In the case of fluorescence spectro-
scopy, one observes light emanating from a compound if
and only if the following conditions are met: (a) the com-
pound must absorb light; (b) the compound must be capable
of emitting light following excitation (the compound must
be fluorescent); (c) the compound must be irradiated at a
particular excitation wavelength; (d) a detector must be set
to sense light at a different, less energetic emission wave-
length; (e) a discrete time (in nanoseconds) must elapse
between the time of excitation and emission; and (f ) other
conditions, such as type of solvent and pH, must be satis-
factory. As a street address defines the location of a person,
the parameters involved in the fluorescence of a compound
can be used to determine the presence or absence of just a
single compound. For example, the presence of the com-
pound, fluorescein, can be accurately detected in a biological
specimen because (a) fluorescein is a fluorescent compound;
(b) fluorescein is excited to fluoresce only at wavelengths
near 488 nm (nanometer) in aqueous solvents in the neutral
to alkaline range; and (c) following excitation, fluorescein
gives off light maximally at 514 nm (see Fig. 1). Hence, since
only a very few compounds have fluorescence properties
similar to that of fluorescein, selecting light with a wave-
length of 488 nm to irradiate the sample and setting a
detector to only respond to light with a 514 nm wavelength
allows one to detect fluorescein in a complex mixture.

In addition to an overview of the theory involved in
this area, a brief introduction into the instrumentation
involved in fluorescence determinations will be presented.
While there are numerous applications of fluorescence that
are outside of the scope of this article (1–5), a few specific
examples of the use of fluorescence measurements in bio-
medical studies will be presented and technical problems in
interpretation of fluorescence data will be pointed out.

THEORY AND INSTRUMENTATION

After absorption of light energy, all compounds release
some energy as heat; fluorescent compounds represent a
special case in which some energy is also given off as light.
Spectrofluorimeters are optical devices that measure the
amount of light emitted by fluorescent compounds.

Spectrofluorimeters

While a complete description of the theory of fluorescence is
quite involved (see Ref. 3, for a review), one can grasp the
basic principles of the phenomenon from the following
examples. If one were to aim a flashlight at a mirror, one
would find that light would reflect off the surface of the
mirror; in contrast, if one were to direct a flashlight beam at
a black wall, one would see no light reflected from the wall.
In this example, molecules in the black wall stop the trans-
mission of light by absorbing the energy of the light and then
converting the energy of light into heat energy. (Very precise
measurements would reveal that the black wall was slightly
warmer at the site at which the light beam struck it.) In the
case of fluorescent compounds, light absorbed by a com-
pound is converted into light (of a lower energy) as well as
heat. The brighter the light that strikes a fluorescent com-
pound, the stronger the fluorescent light emitted by the
compound. The particular wavelength absorbed by a com-
pound and the wavelength that is later emitted are char-
acteristics of each fluorescent compound (Fig. 1).
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Figure 1. Excitation and emission spectra of the fluorescent
compound, fluorescein. As described in the text, excitation and
emission maxima are determined empirically and, then, spectra are
obtained for the excitation and emission of fluorescein. Excitation of
fluorescein at any wavelength in the excitation spectrum will
produce emission at all wavelengths in the emission spectrum,
with the exception of wavelengths of higher energy. Thus, fluores-
cence involves the conversion of high energy photons into photons
of lower energy plus heat.



While light reflection from a mirror occurs at an angle
determined by the angle of the incident light, light emission
by a fluorescent compound occurs in all directions. For
example, if one observed a beam of light striking a mirror
in a smoke filled room, one would see a beam of light reflected
at a unique angle from the mirror. In contrast, if one observed
a beam of light striking a solution of fluorescent compound,
one would see the emitted light appear as if it originated from
a glowing sphere (and, compared to the original beam of light,
the emitted light would have a color that was shifted toward
the red end of the spectrum, i.e., lower energy).

The above features of fluorescence dictate the design of
instruments used in the measurement of fluorescence (see
Fig. 2). First, an intense beam of light is passed through a
filter (or monochromator) that permits only light of a desired
band of wavelengths to proceed toward the sample. As
indicated in Fig. 2, light not absorbed by the sample passes
straight through the sample without change in angle while
the light emitted by the fluorescent sample is released in all
directions. By positioning the detector at a 908 angle with
respect to the exciting beam, instrument designers can
minimize the amount of stray light from the exciting beam
that reaches the detector. As indicated above, the light
emitted by the fluorescent sample is given off in all direc-
tions and, thus, the positioning of the detector with respect
to the exciting beam does not affect the relative amount of
the emitted fluorescent light received by the detector.
Hence, as we have shown above, the design of a fluorimeter
is predicated upon maximizing the signal/noise ratio.

The sensitivity of fluorescence measurements is inher-
ent in the design of instruments used to make such mea-
surements. Since only light that is emitted from a
fluorescent compound reaches the detector, the sensitivity

of the measurement is equivalent to our analogy of mea-
suring the light from a flashlight in a darkened room. The
ability to selectively measure the presence of a given
compound is determined by the appropriate selection of
filters (or settings on monochomators) used to make the
measurement. In contrast, analytical measurements based
on absorption are inherently less sensitive (due to signal/
noise problems).

Fluorescence Microscopy

The design of a fluorescence microscope is based on the
same principles used in the construction of a spectrofluori-
meter. In the technique of reflected fluorescence micro-
scopy, light of a desired wavelength is used to irradiate a
sample and, then, a dichroic mirror is used to separate light
emitted by the fluorescent compounds in the sample from
light in the original exciting beam (Fig. 3). A dichroic
mirror is an optical device that reflects light of certain
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Source
Monochromator

Detector

Figure 2. Design of a typical spectrofluorimeter. As described in
the text, a desired wavelength is selected with the aid of a
monochromator and is used to irradiate a sample (large
arrows); light emitted by the fluorescent sample is released in
all directions (small arrows). The detector is positioned at a right
angle with respect to the excitation beam in order to avoid light
from the exciting beam entering the detector.

Specimen

Light
source

Eyepiece

Objective

Filter cube

Dichroic
mirror

Low pass filter

High pass filter

Figure 3. Fluorescence microscope design. A fluorescence
microscope employes optical components that allow one to
irradiate a specimen at one wave lenght and then observe the
fluorescence of a microscopic object at a second wavelength. The
excitation beam (dashed line) is directed toward the specimen by
the dichroic mirror and objective lens. Due to the fact that light
emitted by a fluorescent object is released in all directions, one can
observe the fluorescence of the specimen with the same objective
lens that was used to irradiate the specimen. The emitted light
(dotted line) is collected by the objective, passes through the
dichroic mirror, and is observed via the eyepiece.



desired wavelengths and transmits light of other wave-
lengths.

Fluorescence microscopes can be used to detect fluores-
cence compounds in exceedingly small specimens. Via the
technique of immunofluorescence, one can visualize the
distribution of virtually any biological compound in living
or fixed tissues by using antibodies tagged with fluorescent
compounds.

PRACTICAL APPLICATIONS

The high sensitivity and selectivity of fluorescence meth-
ods permits the detection of exceedingly low amounts of
many compounds of biological and biomedical interest.

In the preceding section, the basic methods that are
used to detect fluorescent compounds were described. In
the following section, the criteria that are used in establish-
ing the presence or absence of particular chemical species
are presented.

Detection of Fluorescent Compounds

It should be pointed out initially that only a small percen-
tage of the known compounds are fluorescent. Thus, while
most compounds cannot be studied by fluorescence tech-
niques, the mere fact that an unknown compound is fluor-
escent can be used as a diagnostic means to positively
identify it. In a following section, literature references
are provided that list many fluorescent compounds and
their properties (6,7).

Once it is established that a sample contains a fluor-
escent compound, one can use several criteria to establish
the identity of the unknown compound. First, by trial-
and-error, one establishes the wavelength(s) at which the
compound is maximally stimulated to fluoresce (the exci-
tation maxima). Second, again by trial-and-error, one
determines the wavelength(s) at which the emission of
light is highest (the emission maxima). Fluorescence
emission spectra are then generated by holding the exci-
tation monochromator at the excitation maximum wave-
length and recording the intensity of light released from
the sample as the wavelength of the emission monochro-
mator is varied (Fig. 2). In this manner, a spectrum is
produced that (a) describes the wavelengths at which a
compound emits light and (b) establishes the relative
efficiency with which light of different wavelengths is
emitted (Fig. 1). The shape of the emission spectrum
and the number of major and minor peaks are character-
istics of each compound and are important parameters in
establishing the identity of an unknown compound. The
excitation spectrum, when appropriately corrected, is
often identical to the absorption spectrum of the fluores-
cent compound. (In a similar fashion, the fluorescence
excitation spectra are established by holding the emission
monochromator at the emission maximum and varying
the settings of the excitation monochromator.)

Strong evidence for the identity of an unknown com-
pound is provided by (a) the establishment that a com-
pound is fluorescent and (b) the shapes of the excitation
and emission spectra. In addition, one could use other
parameters involved in fluorescence to characterize a com-

pound, namely, (a) the fluorescent lifetime of a compound,
(b) the quantum yield, and (c) the perturbation of fluores-
cence by various solvents. It is possible that two compounds
could have identical excitation and emission spectra just as
it is possible that two individuals could have the same
blood groups. Other analytical methods may be required to
establish the identity of a compound with certitude. If the
sample under study is quite impure, it is possible to use
high performance liquid chromatography (HPLC) in con-
junction with a fluorescence detector to gain yet another
parameter that is characteristic of a compound, namely, its
elution time from a particular HPLC column. The nature of
the sample and the reasons for interest in it will determine
the rigor required in its characterization.

Biomedical Applications

As described above, fluorescence methods provide means to
identify compounds in complex mixtures. The sensitivity of
fluorescence methods coupled with their inherent selectiv-
ity provide valuable means for biomedical analysis; several
examples are described below.

Identification of Compounds in Biological Samples. If a
compound of interest proves to be fluorescent, several
analytical methods for the detection and quantitation of
this compound immediately become available. Many drugs
and biological compounds can be detected by fluorescence
analysis (6,7). Fluorescence can be used to identify these
and many other biologically active compounds in complex
pathological specimens.

Due to the sensitivity of fluorescence methods to detect
compounds at the level of one part per billion, such meth-
ods can be used to determine the presence of environmental
pollutants with great sensitivity. The presence of specific
pesticides and potentially carcinogenic aromatic hydrocar-
bons from cigarette smoke can be easily detected. Leakage
of industrial wastes into the environment can be proven by
placing fluorescent compounds into waste containers and
later detecting the fluorescent compound in streams and
lakes.

Fluorescence spectra of many chemicals and pharma-
ceuticals have been obtained under well controlled condi-
tions and are published as the Sadtler Standard
Fluorescence Spectra (6). Passwater (7) published a three
volume series that presents literature citations for the
fluorescence properties of a wide variety of compounds.

Fluorescence Microscopy. Following staining with
fluorescent dyes, the use of fluorescence at the microscopic
level can be used to determine the sex of an individual from
single hair follicle cells, teeth, or from blood smears (8). Sex
determination is based upon the fact that male cells have a
highly condensed Y chromosome that appears as an
intense fluorescent spot in the nucleus of each male cell.
Fluorescent dyes have found many applications in the
biomedical sciences (1,5).

Immunofluorescence. Antibodies can be prepared that
specifically recognize a wide variety of molecules and
microbial organisms. By labeling such antibodies with
fluorescein or other fluorescent probes, one can visualize
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the presence of antigens at the subcellular level; this
approach has been widely used in molecular biology (9).
In addition, one can visualize specific molecules and organ-
isms in pathological specimens. The identification of dis-
ease causing microorganisms in pathological specimens by
immunofluorescence (10) can be used. Immunofluores-
cence microscopy can also be employed in the identification
of bacteria in food products (11).

Fluorescence Imaging. In addition to localizing mole-
cules in histological sections, fluorescence has found
numerous novel applications in cell biology. The availabil-
ity of highly sensitive optical detection systems has per-
mitted the localization of specific molecules in living cells.
By tagging recombinant proteins with the green fluores-
cent protein (GFP) of jellyfish origin, one can track the
expression and translocation of specific proteins in living
cells during hormonal responses (12). The rate at which
molecules move within living cells can be determined by
fluorescence recovery after photobleaching (FRAP), which
involves the photobleaching of molecules in a small region
of a cell and then monitoring of the recovery of fluorescence
with time as unbleached molecules return to the bleached
area (13). Fluorescence energy transfer and fluorescence
polarization methods (14–16) can also be used to study the
interaction of molecules within living cells (15,16).

Fluorescence Polarization. Fluorescence polarization is
perhaps the only method in biology that is directly attri-
butable to Albert Einstein. The principle of fluorescence
polarization involves the fact that emission of a photon is
delayed by a few nanoseconds following absorption of light.
During the delay in emission of light, Brownian motion will
result in the movement of a molecule and smaller mole-
cules will move more than larger molecules. Thus, mole-
cules excited by polarized light will emit progressively
depolarized light as the size of the molecule increases.
Hence, if a small fluorescent molecule binds to a large
nonfluorescent molecule, the light emitted by the bound
small fluorescent molecule will become more polarized. Thus,
the method of fluorescence polarization permits one to mea-
sure the binding of ligands to large molecules in real time (14).

Forster Resonance Energy Transfer (FRET). This method
involves the transfer of energy from a fluorophore, which
absorbs light to a second molecule that emits light at a
different wavelength. Since the efficiency of FRET depends
on the distance between the absorbing and emitting mole-
cules, FRET permits one to obtain information about the
distance between two molecules. Thus, if the molecule that
absorbs light binds to a molecule that emits light via FRET,
one can measure the binding event via release of light.

Molecular Biology Applications of Fluorescence. The
high sensitivity of Fluorescence has been used as the basis
of several important methods in molecular biology. For
example, real-time polymerase chain reaction (PCR) meth-
ods can be used to quantify the amount of a specific
ribonucleic acid (RNA) species in a small sample of cells.
In this method, fluorescence energy transfer is used to
detect the increase in PCR product with time (16).

The jellyfish green fluorescent protein (GFP) has
become an important tool in molecular biology because it
is fluorescent without the necessity of binding or reacting
with a second molecule. Mutant GFP and GFP-like mole-
cules from various species have been described (17) that
emit light at a variety of wavelengths. Thus, one can
engineer the sequence of the GFP into a recombinant
protein and have a fluorescently tagged protein (12). In
contrast, the firefly luciferase protein must react with ATP
and luciferin in order to release a photon (18).

The high sensitivity and specificity of fluorescence should
find many new applications in the future.

GLOSSARY

Dichroic Mirror. An optical device that reflects light of a
desired band of wavelengths yet permits the transmis-
sion of light of another band of wavelengths. Dichroic
mirrors are used in fluorescence microscopes to separate
the light that excites a sample from the light emitted
from the sample.

Emission (Fluorescent). The release of light by a com-
pound that follows the absorption of a photon.

Emission Wavelengths. Following absorption of light at a
wavelength capable of inducing fluorescence, light is
released by the compound at less energetic wavelengths,
termed the emission wavelengths (Fig. 1).

Excitation (Fluorescent). Following the absorption of a
photon, one or more electrons of a fluorescent compound
are promoted to a more energetic,‘‘excited’’ state of the
compound.

Excitation Wavelengths. While light can be absorbed by
fluorescent compounds at many wavelengths, only certain
wavelengths, termed excitation wavelengths, are capable
of inducing fluorescent emission of light. The wavelengths
are often the same as those absorbed by the compound of
interest.

Filter (Optical). Generally a colored piece of glass that
transmits only certain wavelengths of light. Interference
filters reflect light that is not transmitted while color
glass filters absorb light and convert the absorbed energy
into heat.

Fluorescence. The emission of light by certain compounds
that is induced by the absorption of light at a more
energetic wavelength.

Fluorescent Lifetime. The amount of time, generally in
nanoseconds, that expires between the absorption of a
photon and the emission of a photon.

Monochromator. An optical device that is used (a) to sepa-
rate light into its component wavelengths and, then, (b)
to isolate a desired group of wavelengths. Such devices
employ either a prism or a diffraction grating.

Nanosecond. 0.000000001 s¼ 10�9 s. (There are 1000 mil-
lion ns in 1 s).

Quantum Yield. The percentage of excited compounds
that release a photon of light during their return to
the ground state. In most cases, the absorption of light
by a compound is followed by the liberation of heat,
rather than light.
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Spectrofluorimeter. An optical device that is used to mea-
sure the amount of light that is emitted by fluorescent
compounds.
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INTRODUCTION

Functional electrical stimulation (FES) is a rehabilitative
technique where low level electrical voltages and currents
are applied to an individual in order to improve or restore
function lost to injury or disease. In its broadest definition,
FES includes electrical stimulation technologies that, for
example, are aimed at restoration of a sense of hearing for
the deaf, vision for the blind, or suppression of seizures in
epilepsy or tremors for people with Parkinson’s disease.
Most FES devices and systems are known then as ‘‘neu-
roprostheses’’ because through electrical stimulation they
artificially modulate the excitability of neural tissue in
order to restore function. While sometimes used synony-
mously with FES, the term functional neuromuscular
stimulation (FNS) is most commonly used to describe only
those FES technologies that are applied to the neuromus-
cular system in order to improve quality of life for people
disabled by stroke, spinal cord injury, or other neurological
conditions that result in impaired motor function (e.g., the
abilities to move or breathe). Another technology closely
related to FES is that of therapeutic electrical stimulation
(TES), wherein electrical stimulation is applied to provide
healing or recovery of tissues (e.g., muscle conditioning and
strengthening, wound healing). As will be seen, some FES
and FNS technologies concurrently provide or rely upon
such therapeutic effects in order to successfully restore lost
function. For illustrative purposes, much of this article is
centered on FNS and related TES devices and technologies.
For a wider exposure to additional FES approaches and
neural prosthetic devices, the reader is referred to this
article’s Reading List, which contains references to a num-
ber of general books, journal articles, and on-line resources.

An important consideration in most all FNS technolo-
gies is that significant neural tissue remains intact and
functional below the level of injury or disease so that
electrical stimulation can be applied effectively. Indivi-
duals exhibiting hemiplegia (i.e., paralysis on one side of
the body) due to stroke, for example, will exhibit paralysis
in an impaired limb due to loss of control from the central
nervous system (CNS), not because the peripheral nervous
system (PNS) innervation of skeletal muscles in the limb
has been lost. Similarly, while spinal cord injury (SCI)
destroys motor neurons at the level of injury either par-
tially or completely, many motor neurons below the level of
injury may be spared and remain intact. Therefore, in
stroke or SCI the axons of these intact motor neurons
can be artificially excited by introducing an appropriate
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electrical field into the body using electrodes located on the
skin surface, or implanted within the body. Artificial exci-
tation of motor nerves by electrical excitation can generate
action potentials (propagating excitation waves) along
axons that, when they arrive at synaptic motor-endplate
connections to skeletal muscle fibers, act to generate mus-
cle force much as the intact nervous system would. Thus,
lower extremity FNS systems often have the objective of
restoring or improving mobility for stroke or SCI indivi-
duals. Upper extremity FNS systems often are designed to
restore or augment reaching and grasping movements for
SCI subjects. Both FNS and TES technologies are of course
not a cure for stroke, spinal cord injury or diseases (e.g.,
cerebral palsy or multiple sclerosis where FNS also has
been used). They are also not universally beneficial, and
must be carefully matched by a clinician to an individual
and their medical condition (1). On the other hand, as will
be seen in the remainder of this article, FES and TES
systems can provide greatly improved quality of life for
many people who use them.

THEORY AND APPLICATION

In 1961, Liberson and co-workers proposed the usage of
electrical stimulation in what was called functional elec-
trotherapy to restore or augment movement capability that
has been lost or compromised due to injury or disease (2).
Specifically, Liberson’s group developed the first electrical
stimulation system for correction of hemiplegic drop foot: a
gait disability occurring in some stroke survivors (for an
excellent review of the history of development of neural
orthoses for the correction of drop foot see Ref. 3). Moe and
Post subsequently coined the term functional electrical
stimulation to describe such techniques (4).

Electrical stimulation devices and systems now have been
developed to activate paralyzed muscles in human subjects
for a variety of applications in both the research lab and the
clinic. Both FES and FNS systems have seen their greatest
use as a tool for long-term rehabilitation of persons with
neurological disorders (e.g., spinal cord injury, head injury,
stroke) (5–10).For example, implanted electrical stimulation
devices have been developed that can restore hand-grasp
function to people with tetraplegia (11). Stimulation devices
thatutilizepercutaneouselectrodes (thinwires thatcross the
skin) have been developed to provide individuals with thor-
acic-level spinal cord injury with the ability to stand and step
(12–14). Other devices that utilize electrodes placed on the
surface of the skin can restore standing and locomotor func-
tion to individuals with spinal cord injury or other neuro-
muscular disorders (6,8,15,16). One system that uses surface
electrodes (Parastep,SigmedicsInc.) isFDAapprovedforuse
by people with thoracic level spinal cord injury and has been
used at several rehabilitation centers worldwide. These
efforts have clearly demonstrated that neuromuscular sti-
mulation can be effectively used to activate paralyzed mus-
cles for performing motor activities of daily living.

The basis by which all neuromuscular stimulation sys-
tems function is artificial electrical activation of muscle
force, usually through excitation of the nerve fibers that
innervate the skeletal muscle(s) of interest.

Excitation, Recruitment, and Rate Modulation

The nerve fibers that innervate skeletal muscle fibers are
myelinated in nature, which means that they are regularly
along their lengths ensheathed within layers of Schwann-
cell derived myelin separating exposed axonal membrane
at nodes of Ranvier. Myelination enables increased propa-
gation velocities via saltatory conduction in such nerve
fibers. The cell bodies of these alpha motor neurons lie
within the ventral horn of the spinal cord. The efferent
axons of these cells (� 9–20mm in diameter) pass out from
the spinal cord via the ventral roots and project then to
muscle fibers within peripheral nerve trunks. When spared
during damage or disease of the nervous system, alpha
motor neurons and their axons usually form the substrate
of electrical activation of skeletal muscle force in FNS
applications. This may come as something of a surprise
to the reader, in that skeletal muscle cells are themselves
also excitable. Why then is indirect stimulation of the
innervating nerve fiber generally the mechanism by which
force is generated rather than direct stimulation of the
muscle cells themselves? The reason is that large myeli-
nated nerve fibers are usually excited at lower stimulus
amplitudes (voltage or current) and with shorter stimulus
pulse widths than are skeletal muscle cells (assuming
similar spatial separations of electrodes to cells) (17).
Electrical stimulation of myelinated nerves to threshold
occurs when a critical extracellular potential distribution
is created along or near the cell. At threshold, outward
transmembrane currents are sufficient to depolarize the
nerve cell membrane voltage to the level where an action
potential is generated.

In normal physiology, there exist two natural control
mechanisms to regulate the force a single muscle pro-
duces—recruitment and rate coding. Motor units are
recruited naturally according to the Size Principle
(18,19). Small alpha motor neurons innervating slow motor
units have a low synaptic threshold for activation, and
therefore are recruited first. As more force is demanded by
an activity, progressively larger alpha motor neurons that
innervate fast motor units are recruited. The second
method of natural force regulation is called rate coding.
Within a given motor unit there is a range of firing fre-
quencies. Alpha motor neurons innervating fast-twitch
motor units have firing rates that are higher than those
that innervate slow-twitch units (20,21). Within that
range, the force generated by a motor unit increases with
increasing firing frequency. If an action potential reaches a
muscle fiber before it has completely relaxed from a pre-
vious impulse, then force summation occurs. Twitches
generated by the slow motor units have a fusion frequency
of 5–10 Hz and reach a tetanic state at 25–30 Hz. The fast
motor units may achieve fusion at 80–100 Hz (21,22).

The contractile properties of the muscle are largely
dependent on the composition of the skeletal muscle (i.e.,
the muscle fiber types). The composition of muscle fibers
varies across species. The composition of muscle fibers in
the hindlimbs of the rat are predominantly fast fibers (23)
whereas, human skeletal muscle is composed of a hetero-
genous collection of muscle fiber types (24). This is also
indicated in the differences in fusion frequencies observed
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in the two species. The fusion frequency for muscles in the
human is 25 Hz (25) and those for the muscles in the rat are
higher (� 75 Hz) (26). As summarized in Table 1, from
various mammalian studies, skeletal muscle fibers have
been grouped into many different types according to phy-
siological, ultrastructural, and metabolic properties. Based
on histochemical measurements of adenosinetriphospha-
tase (ATPase) reactivities, muscles were classified into
type I, type IIA, and type IIB (27). A differentiation based
on combination of physiological and metabolic properties
categorized muscle fibers as SO-, FOG-, FG- (28). Based on
twitch speed and fatigue resistance, muscle fiber types
were identified as S, FR, and FF (29). There is also an
intermediate type of fast muscle fiber in certain muscles
denoted type IIAB or FI (Fast Intermediate resistance to
fatigue). The different muscle fiber types vary in the
amount of force generated, speed of contraction, and fatig-
ability. The slow fiber types (SO, Type I, S) generate lower
force, but for a prolonged duration. They are very fatigue
resistant. The fast fiber types (FG, IIB, and FF) are on the
other end of the spectrum with greater force generating
capacity, but briefer intervals of time. Also, these fatigue
very quickly compared to slow fibers. Therefore, there is a
trade off between the ability to produce force quickly and
powerfully or slowly and steadily. Though slow fibers are
able to generate a steady force for long periods of time, their
force output is less. Fast fibers on the other hand can
generate quicker, greater forces, but they fatigue very fast.
Some fibers are classified in between the two extremes of
slow and fast and are termed intermediate fibers. These are
fast fibers, but with fatigue resistant capability (FOG, IIA,
FR, IIAB, FI). The properties of these intermediate fibers
lie between those of slow fibers and fast fibers. The force
generated by these fibers is less that those generated by
fast fibers and greater than the force produced by slow
fibers.

The heterogeneity of muscle fibers within the muscle is
in part due to the hierarchy of motor unit recruitment order
(the Size Principle, described above) (30) indicating the
influence of motor neuron activity upon muscle fiber phe-
notypes. The fiber-type composition within a muscle can be
altered by altering the excitation patterns delivered to the
muscle (induced by various exercise regimes). The best
documented effects of such transformations are those that

occur after chronic, low frequency stimulation (CLFS) of a
predominantly fast muscle using implanted electrode sys-
tems. The fast skeletal muscles of a number of mammalian
species have been shown to change to the slower phenotype
in response to chronic electrical stimulation (31–39).
The muscle phenotype can be manipulated to enhance
fatigue resistance at the expense of contractile power
and speed (40–45). Changes in metabolic activity, and
muscle mass have been documented too (38,46). These
transformations are also dose dependent. A continuous
stimulation of rabbit fast muscle at 10 Hz completely
transform the muscle fibers to the slow phenotype, but
lower frequencies of stimulation produce an intermediate
state of conversion. However, stimulation at 2.5 Hz for 12
weeks (47,48) or 10 months (49) results in a whole muscle
consisting mainly of the fast phenotype.

CLFS has been shown to affect human muscle in a
manner similar to that in animals (50–57). Electrical sti-
mulation has shown to increase strength–force and build
fatigue resistance in muscles in both healthy and SCI
individuals (56,58–63). An increase in passive range of
motion has also been observed (64). Electrical stimulation
has been shown to prevent the shift and loss of fibers in
patients with paralyzed muscles thereby increasing fatigue
resistance (60,65–67). A well-defined progression of
changes is observed, whereby the muscle changes first
its metabolic and then its contractile properties to become
slow muscle (68). This has been documented in different
species and muscles suggesting that probably the effects
observed are not species or muscle specific. Following
transformation, the new slow fibers are indistinguishable
from normal slow skeletal muscle fibers. Also, from time
series studies (69) and single fiber biochemistry (70,71) it is
clear that the changes that occur result from transforma-
tion at the level of the single fiber and not from fast-fiber
degeneration with subsequent slow-fiber regeneration.

From the above sections, it is clear that skeletal muscle
is very adaptive, and therefore provides an opportunity for
conditioning and therapy after an injury. Electrical stimu-
lation based exercise has gained much significance in
toning and conditioning muscles. Even though electrical
stimulation techniques are being used increasingly for
rehabilitation and therapy, note that in general electrical
stimulation systems generate activation patterns and

FUNCTIONAL ELECTRICAL STIMULATION 349

Table 1. Skeletal Muscle Fiber Types and Their Characteristics

Skeletal Muscle Fiber Types and Characteristics

Fiber type Type I Type IIa Type IIb

Other names Slow red Fast red Fast white
Slow oxidative (SO) Fast oxidative (FOG) Fast glycolytic (FG)

Slow (S) Fast resistant (FR) Fast fatigable (FF)
Motor unit size Smallest Moderate Largest
Firing order 1 2 3
Stimulation threshold Lowest Moderate Highest
Force production Lowest Moderate Highest
Resistance to fatigue Highest Moderate Lowest
Contraction time Slowest Fast Fastest
Mitochondrial density High High Low
Capillary density Highest Moderate Lowest



recruitment characteristics quite different from the nor-
mal physiological mechanisms. With electrical stimula-
tion, physiological muscle force regulation is controlled
either by spatial summation or by temporal summation
(72). Spatial summation (or electrical recruitment) is
achieved by increasing the pulse width (Fig. 1a) and/or
the pulse amplitude (Fig. 1b) of the electrical stimulus—
extending the excitatory extracellular potential distribu-
tion further out from the stimulating electrode(s) to greater
numbers of nerve fibers, and/or longer in time. Force
recruitment curves are in general quite nonlinear. The
isometric recruitment curve (IRC) of a muscle can be
defined as the static gain relation between stimulus level
and output force/torque when the muscle is held at a fixed
length. The features of a typical IRC are an initial dead-
zone region, a high slope, monotonically increasing region,
and a saturation region (73,74). These features can be
explained by recognizing that the slope of the IRC is
primarily a function of the electrode–nerve interface.
The shape is dictated by the location and size distributions
of the individual motor unit axons within the nerve with
large diameter axons having a lower stimulus activation
threshold than small diameter axons. The IRC depends on
the past history of muscle activation and location of the
electrode relative to the motor point. The motor point
functionally is defined as the location (on the skin surface,
or for implanted electrodes on the muscle overlying its
innervation) where stimulation thresholds are lowest for
the desired motor response. There is a drop in the max-
imum magnitude and slope of the monotonic region of the
IRC on muscle fatigue (73,75). The IRC is also influenced
by the muscle length tension curve (76) and, if muscle force
is estimated by measuring joint torque, by the muscle
nonlinear moment arm as it crosses the joint. Because of
these factors, the IRC shape will be different for each
muscle and set of experimental configurations and will
also vary between subjects.

Temporal summation (also called rate modulation) var-
ies the stimulus frequency or the rate of action potential
firing on the nerve fiber(s). When electrodes are located

closer to the motor point for stimulation, enhanced spatial
selectivity can be achieved because the electric field intro-
duced can be focused closer to the a motor neuron fibers of
interest. Another aspect of recruitment selectivity is fiber
diameter, which relates to the tendency to stimulate sub-
populations of nerve fibers based on their size. In electrical
stimulation of myelinated fibers, there will be a tendency to
recruit large axons at small stimulus magnitudes and then
smaller axons with increased stimulus levels unlike during
normal physiological recruitment—this is often dubbed
reverse recruitment (77–79). Such reversed recruitment
of motor units will inappropriately utilize fast, more read-
ily fatigued muscle fibers for low force tasks. Slower fatigue
resistant muscle fibers will only be recruited at higher
stimulus levels. This also results in an undesirable steep
relation between force output and stimulus magnitude.
After injuries causing paralysis and disuse of muscle, many
fatigue resistant muscle fibers tend to shift their metabo-
lism toward less oxidative and more anaerobic, more read-
ily fatigued mechanisms. Electrical stimulation therapy in
such instances will recruit the faster muscle fibers first
thereby inducing fatigue at a very early stage in the
therapy.

FES DEVICES AND SYSTEMS

As illustrated in Fig. 2, all modern FES and FNS devices
and systems incorporate (1) surface or implanted electro-
des to generate an excitatory electric field within the body,
(2) a regulated-current or regulated-voltage output stage
that delivers stimulus pulses to the electrodes, (3)
the stimulator pulse conditioning circuitry that creates
the desired pulse shape, amplitude, timing, and pulse
delivery (often within trains of pulses at set frequencies
and for intended intervals), and (4) an open- or closed-loop
stimulator controller unit. Systems may be completely or
partially implanted and often incorporate a microcontroller
or computer interface. Smith and colleagues at the Cleve-
land FES Center, for example, have developed an externally
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Figure 1. Typical force recruitment curves obtained from the ankle dorsiflexor muscle (Tibialis
anterialis) of a rat through intramuscular stimulation. The recruitment curves indicate two
techniques of force–torque modulation (a) pulse width modulation (PWM) and (b) pulse amplitude
modulation (PAM). Single, symmetric, charge balanced, biphasic (cathodic first) pulses at an interval
of 60 s were delivered. The currents were chosen as multiples of the twitch threshold current at 40ms.



powered, multichannel, implanted stimulator with teleme-
try for control of grasp and release functions in individuals
with cervical level (C5 and C6) spinal cord injuries (80). Wu
et al. designed a PC-based LabView controlled multichannel
FES system with regulated-current or regulated-voltage
arbitrary stimulation waveform pattern capability (81).

Commercialized FES systems include, for example, the
Bioness, Inc. H200/Handmaster. This U.S. Food and Drug
Administration (FDA) approved device incorporates micro-
processor controlled surface stimulation into a portable,
noninvasive hand–wrist orthosis for poststroke rehabilita-
tion [see, e.g., (82)]. The FreeHand System, commercialized
by NeuroControl Corporation in Cleveland, implements
implanted receiver-stimulator, external controller, elec-
trode, and sensor technologies (Fig. 3) developed through
the Cleveland FES Center into a system for restoration of
control of hand grasp and release for C5/C6 level spinal
cord injured individuals. Compex Motion (Fig. 4), a pro-
grammable transcutaneous electrical stimulation product
of Compex SA, is designed as a multipurpose FES system
for incorporation into rehabilitation therapies (83). The
Parastep System developed by Sigmedics, Inc. is designed

to enable independent, unbraced standing and walking for
spinal cord injured people. Parastep is a noninvasive sys-
tem that incorporates a battery-powered, microcomputer
controlled stimulator unit (Fig. 5), surface electrodes, and a
control and stability walker with finger activated control
switches.

Electrode Designs for Electrical Stimulation

In the implementation of FES and FNS techniques, surface
or implanted electrodes are used to create an excitatory
electric field distribution within the targeted tissues.
Researchers over the years have identified a number of
important criteria for stimulation electrode selection and
have developed a variety of electrode designs in order to
meet specific application requirements (for an excellent
recent review see Ref. 84).

Criteria for Electrode Selection. A few of the important
factors identified for long-term applications are anatomical
and surgical factors, mechanical and electrochemical char-
acteristics, biocompatibility, long-term stability, and eco-
nomics. Anatomical and surgical factors include ease of
identification of stimulation site, either on the skin surface
or through implantation. In the event of damage to
the electrode, any implanted region should be easily acces-
sible for retrieval and replacement. The mechanical prop-
erties of electrodes are important particularly with respect
to implants whose lifetime is measured in years. Electrodes
that are flexible, and consequently smaller in diameter,
induce less trauma to muscles during movement. Instead
of straight wires, coiled electrode wires provide for greater
tension, and reduce the stress. The use of multistranded
wires reduces breakage or provides redundancy if some
wires should fail.

The electrical stability of the electrode is usually judged
based upon reproducibility of muscle force recruitment
curves. These depict some stimulation parameter (e.g.,
pulse width or current) against muscle force or torque
output. As we have seen, the normal order of recruitment
is generally reversed (larger motor units are activated
before smaller ones). The threshold and the steepness of
the curve are important properties that vary with electrode
design, fiber size, and strength duration relations.

Another important criterion of consideration for choice
of electrodes that are chronically implanted and tested over
time is biocompatibility. The charge carriers in the elec-
trode material (metal) are electrons unlike in our body
wherein the charge carriers are ions. This results in a
change of charge carriers when currents cross the
metal–body interface. A capacitive double layer of charge
arises at the metal–electrolyte interface; the single layer in
the metal arises because of its connection to the battery,
whereas that in the electrolyte is due to the attraction of
ions in the electric field (85,86). These layers are separated
by the molecular dimensions of the water molecule so the
effective capacitance (being inversely proportional to
charge separation) is quite high. At sufficiently low levels,
the current will be primarily capacitive. But for high
currents that exceed the capabilities of the capacitance
channel, irreversible chemical reactions will take place
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Figure 2. The FES systems typically incorporate control signals
from the user that a Controller stage acts upon. Patterns of stimulation
pulses are shaped with a pulse conditioning module that in turn feeds
pulse information to an output stage that delivers regulated-current or
regulated-voltage pulses of the desired amplitudes and timing to one
or more channels of electrodes which are in contact with, or implanted
within, the body.



that are undesirable since they are detrimental to
the tissue or electrode or both. Therefore, the electrode
material must have little impact on the electrochemistry at
the electrode–tissue interface. For biocompatibility and to
avoid local tissue damage induced by high current levels,
the electrode materials used are essentially inert (e.g.,
platinum, platinum–iridium, and 316LVM stainless
steel).

The above mentioned criteria for electrode selection are
a general guideline for either skin surface or chronically
implanted electrode systems. However, the choice of elec-
trode is also application dependent. For example, during
stimulation of the brain, of particular concern is prevention
of breakdown of the blood–brain barrier. For nerve stimu-
lation circular (82) electrodes can be placed within an
insulating cuff; consequently, smaller amounts of current
are required because the field is greatly confined. Also,
lower current tends to minimize unwanted excitation of
surrounding tissue. Finally, intramuscular electrodes,
because of the implant flexing that must be withstood,
are usually of the coiled-wire variety discussed above.

Electrode Classification. In general, electrodes designed
to deliver electrical pulses to excitable tissue are classified
based on the site of stimulation or placement of electrodes.
Motor nerves can be stimulated through electrodes

placed on the surface of the skin (surface electrodes) or
implanted within the body. Implanted electrodes include
those placed on or in the muscle (epimysial or intramus-
cular electrodes, respectively); as well as within or adjacent
to a motor nerve (intraneural or extraneural electrodes).
Electrodes that stimulate the spinal cord and BIONs (elec-
trodes integrated with sensing and processing and pack-
aged into a capsule) are recent additions to the family of
implanted electrode technologies. The above classification
of electrodes is further described below and summarized in
Table 2.

Surface Electrodes. Surface electrodes as the name
implies are placed on the surface of the skin and are the
earliest of the electrodes to be used for applications in
electrotherapy. These consist of conductive plates and
are available in many types including conductive rubber
patches coated with electrolyte gel, metal plates contacting
the skin via thin, moist sponges and flexible, disposable,
stainless steel mesh or rubber electrodes with self-adhesive
conductive polymers (98–100). They do not need any
implantation and are therefore noninvasive and relatively
easy to apply and replace. An excellent description on the
placements of these electrodes can be found in the Rancho
Los Amigos Medical Center’s practical guide to neuro-
muscular electrical stimulation (101). Surface electrodes
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Figure 3. (a) Diagram of compo-
nents for the implanted stimulation
system developed at the Cleveland
FES Center and commercialized as
the Freehand neuroprosthesis by Neu-
roControl Corp. In the hand-grasp
example shown, shoulder position is
transduced for use as the command
input. (b) The external control unit
(ECU) provides the transducer inter-
face, user control algorithm, multicha-
nnel stimulus coordination, and power
for the implanted receiver-stimulator
system. (c) The implanted receiver-
stimulator provides multiple channels
of stimulus output via the leads seen in
thefigure.Italsotransmitsimplantable
sensor data to the ECU, and is powered
through an inductive link that forms a
coreless bidirectional transformer.
Intramuscular or epimysial electrodes
implanted in the forearm or hand are
attached to the stimulator leads (not
shown). (Courtesy of the Cleveland
FES Center.)



do have some disadvantages. They offer relatively poor
selectivity for stimulation, have elevated threshold levels,
may activate skin pain receptors, and do not have highly
reproducible positioning capability. When higher currents
are delivered to stimulate deeper muscles, spill over of
charge to the nontargeted superficial muscles occurs. It
is sometimes difficult to anchor surface electrodes in mov-
ing limbs and electrical properties at the skin–electrode
interface can be variable.

Surface electrodes have been used for both lower limb
and upper limb motor prosthesis, including the aforemen-
tioned Parastep system for ambulation (Fig. 6). WalkAid
was designed for the management of foot drop to help toe
clearance during the swing phase of walking (102). A single
channel stimulator, the Odstock Dropped Foot Stimulator
(ODFS) and later a two channel stimulator (O2CHS)
designed for foot drop correction, used self-adhesive skin
surface electrodes placed on the side of the leg (103,104).
MikroFES was another orthotic stimulator for correction of
foot drop in paralyzed patients (9). The Hybrid Assist
System (HAS) (105) and the RGO system (106) use surface
stimulation along with braces. Upper extremity applica-
tions include the Handmaster (107), the Belgrade Grasp
System (BGS) (108), and the Bionic Glove (109) which focus
on improving hand grasp.

Implanted Electrodes. Implanted electrodes can either
be in direct contact with a muscle or peripheral nerve,
within a muscle and only separated by muscle tissue from
the motor nerves innervating the muscles, or within the
spinal cord. Since peripheral electrodes are closer to the
motor nerves than surface electrodes, they allow for better
selectivity and more repeatable excitation. Their position-
ing and implantation is more permanent. Implanted elec-
trodes have the advantage of place and forget by
comparison to surface electrodes. That is, once the system
is implanted, the user potentially can forget it is there. The
chances of spill over are reduced since the electrodes can be
placed close to the target muscle or nerve. The sensation
to the user is usually much more comfortable as the
implantation is away from the cutaneous pain receptors
and the threshold current amplitude is lower. However, the
implant procedure is invasive and in case of implant failure
an invasive revision procedure can be required. Improper
design and implantation can lead to tissue damage and
infection. Insufficient tensile strength, high threshold
levels, highly nonlinear recruitment curves, poor selectiv-
ity of activation and repeatability and adverse pain sensa-
tion (110–112) indicate failure. Excess encapsulation and
infection (113); mechanical failures of electrode lead break-
age and corrosion of electrodes and the insulator (114,115)
can also impair the system.

Electrodes in or on the Muscle: Intramuscular and Epimysial
Electrodes. Implanted electrodes that are placed on or in
the muscle consist of intramuscular (87,88,116–121) and
epimysial electrodes (89,122–125). Intramuscular electro-
des (88,126) can, for example, be fabricated from multi-
stranded Teflon coated stainless steel wires. This
configuration provides good tensile strength and flexibility.
They are implanted by injecting a hypodermic needle
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Figure 4. The Compex Motion FES system, manufactured by the
Swiss based company Compex SA, is a general purpose progra-
mmable transcutaneous electrical stimulation device. Seen are the
stimulator unit, three memory chip-cards that are inserted into the
stimulator and used to store all pertinent information for a specific
protocol, two EMG sensors, and two surface electrodes. (Reprinted
from Ref. 83 with permission from the Institute of Physics and
Engineering in Medicine.)

Figure 5. The neuromuscular stimulation unit for the Parastep
system manufactured by Sigmedics, Inc. is battery-powered and
microcomputer controlled. Cables connect the unit to surface
electrodes, as well as to finger activated control switches on a
walker. (Courtesy of Sigmedics, Inc.)



either nonsurgically or through an open incision. A
fine needle probe used by itself or in conjunction with a
surface probe is used to detect the motor point; the motor
point for an intramuscular electrode is usually just below
the muscle surface beneath the motor point position as
defined by surface electrode. These electrodes can elicit a
maximal muscular contraction with only � 10% of the
stimulus charge required by equivalent surface electrodes
(25). Figure 7 depicts a Peterson type intramuscular elec-
trode developed at Case Western Reserve University (121).

Both monopolar and bipolar intramuscular electrodes
have been used. Bipolar intramuscular electrodes that

straddle the nerve entry point can be as effective at acti-
vating the muscles as a nerve cuff. If bipolar electrodes do
not straddle the nerve entry point, full recruitment of the
muscle can require large stimulation charge and stimula-
tion cannot be achieved without activating the surround-
ing muscles. In contrast, monopolar stimulation is less
position dependent, though it cannot match the selectivity
obtained with good bipolar placement (127). The size of the
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Table 2. Electrical Stimulation Electrode Classifications and Types

Location/Type Features and Advantages Example References

Surface Metal plate with electrolyte gel, noninvasive WalkAid, ODFS, MikroFES, HAS, RGO,
Handmaster, BGS, Bionic Glove

In/On Muscle lower thresholds and better selectivity compared
to surface electrodes

Intramuscular Implanted in the muscle, multistranded Teflon
coated stainless steel wire, monopolar and
bipolar configurations, good tensile strength,
and flexibility

87,88

Epimysial Implanted under the skin: on the muscle,
monopolar and bipolar configurations, less
prone to mechanical failure

89

BIONs Injected into or near the muscle, hermetically
sealed glass/ceramic capsule integrated with
electronics

90

Near/On Nerve Lower threshold levels and better selectivity
than the above mentioned electrodes

Nerve Cuffs Monopolar, bipolar and tripolar configurations,
good power efficiency, improved selectivity,
comparatively stable

91,92

FINE Reshape or maintain nerve geometry 93
Intrafascicular Penetrate the epineurium and into the fascicle,

selective stimulation, lower current and
charge levels

LIFE Stable, suitable for stimulating and recording 94
SPINE Reduced nerve damage 95

Intraspinal
Microwires Near to normal recruitment, reduced fatigue,

highly selective stimulation
96,97

Figure 6. Examples of self-adhesive, reusable surface electrodes.
The electrodes shown are used in the Parastep neuromuscular
stimulation system. (Courtesy of Sigmedics, Inc.)

Figure 7. A ‘‘Peterson’’ type intramuscular electrode design. This
is a helically wound PFS insulated multistranded 316LVM stainless
steel wire design that is attached to a barb-like anchoring structure
constructed of polypropylene suture material. The wound section of
the electrode is � 800mm in diameter and is partially loaded into a
hypodermic needle. (Courtesy of J.T. Mortimer and reproduced by
permission of World Scientific Publishing Co.)



muscle will determine the limit of electrode size, although
large electrodes are more efficacious.

A recent development in the intramuscular stimulating
electrode world are BIONs (for BIOnic Neurons), that can
potentially provide precise and inexpensive interfaces
between electronic controllers and muscles (90). The
BIONs consist of a hermetically sealed glass–ceramic cap-
sule with integral capacitor electrodes for safety and relia-
bility (128). The internal electronics include an antenna
coil wrapped around a sandwich of hemicylindrical ferrites
over a ceramic microprinted circuit board carrying a cus-
tom integrated circuit chip. In animal studies, these elec-
trodes have demonstrated long-term biocompatibility (129)
and ability to achieve selective muscle stimulation (130).
The first generation of BIONs, BION1, generates stimula-
tion pulses of 0.2–30 mA at 4–512ms duration. This system
is now in clinical trials to provide therapeutic electrical
stimulation to patients with disabilities (131–135). The
second generation BION, BION2, is under development.
BION2s are expected to sense muscle length, limb accel-
eration and bioelectrical potentials for feedback control in
FES (136–138).

Intramuscular electrodes have been used to activate
paralyzed muscles that retain a functional motor neuron
in the muscles of the upper extremity (139,140), lower
extremity (118,140,141) and the diaphragm (142). Muscles
also have been stimulated to correct spinal deformities in
the treatment of scoliosis (143).

Epimysial electrodes (89,110) are positioned on the sur-
face of a muscle below the skin but not within the muscle.
They have a smooth circular disk on one side and a flat,
insulating backing, reinforced with mesh. The motor point
is usually identified by moving a stimulating electrode
across the muscle surface to locate the surface position
that requires the least amplitude to fully excite the muscle.
Replacing this electrode in the event of failure is compara-
tively easier. The stimulation levels and impedance are
also similar to that of intramuscular electrodes. A per-
ceived advantage of epimysial electrodes over intramus-
cular electrodes is that they are less prone to mechanical
failure and less likely to move in the hours and days
immediately after implantation.

Epimysial electrodes also can be used either in the mono-
polar mode or the bipolar mode (89,108,119,120,123). Use
of a monopolar epimysial electrode close to the motor
nerves results in reduced threshold stimulus amplitude,
higher gain and selectivity, and decrease in length depen-
dent recruitment. When a bipolar epimysial electrode is
used, the stimulus current is constrained to regions closer
to the two electrodes. Compared to the results with mono-
polar electrodes, the threshold is increased, relative gain
decreased, and though greater selectivity is found with
stimulation current levels close to twitch threshold poorer
selectivity is present in the stimulus range needed for
maximum activation of the muscle (108).

Epimysial electrodes have been used for a number of
years in the implementation of upper extremity assist
devices for C5 or C6 adult subjects with tetraplegia
(Fig. 8), including incorporation into the FDA approved
FreeHand System (144) and more recently for providing
the capability of standing after paraplegia (117).

Implanted Nerve Electrodes. Electrodes that are placed
in contact with the nerve include extraneural and intra-
neural electrodes. Extraneural electrodes do not penetrate
the epineurium and include varying designs of nerve cuffs
(91,92,145–149) and the recently investigated flat interface
nerve electrodes (FINE) (93,150,152). Intraneural electro-
des penetrate the epineurium and include intrafascicular
and interfascicular electrodes (94,95,153–157). Nerve elec-
trodes have several potential advantages over intramus-
cular electrodes—including, lower power requirements,
the ability to control several muscles with a single implant,
and the ability to place the electrodes far from contracting
muscles (158).

Electrodes placed on the surface of the nerve, and
housed in an insulative carrier that encompasses the nerve
trunk, are cuff electrodes (91,151,159,160). The cuff mate-
rial is often silicone rubber and sometimes reinforced with
Dacron. Cuff-type electrodes hold the stimulating contacts
in close proximity to the nerve trunk. Holding the target
tissues close to the stimulating contacts offers opportu-
nities for power efficiency and improved selectivity. Less
power is spent on electrical conduction through space
between the electrode and target tissues. Improved selec-
tivity is possible because the electric potential gradient is
larger when the spacing between the stimulating contact
and the target tissue is least. Further, these electrodes are
less likely to move in relationship to the target tissues after
implantation (161–164). However, while nerve cuffs sti-
mulate effectively and selectively they require invasive
surgery for implantation. They may also damage the
nerves they enclose unless carefully designed, sized, and
implanted.
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Figure 8. An example implantable epimysial electrode (right)
with intramuscular electrode (left), typical of those used with the
Cleveland FES Center’s implanted hand-grasp system. (Courtesy of
the Cleveland FES Center.)



To overcome potential problems with a fixed cuff-size,
nerve cuff electrodes have been designed with different
configuration. The Huntington nerve cuff (165), is a helix-
type nerve electrode system that has exposed metal sec-
tions as stimulating contacts along the internal diameter of
the helix. The open helix design can accommodate some
swelling. Other self-sizing cuff electrode designs some-
times have a spiral configuration that enables opening
or closing to accommodate a range of different diameter
nerves (91). Figure 9, for example, is a photo of a self-sizing
nerve cuff fabricated at Case Western Reserve University
using PMP technology and laser machining. Both cuff and
spiral electrode configurations can be used in various
monopolar, bipolar or tripolar configurations (91,164). Cuff
electrodes with multiple electrical contacts can produce
selective activation of two antagonistic muscle groups
innervated by that nerve trunk (166). Increased function
and additional control of muscles with minimum number of
electrodes can be achieved. Self-sizing nerve-cuff electro-
des, with multiple contacts in a tripolar configuration, have
been shown to produce controlled and selective recruit-
ment of some motor nerves in a nerve trunk (145,158,167–
170). A monopolar electrode with four radially placed con-
tacts can work as well as a tripolar electrode with four
radially placed tripoles (171,172). A four contact self-sizing
spiral cuff electrode has been described as a tunable elec-
trode that is capable of steering the excitation from an
undesirable location to a preferred location (92).

The flat interface nerve electrode, or FINE system as
seen in Fig. 10, has been introduced in an attempt to
improve the stimulation selectivity of extraneural electro-
des (151). The goal with the FINE is to create a geometry
that optimizes stimulation selectivity. In contrast to cylind-
rical electrodes, the FINE either reshapes the nerve into, or
maintains the nerve in, an ovoid geometry. Chronic studies
in rats have demonstrated that nerves and fascicles can be
safely reshaped (150,173). Also, acute experiments and
finite element models have demonstrated that it is possible
to selectively activate individual fascicles in the cat sciatic
nerve using this electrode (151,152,174). This could be
important in both reducing fatigue and selectively activat-
ing individual muscles (153,175). A potential disadvantage

is that a fibrous capsule with electrical properties different
from the surrounding tissues will envelope the electrode
(176,177), potentially rendering the recruitment properties
unstable, although a recent study has shown that both
selectivity measurements and the recruitment curve char-
acteristics can remain stable for a prolonged implant
period (93).

Intraneural electrodes are positioned to penetrate the
epineurium around the nerve trunks. Intraneural electro-
des utilize a conductor that invades the epineurium. Max-
imal contraction is elicited at stimulation levels an order of
magnitude lower than with nerve cuff electrodes (200mA,
pulse duration 300ms). However, connectors, fixation, and
neural damage are still not completely resolved to allow
routine clinical usage. Intraneural multipolar sword type
electrodes have been made out of solid silicon with golden
contacts and can be very selective (178). Such electrodes
could minimize the needs for using many electrodes for
activation of different muscles that are innervated from a
single nerve (179).

A subset of intraneural electrodes are meant to enter
the perineurium around the fascicles and go between
the nerve fibers: These are so-called intrafascicular elec-
trodes. Intrafascicular electrodes place stimulating ele-
ments inside the fascicles, in close proximity to axons
(126,153,160,175,178,180,181). They have been shown to
produce axonal recruitment with almost no excitation of
muscles that are not targeted (181). A variation of the
intrafascicular electrode is the longitudinal intrafascicular
electrode (LIFE) (94,153). Compared with extraneural
electrodes, LIFEs have many advantages and can be
implanted into any of the fascicles of peripheral nerves
to selectively stimulate a single fascicle thereby offering
highly selective stimulation. Also they serve as excellent
recording electrodes. When LIFEs are used as recording
electrodes, the amplitudes of motor evoked potentials
(MEPs) recorded by LIFEs implanted in fascicles are much
larger than those of EMGs recorded from the skin by
surface electrodes and the signals recorded are not affected
by external electrical fields (155,182). Therefore, the sig-
nals recorded by LIFE can be used to control a prosthetic
limb more accurately than those controlled by EMGs (183).
In addition, LIFEs have excellent biocompatibility with
peripheral fascicles (156,184,185).
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Figure 9. A self-sizing cuff electrode design fabricated using
PMP (polymer–metal–polymer) technology and laser machining.
(Courtesy of J.T. Mortimer and M. Tarler.)

Figure 10. The FINE nerve cuff design, intended to flatten
peripheral nerve trunks into a layering of nerve fascicles. Electrode
contacts are seen as small dots within the overall structure. (Courtesy
of D. Durand.)



While intrafascicular electrodes can provide high
degrees of selectivity, it remains unclear whether pene-
trating the perineurium will lead to long-term nerve injury
(126,186). Interestingly, an intraneural electrode system
dubbed the slowly penetrating interfascicular electrode
(SPINE) has been developed, which has been reported to
penetrate a peripheral nerve within 24 h without evidence
of edema or damage of the perineurium and showed func-
tional selectivity (95).

In general, compared to externally placed electrodes,
the current and charge stimulation requirements for intra-
neural electrodes are low since they are positioned inside
the nerve trunk to be excited. Also, the stimulation selec-
tivity is high compared to extraneural electrodes where
stimulation selectivity suffers from the relatively large
amount of tissue interposed between the stimulating con-
tacts and the target axons.

Micro wires: Electrodes for Intraspinal Stimulation
Spinal circuits that are shown to have the capacity of
generating complex behaviors with coordinated muscle
activity can be activated by intraspinal electrical stimula-
tion (187–190). Microwires that are finer than a human
hair have been used to stimulate the spinal cord neurons
to control single muscles or small group of synergists
(96,97,191–193). Stimulation through single wires in a
few sites has been shown to have the ability to elicit
whole-limb activation sufficient to support the animal’s
weight (191,192,194–196). The stimuli were not perceived
but were able to produce strong coordinated movements.
Near normal recruitment order, minimal changes in kine-
matics and little fatigue and functional, synergistic move-
ments induced by stimulation in the lumbosacral cord
(97,194,196) are some of the promising advantages of
stimulating the spinal cord with microwires. However,
the clinical and long-term feasibility of implanting many
fine microwires into the spinal cord remains questionable.
In addition, stimulating the spinal cord results in steep
recruitment curves compared to muscle and nerve stimu-
lation thereby limiting the degree of control achievable.

Controllers and Control Strategies

Besides stimulating the paralyzed muscles, it is also impor-
tant to control and regulate the artificial movements
produced. The control task refers to specification of the
temporal patterns of muscle stimulation to produce the
desired movements; and the regulation task is the mod-

ification of these patterns during use to correct for unanti-
cipated changes (disturbances) in the stimulated muscles
or in the environment. A major impediment to the devel-
opment of satisfactory control systems for functional neu-
romuscular stimulation has been the nonlinear, time
varying properties of electrically activated skeletal muscle
that make control difficult to achieve (7,76,197). With FNS,
the larger, fatigable muscle fibers are recruited at low
levels of stimulation before the more fatigue-resistant
fibers are activated thereby inducing rapid fatigue (56).
It is important that the output of any FNS control system
results in stable, repeatable, regulated muscle input–
output properties over a wide range of conditions of muscle
length, electrode movement, potentiation, and fatigue. To
improve control strategies to provide near physiological
control, inherent muscle characteristics (force-activation,
force-length, and force-velocity), muscle modeling studies,
studies on understanding how to model the patterns of
neural prostheses and how neural prostheses respond to
disturbances have been performed (197–200).

As depicted in Fig. 11 (201), FNS control methods
include feedforward (open-loop), feedback, and adaptive
control. Feedforward control requires a great deal of infor-
mation about the biomechanical behavior of the limb. The
control algorithms specify the stimulus parameters (mus-
culoskeletal system inputs) that are expected to be needed
to produce the desired movement (system outputs). In an
open-loop control system these parameters are often iden-
tified by trial and error (6,13,202–205). The same stimula-
tion pattern, which is often stored in the form of a lookup
table, is delivered for each cycle of movement.

Three major problems exist with this form of fixed-
parameters, open-loop control (204–206). First, the process
of specifying the parameters for a single stimulation pat-
tern for a single user often requires several extensive
sessions involving the user, therapist, physician, and engi-
neer. This process is often expensive, time consuming, and
often only minimally successful in achieving adequate
performance. Second, the fixed parameter stimulation pat-
tern may not be suitable after muscles fatigue that is
exacerbated by the stimulation paradigm itself. The third
problem is that the open-loop stimulation pattern does not
respond to changing environments (e.g., slope of walking
surface) and external perturbations (e.g., muscle spasms).

To address the limitations of open-loop control systems
feedback control was implemented (12,14,207,208). In a
feedback control system, sensors monitor the output and
corrections are made if the output does not behave as
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desired. The corrections are made based on a control law,
which is a mathematical prescription for how to change the
input to reduce the difference (error) between the desired
output and the actual output. Feedback control requires
output sensors, and compensation is generally slower than
in feedforward control since an output error must be pre-
sent to generate a controller response. Thus feedback
control might best be used for slow movements and for
maintaining a steady posture. Since the output of the
feedback controller is highly dependent on sensor signals,
the quality of the control that is achieved will be compro-
mised by the relatively low quality of sensors that are
available. Feedback control has been successful in regulat-
ing hand grasp (209) and standing posture (12), but it
appears that another strategy, adaptive feedforward con-
trol, is likely to be required for dynamic activities such as
locomotion.

To improve performance of feedback control systems,
adaptive control strategies were developed that automati-
cally adjusted the overall system behavior (i.e., the com-
bined response of the controller and the system) so that it is
more linear, repeatable, and therefore predictable (75,210–
213). These techniques adjust the parameters of the control
system and attempt to self-fit the system to the user in
order to make it easier to use and learn to use
(206,212,214). The control system developed by Abbas
and Chizeck has a pattern generator (PG) and a pattern
shaper (PS) (211,215). The PG generates the basic rhythm
for controlling a given movement. The PS adaptively filters
those signals and sends its output to the muscles. The
adaptive properties of the PS provide the control system
with the ability to customize stimulation parameters for a
particular individual and to adjust them on-line to account
for fatigue. In some of the computer simulation experi-
ments a proportional-derivative feedback controller was
also active. Studies have shown that the pattern generator/
pattern shaper (PG/PS) adaptive neural network controller
is able to account for nonlinear and dynamic system prop-
erties and muscle fatigue (73,75,213). To summarize, adap-
tive control systems have replaced other developed control
system strategies because this strategy can (1) provide the
ability to automatically customize the stimulation pattern
for a given user, (2) automatically adjust stimulation para-
meters to account for fatigue, and (3) automatically adjust
to allow the voluntary motor commands to recover control
of the movement pattern (in the case of partial recovery in
a person with an incomplete spinal cord lesion).

Apart from the above other strategies, such as fuzzy
logic (216) and proportional–integral–derivative (PID)
controllers (217) have also been implemented to investigate
automatic fatigue compensation. However, fatigue remains
one of the major factors limiting utility of FES/FNS
because such adaptive systems can adjust for fatigue only
up to the contractile limits of the muscle.

Rather than initiating and modulating control of FES
systems indirectly through residual motor function (e.g., as
in the Freehand system for grasping, where paralyzed
hand closure and opening were command controlled
through sensing of opposite shoulder position), future
FES devices might be controlled directly through
thought—by tapping into the subject’s remaining cortical

intent to move via a brain–machine interface (BMI) [or
sometimes brain–computer interface (BCI)]. So-called
direct brain–machine interfaces utilize arrays of intracor-
tical recording electrodes to sense action potentials from a
host of individual neurons in regions of the brain where
cells code for movement and its intent. A number of
research teams have in recent years demonstrated the
feasibility of recording and processing movement related
signals from cortex (in both animals and in humans), and
then enabling the subject to control computers or devices
directly through such processed thought (218–220). Ulti-
mately, BMI technologies hold promise that paralyzed
individuals might one day be able to control FES devices
for movement restoration with little or no effort or learning
other than forming the simple intent to move (221).

THERAPEUTIC EFFECTS OF ELECTRICAL STIMULATION

While this article is focused mainly on electrical stimula-
tion therapies for restoring lost function, it is important to
recognize that electrical stimulation techniques are used
also for therapeutic reasons. A recent review summarizes
the current state of therapeutic and neuroprosthetic
applications of electrical stimulation after spinal cord
injury and identifies some future directions of research
and clinical and commercial development (222). Functional
electrical stimulation therapy individually and in combi-
nation with other rehabilitation therapies also is being
utilized after incomplete spinal cord injury to influence
the plasticity within the nervous system for improved
recovery (9,223–228).

Therapeutic electric stimulation (TES) can affect the
restoration of muscle strength (229). Therapeutic electric
stimulation in humans has been shown to prevent muscle
atrophy thereby increasing muscle cross-sectional area,
torque, and force (230–234). Such electrical therapy has
been effective in reversing the increased fatigability
associated with the change in fiber type in both animals
(31–37) and humans (56,59–61,65–67) after spinal cord
injury. Electrical stimulation has also been able to reduce
spasticity among patients with neurological disorders
(reference).

While osteoporosis has been prevented in the limbs of
paralyzed individuals, in menopausal women, and in the
elderly and fracture patients through electrical stimula-
tion therapy (235–240), certain other studies have shown
little or no change in bone density (235,241–244). These
contradictory results suggest the importance of other char-
acteristics, such as the stimulation patterns, specifications
for training (intensity, duration, loading), and the time
postinjury. Enhancing fracture–wound healing is another
therapeutic application of electrical stimulation (245–249).
The theory here is to attract negatively or positively
charged cells into the wound area, such as neutrophils,
macrophages, epidermal cells, and fibroblasts that in turn
will contribute to wound healing processes by way of their
individual cellular activities (250). Electrical stimulation
may also play a role in wound healing through improved
blood flow (251,252), prevent occurrence of pressure sores
thereby improving general tissue health (253). A recent
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review details all the theories suggested and experimental
studies and clinical trials performed on wound healing
through electrical stimulation (254).

Recent applications of electrical stimulation have also
been successful in altering neural function. For example,
deep brain stimulation (DBS) is being used to treat a variety
of disabling neurological symptoms, most commonly the
debilitating symptoms of Parkinson’s disease (PD), such
as tremor, rigidity, stiffness, slowed movement, and walking
problems [for a review, see (255,256)]. Deep brain stimula-
tion uses a surgically implanted, neurostimulator approxi-
mately the size of a stopwatch. The implanted device
delivers electrical stimulation to targeted areas in the brain
that control movement, blocking the abnormal nerve signals
that cause tremor and PD symptoms. Vagal nerve stimu-
lator (VNS), approved by the FDA in 1997 are used to treat
patients with intractable epilepsy. These devices controls
seizures by sending electrical pulses to the vagus nerve
(257,258). Transcutaneous electrical nerve stimulation
(TENS), wherein electrical signals are sent to underlying
nerves, can relieve a wide range of chronic and acute pain
(259). The TENS devices are small battery-powered stimu-
lators that produce low intensity electrical signals through
electrodes on or near a painful area, producing a tingling
sensation that reduces pain. Chronic electrical stimulation
of the GI tract has been found to be a potential therapy for
the treatment of obesity (260–262). It is clear that in future
development of electrical stimulation technologies many
devices will be designed to achieve both therapeutic and
functional outcomes.
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GAMMA KNIFE

STEVEN J. GOETSCH

San Diego Gamma Knife Center
La Jolla, California

INTRODUCTION

The Leksell Gamma Knife is one of the most massive
and costliest medical products ever created (see Fig. 1).
It is also one of the most clinically and commercially
successful medical products in history, with > 180 units
installed worldwide at this writing. The device is used
exclusively for the treatment of brain tumors and other
brain abnormalities. The Gamma Knife, also known as
the Leksell Gamma Unit, contains 201 sources of radio-
active cobalt-60, each of which emits an intense beam
of highly penetrating gamma radiation (see Cobalt-60
units for radiotherapy). Due to the penetrating nature
of the gamma rays emitted by these radiation sources,
the device must be heavily shielded, and therefore it
weighs � 22 tons. The Gamma Knife must also be
placed in a vault with concrete shielding walls 2–4-ft
thick.

This remarkable device is used in the following way: A
patient known from prior medical diagnosis to have a
brain tumor or other treatable brain lesion, is brought to a
Gamma Knife Center on the selected day of treatment.
Gamma Knife treatment is thus intended for elective
surgery and is never used for emergency purposes. The
patient is prepared for treatment, which normally occurs
with the patient alert and awake, by a nurse. Then, a
neurosurgeon injects local anesthetic under the skin of

the forehead and posterior of the skull. He/she then
affixes a stereotactic head frame (see Fig. 2) with sharp
pins to the patient’s head (much like a halo fixation device
for patients with a broken neck). The patient is trans-
ported by wheelchair or gurney to a nearby imaging
center where a Computed Tomography (CT) X-ray scan
or a Magnetic Resonance Imaging (MRI) scan of the brain
(with the stereotactic head frame on) is obtained (see
articles on Computed Tomography and Magnetic Reso-
nance Imaging). Specially constructed boxes consisting of
panels containing geometric localization markers are
attached to the stereotactic frame and surround the
patient’s head during imaging. The markers contained
in the localization boxes are visible on the brain scan, just
outside the skull (see Fig. 3). All imaging studies are then
exported via a PACS computer network or DAT tape (see
the article on Picture Archiving and Communication Sys-
tems) into a powerful computer, where a treatment plan is
created. A neurosurgeon, a radiation oncologist, and a
medical physicist participate in the planning process.
When the plan is satisfactorily completed, the patient
(still wearing the stereotactic frame) is brought into the
treatment room. The patient is then placed on the couch
of the treatment unit and the stereotactic frame is docked
with the trunnions affixed to the helmet (see Fig. 4). After
the staff members leave the room and the room shielding
doors are closed, the Gamma Knife vault door automati-
cally opens and the patient couch is pushed forward into
the body of the device, so that the holes in the collimating
helmet line up with the radiation source pattern inside
the central body of the device. The treatment begins at
that point. Any given patient may be treated in this
manner with a single ‘‘shot’’ (e.g., treatment) or with

Figure 1. The Leksell Gamma Unit Model U for treatment of
patients with brain tumors and other brain abnormalities.

Figure 2. Patient with Leksell Model G stererotactic frame affixed
to their head. This frame restricts patient motion during imaging
and treatment and also allows placement of fiducial markers to
localize the volume to be treated.
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many shots (30 or more in some cases). The collimating
helmet may be changed to use one or more of the available
helmet sizes, corresponding to a roughly spherical volume
4, 8,14, or 18 mmindiameter.At theconclusion of treatment,
the stereotactic frame is removed and most patients are
then discharged. Thus Gamma Knife radiosurgery is most
commonly performed on an outpatient basis.

Gamma Knife radiosurgery has shown rapidly increas-
ing acceptance, since the first commercial unit was intro-
duced at the University of Pittsburgh in 1987 (1). Despite
the high purchase price (a little >$3 million) and single
purpose, Gamma Knife units are widely available in the

United States, Europe, Asia, and other parts of the world.
All units are manufactured by Elekta Instruments, of
Stockholm, Sweden. Use of this device can eliminate the
need for open surgery of the brain. Modern surgical tech-
niques and nursing follow-up have reduced the death rate
due to brain surgery from as much as 50% in the 1930s to
<1% in the United States in 2002. However, Gamma Knife
patients most commonly do not have to remain overnight in
the hospital at all (an important consideration in a very
cost conscious healthcare environment), while craniotomy
patients typically have a 2–5 day stay. Conventional brain
surgery patients sometimes require 30 days or more of
hospitalization if extremely adverse effects occur. Thus,
the cost of the Gamma Knife outpatient procedure is
typically far less than that for inpatient open brain sur-
gery. Recovery of the patient is much more rapid for
Gamma Knife patients, with most patients going home
immediately and returning to work or other normal rou-
tines in 1–2 days.

EARLY HISTORY OF THE DEVICE

Gamma Knife radiosurgery was an outgrowth of several
prior inventions. Dr. Lars Leksell, a Swedish neurosur-
geon, was one of the pioneers in the field of stereotaxis
(see the article on Stereotactic Surgery). Dr. Leksell was
motivated to find minimally invasive ways to treat brain
abnormalities by the appalling death rate for early twen-
tieth century brain surgery, which could be as high as
50% (2). Leksell was one of the first surgeons to create a
workable stereotactic frame (in 1949) that could be
affixed to a patients skull, together with a set of indexed
external markers (called fiducials) that were visible on
an X-ray of the patient’s head. Only primitive brain
imaging procedures were available in 1950 to the late
1970s, so stereotactic surgery patients had to undergo a
painful procedure called pneumoencephalography. A
lumbar puncture was used to introduce air into the
spinal canal while the patient (strapped into a special
harness) was manipulated upside down, back and forth,
while air was injected under positive pressure to displace
the cerebro-spinal fluid in the ventricles of the brain. A
pair of plane orthogonal X-ray images (anterior–poster-
ior and lateral) were then taken. Since the air-filled
ventricles were well imaged by this technique, standard
atlases of the human brain such as Schaltenbrand and
Wahren (3) were then used to compute the location of the
desired target relative to these landmarks. The imaging
procedure alone was considered extremely painful and
typically required hospitalization. The early stereotactic
frames were applied by drilling into the patient’s skull
and driving screws into the calvarium (outer table of
the skull), which was then topped with a Plaster of Paris
cap that could be rigidly fixed. A twist drill could then
be guided to create a small hole (a few millimeters in
diameter) in the patient’s skull, through which a cathe-
ter could be passed to a designated target, such as the
globus pallidum for treatment of Parkinsons disease. A
radio frequency transmitter was passed through the
catheter and a small volume of tissue was heated to high
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Figure 3. Axial MRI scan of patients brain, with external fiducial
markers filled with copper sulfate solution to enable localization of
target volumes.

Figure 4. Supine patient in position for treatment in Gamma
Knife. Stereotactic head frame is carefully docked with trunnions,
which slide in precise channels in the secondary collimator helmet.



temperature, creating a deliberate, controlled brain
lesion. This procedure, though rigorous, was far less
invasive and dangerous than open brain surgery, called
craniotomy.

Leksell then attached an X-ray treatment unit to his
stereotactic frame and used it in 1951 to treat brain struc-
tures without opening of the skull. He called this procedure
‘‘radiosurgery’’, which he defined as ‘‘a single high dose of
radiation stereotactically directed to an intracranial region
of interest’’ (4). Leksell was successfully in treating pre-
viously intractable cases of trigeminal neuralgia, an extre-
mely painful facial nerve disease, by stereotactically
irradiating the very narrow (� 2–4 mm diameter) nerve
as it enters the brainstem. Only a few patients were treated
with this X-ray unit.

Leksell then collaborated with physicist Borge Larsson
in treating patients at a cyclotron located at Uppsala
University near Stockholm beginning in 1957. Tobias
and others had just begun treating patients with proton
therapy (see article on Proton Beam Radiotherapy) at the
University of California Berkeley in 1954. The proton is a
positively charged subatomic particle, a basic building
block of matter, which has extremely useful properties
for treatment of human patients. The charged particles,
accelerated to very high energies by a massive cyclotron
(typically located at a high energy physics research
laboratory) are directed at a patient, where they begin
to interact through the Coulomb force while passing
through tissue. At the end of the proton range, however,
the particles give off a large burst of energy (the Bragg
peak) and then stop abruptly. Leksell and Larsson uti-
lized these properties with well-collimated beams of pro-
tons directed at intracranial targets. A few other centers
in the United States and Russia also began proton therapy
in the 1950s and 1960s.

The Gamma Knife was invented in Stockholm, Sweden
by Leksell and Larsson and was manufactured (as a pro-
totype) by the Swedish shipbuilding firm Mottola. The first
unit had 179 radioactive cobalt-60 sources and was
installed in 1968 at Sophiahemmet Hospital in Stockholm,
Sweden (5). This original unit had three interchangeable
helmets with elliptically shaped collimators of maximum
diameter 4, 8, or 14 mm. Despite the lack of good brain
imaging techniques at that time, the Gamma Knife was
used to successfully treat Parkinson’s disease (a movement
disorder), trigeminal neuralgia (extreme facial pain), and
arteriovenous malformations (AVMs), which are a tangle of
congenitally malformed arteries and veins inside the brain.
Several years later a second nearly identical unit was
manufactured for Leksell when he became a faculty mem-
ber at Karolinska Hospital in Stockholm. The original unit
lay idle for a number of years, until it was donated to UCLA
Medical Center in Los Angeles, where it was moved in 1982
(Fig. 5). It was used in animal research and treated a
limited number of human patients before it was retired
permanently in 1988 (6). The two original, custom-made
Gamma Knife units were unique in the world and did not
immediately enjoy widespread acceptance or gain much
notice. A large number of patients with AVMs began to be
treated at the Gamma Knife Center in Karolinska, by
Dr. Ladislau Steiner, a neurosurgical colleague of Lars

Leksell. Arteriovenous malformations are prone to spon-
taneous hemorrhage that can cause sudden coma or
death. Open surgical techniques for removal of these
life-threatening vascular anomalies were extremely diffi-
cult and dangerous in the 1970s. Patients came from all
over the world to be treated for these AVMs at the Gamma
Knife Center in Stockholm.

In 1984 and 1985, two new Gamma Knife units were
manufactured using Dr. Leksell’s specifications by Nucle-
tec SA of Switzerland (a subsidiary of Scanditronix AB,
Sweden) for installation in hospitals in Buenos Aires,
Argentina and Sheffield, England, respectively (7,8). These
units also had three sets of collimators, which were now
circular in shape, of 4, 8, and 14 mm diameter, but the
number of cobalt-60 sources was increased to 201. The
mechanical tolerance was exquisite: The convergence of
all 201 beams at the focal point was specified as � 0.1 mm.
The total radioactivity was 209 TBq (5500 Ci) and the
sources were distributed evenly over a 160� 608 sector
of the hemispherical secondary collimators (Fig. 6). An ioni-
zation chamber (a type of radiation detector) placed at the
center of a spherical phantom 16 cm in diameter was used to
measure an absorbed dose rate of � 2.5 gray �min�1 for
the Sheffield unit. This was adequate to treat patients
to a large radiation dose in a reasonable period of time.
Both Gamma Knife units were successfully used fo
many years to treat patients in their respective
countries.

A new corporation, called Elekta Instruments, AB, of
Stockholm was created in 1972 by Laurent and Dan Lek-
sell, sons of Lars Leksell, to manufacture neurosurgical
products, including the Gamma Knife, which is now a
trademark of this firm. Elekta created the first commercial
Gamma Knife product, the Model U, and has manufac-
tured all Gamma Knife units worldwide since that time.
This new 201 source unit was installed at the University of
Pittsburgh in 1987 and expanded the available beam dia-
meters to include a fourth secondary collimator with a
nominal diameter of 18 mm (1). The trunnions, which
connect the secondary collimator helmets to the patient,
were now configured to dock with connecting points located
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Figure 5. Original Gamma Knife, after being moved from
Stockholm to UCLA Medical Center in Los Angeles.



on removable Y–Z positioning bars on the patients
headframe. The earliest versions of the Gamma Knife
had required implantation of screws into the patients skull
and covering with Plaster of Paris to achieve this docking.
The unit (like the two previous units) utilized a hydraulic
drive to open the shielding door in the central body and
propel the patient couch into treatment position.

Elekta also introduced a radiation therapy treatment
plan called KULA to calculate the size and shape of the
radiation volume to be treated for each patient and com-
pute the necessary duration of the treatment. The Sophia-
hemmet and Karolinska Gamma Knife Centers had relied
on manual calculations until this time. The KULA plan
could calculate isodose lines (lines of equal radiation dose)
in a two-dimensional (2D) plane, which could then be
manually traced onto an axial brain image. The advent
of stereotactic imaging with computed tomography also
eliminated the need for the difficult and painful pneumoen-
cephalograms and was capable of localizing brain tumors
as well as anatomical targets. The University of Pittsburgh
Gamma Knife Center enjoyed a relatively high degree of
acceptance from the time of installation, and was soon
joined by other Leksell Gamma Units in the United States,
Europe, and Asia.

One drawback of the Leksell Gamma Unit Model U,
which is no longer manufactured, is that it was shipped
to the hospital unloaded and then loaded with cobalt-60
sources on site. This necessitated the shipment of many
tons of shielding materials to create a temporary hot cell,
complete with remote manipulating arms (Fig. 7). A
further difficulty with Gamma Units is that the radio-
active cobalt-60 is constantly being depleted by radio-
active decay. The half-life is cobalt-60 is � 5.26 years,
which means that the radiation dose rate decreases
� 1%/month. The Sheffield Gamma Unit (manufactured
by Nucletec) was reloaded after a number of years of use
by British contractors who had not been involved in
designing or building the unit and it therefore took � 12
months to complete the task. The University of Virginia
Leksell Model U Gamma Unit was the first to be reloaded (in
1995) and it was out of service for only 3 weeks. Never-
theless, the necessity of having the treatment unit down for
a period of weeks after 5–6 years of operation, at a cost
approaching $500,000 with a very elaborate construction
scenario inhibited the early acceptance of these units. A
compensating advantage of the Gamma Unit Model U was
the extremely high reliability of these devices. Routine
maintenance is required once every 6 months and mechan-
ical or electrical breakdowns preventing use of the device
are very rare.

Leksell introduced the Gamma Unit Model B in
Europe in 1988, although it was not licensed in the United
States until 5 years later. The new unit, which strongly
resembles the later Model C (Fig. 8), departed from the
unique spherical shape of the earlier unit and more closely
resembled the appearance of a CT scanner. The source
configuration was changed to five concentric rings (Fig. 6b),
although the number and activity of the cobalt-60 sources
remained the same as in the Model U. The new Gamma Unit
Model B was designed so that the radioactive cobalt-60
sources could be loaded and unloaded by means of a special
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Figure 6. (Upper panel) Collimator helmets for Leksell Gamma
Unit Model U. (Lower panel) Collimator helmet for Leksell
Gamma Unit Models B and C.



11 ton loading device (Fig. 9), without the necessity for
creating a large and costly hot cell. This significantly
reduced installation and source replenishment costs and
speeded up these operations as well. The hydraulic operat-
ing system used to open the shielding doors and to move the
patient treatment couch was replaced with a very quiet
electrically powered system.

Extensive innovations were introduced with the Leksell
Gamma Unit Model C with optional Automatic Positioning
System (APS) in calendar year 2000. This unit was

awarded three American patents and one Swedish patent.
The new unit provided several upgrades at once: a new
computer control system operates the shielding door and
patient transport mechanism and is networked via RS232C
protocol with the Leksell GammaPlan treatment planning
computer. All previous models required manual setting
(and verification) of helmet size, stereotactic coordinates
and treatment time for each shot. An optional APS system
(Fig. 10) has motorized trunnions that permit the patient to
be moved from one treatment isocenter to another without
human intervention. This automated system can only be
utilized if the secondary helmet, gamma angle (angle of
patients stereotactic frame Z axis with respect to the long-
itudinal axis of symmetry of the Gamma Unit helmet) and
patient position (prone or supine) are identical to the
values for these respective treatment parameters as pro-
vided in the final approved treatment plan. In addition, the
isocenters (or shots) are grouped into ‘‘runs’’ having stereo-
tactic coordinates within a predefined distance of each
other (typically �2 cm) so as not to introduce unacceptable
strain on the patient’s neck while their head is being moved

GAMMA KNIFE 371

Figure 8. Leksell Gamma Unit Model C, which strongly resem-
bles the previous Leksell Gamma Unit Model B.

Figure 9. Special loading device for insertion and removal of
cobalt-60 sources with the Leksell Gamma Units Models B and C.

Figure 10. Close-up view of trunnions and helmet of Leksell
Gamma Unit model C with Automatic Positioning System in place.

Figure 7. Loading cobalt-60 sources into Gamma Unit with
remote manipulating arms.



to a new position relative to the immobile body. Within
these limitations the efficiency of a complex treatment plan
can be greatly increased. Additionally, two independent
electromechanical devices verify the positioning of the
patient’s stereotactic coordinates to within 50mm (below
the resolution of the unaided human eye).

THEORY

The invention of the Gamma Knife built on seven decades
of previous experience with radiation therapy (see related
articles). Early external beam radiation treatments used
X-ray sets with low energies, in the range of 100–300 kV,
which have the disadvantage of depositing a maximum
dose at the surface of the skin. This physical characteristic
makes it difficult to treat deep seated tumors without
causing unacceptable damage to the overlying skin and
tissue. Lars Leksell used a 200 kV X-ray set to treat his
first radiosurgery patient in 1951, but abandoned that
technique after only a few patients to work with far more
penetrating proton beam radiotherapy (see article Proton
beam radiotherapy). The disadvantage of proton beam
therapy was that the patient had to be brought to a high
energy physics laboratory, which was not otherwise
equipped to treat sick or infirm patients and was often
located at a great distance from the surgeon’s hospital. This
made treatments somewhat difficult and awkward, and the
cyclotron was not always available. An important break-
through came when two Canadian cancer centers intro-
duced cobalt-60 teletherapy (see article Cobalt-60 units for
radiotherapy) in the early 1950s. Leksell and Larsson
realized that this new, more powerful radiation source
could be utilized in a hospital setting. They also realized
that rotational therapy, where a radiation source is
revolved around a patient’s tumor to spread out the surface
dose, could be mimicked in this new device by creating a
static hemispherical array of smaller radiation sources.
Since Leksell was interested only in treating intracranial
disease, where the maximum patient dimension is only �
16 cm, the device could place radiation sources relatively
close to the center of focus. The Leksell Gamma Knife uses
a 40 cm Source to Surface Distance (SSD), far shorter than
modern linear accelerators (see article Medical linear
accelerator), which typically rotate around an isocenter
at a distance of 100 cm (see Fig. 11). This short SSD allows
the manufacturer to take advantage of the inverse square
principle, which implies that a nominal 30-curie source at
40 cm achieves the same dose rate at the focus as a 187.5

curie source would achieve at 100 cm. This makes loading
and shielding a Gamma Knife practical.

The Gamma Knife treats intracranial tumors or other
targets by linear superposition of 201 radiation beams. The
convergence accuracy of these sources is remarkable: The
radiation focus of the beams converge at the center point of
stereotactic space (e.g., 100, 100, 100 in Leksell coordi-
nates) to within < 0.3 mm. Thus the targeting accuracy of
treatment of brain tumors is essentially not limited at all
by mechanical factors, and is primarily limited by the
inaccuracy of imaging techniques and by target definition.
Each cobalt-60 beam interacts by ionization and excitation
(primarily by Compton scattering) as it passes through the
skull of the patient. The intensity of each beam is dimin-
ished by � 65% while passing through 16 cm of tissue (a
typical skull width, approximated as water for purposes of
calculation). At the mechanical intersection of all 201
radiation sources, which are collimated to be 18, 14, 8,
or 4 mm in diameter, the useful treatment volume is
formed (see Fig. 12). Outside this volume the radiation
dose rate drops off precipitously (90% of Full Maximum to
50% in 1 mm for the 4 mm beam) thereby mimicking the
behavior of protons at the end of their range. The mathe-
matics of this 3D convergent therapeutic beam irradiation
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Figure 11. Geometry of sources installed in
Leksell Gamma Units.
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Figure 12. Illustration of convergence of 201 radiation beams to
create treatment volume.



is relatively simple: The radiation absorbed dose adds up in
linear superposition.

DðPÞ ¼ Dfi=
X

Dfi � ½dfs=ðdfs � dzÞ
2 � mdz

where D(P) is the total dose at arbitrary point P, Dfi is the
relative contribution from source i to the total dose at the
point of focus, dfs is the distance from the source to the focus
(40 cm), dz is the distance along the beam axis from the
focal point to intersection with the perpendicular from
point P, and m is the linear attenuation coefficient for
Co-60 gamma radiation in tissue.

A radiation therapy treatment planning code (see article
Radiation Therapy Treatment Planning) called Leksell
GammaPlan is provided by the manufacturer for the
purpose of preparing treatment plans for the Leksell
Gamma Unit for use with human patients. An early treat-
ment plan called KULA calculated treatment time and
created a 2D plot of lines of equal radiation dose (or isodose
lines), but with severe limitations. The early code could
only calculate plans with a single center of irradiation
(called an isocenter in general radiosurgery applications,
or a ‘‘shot’’ in Gamma Knife usage). Calculated isodose
lines had to be transferred by hand from a plot to a single
CT slice in the axial plane. In 1991 the Leksell GammaPlan
software was introduced (and premarket clearance by the
FDA was obtained), which permitted on-screen visualiza-
tion of isodose lines in multiple CT slices. The improved
code could calculate and display the results of multiple
shots and could model the effect of ‘‘plugging’’ some of the
201 source channels with thick steel plugs to ‘‘turn off’’
certain radiation sources. The software was written for
UNIX workstations and has rapidly become increasingly
powerful and much more rapid as processing speed and
computer memory increased in the last decade. Leksell
GammaPlan utilizes a matrix of > 27,000 equally spaced
points (in the shape of a cube), which can be varied from 2.5
cm on a side to 7.5 cm on a side. Within this cube a
maximum radiation dose is computed from the linear
superposition of all 201 radiation beams (some of which
may be plugged), from collimator helmets of 18, 14, 8, or 4
mm diameter, and this calculation is integrated over each
‘‘shot’’. More than 30 different shots (each with a discrete X,
Y, and Z stereotactic coordinate, in 0.1 mm increments) can
be computed and integrated, with user selectable relative
weighting of each shot. Whereas the original KULA plan
required � 15 min for one single shot calculation, modern
workstations with Leksell GammaPlan can now compute
30 shot plans in up to 36 axial slices in < 1 min. Leksell
GammaPlan can now utilize stereotactic CT, MRI, and
Angiographic studies in the planning process. Each study
must be acquired with the stereotactic frame in place and
registered separately. Image fusion is now available.
Figures 13 and 14 give two of the many possible screen
presentations possible with a very sophisticated Graphical
User Interface.

CLINICAL USE OF GAMMA KNIFE

The Gamma Knife has gained widespread acceptance in
the neurosurgical and radiation oncology community as an

effective treatment for many different pathologies of brain
tumors, neurovascular abnormalities and functional dis-
orders. Gamma Knife radiosurgery may in some cases be
used as an alternative to open craniotomy while for other
patients it may be used after previous surgeries have been
attempted. Since Gamma Knife radiosurgery infrequently
requires overnight hospitalization, and generally has a
very low probability of adverse side effects, it may in many
cases be much less costly, with lower chance of complica-
tion and much less arduous recovery.

A typical Gamma Knife procedure is performed after a
patient has been carefully screened by a neurosurgeon, a
radiation oncologist, and a neuroradiologist. The pro-
cedure is scheduled as an elective outpatient procedure
and typically lasts from 3 to 8 h. The first critical step is
placement of a stereotactic frame (see article Stereotactic
Surgery) to provide rigid patient fixation and to allow
stereotactic imaging to be performed with special fiducial
attachments. The exact position of the frame (offset to
left or right, anterior or posterior) is crucial, since the
tumor must be well centered in stereotactic space to permit
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Figure 13. Screen from Leksell GammaPlan illustrating multiple
MRI slices with superimposed isodose display.

Figure 14. Screen from Leksell GammaPlan illustrating angio-
graphic study and three-dimensional display of AVM nidus.



accommodation of the patient’s skull (with the frame
attached) inside the small volume of the secondary collima-
tor helmet. The Leksell Model G frame encloses � 2900 cm3

of accessible stereotactic space, significantly less than other
stereotactic frames which do not have to fit inside the
Gamma Knife helmet. A stereotactic localization study is
immediately performed, using one or more modalities such
as computed tomography, and magnetic resonance imaging.
Patients with vascular abnormalities may also undergo an
angiographic study: A radiologist inserts a thin catheter
(wire) into a vein in the patient’s groin and then carefully
advances the wire up through one of the major arteries
leading to the brain, then into the area of interest. The
catheter is then used to inject X-ray opaque dye, which
reveals the extent of the vascular lesion (see Fig. 14). These
imaging studies must then be promptly networked (via a
hospital PACS system) to the planning computer. There the
images are registered from couch coordinates (left-right,
in-out, up-down) to stereotactic space (X, Y, and Z). At that
point, each individual point in the brain corresponds to a
specific stereotactic coordinate, which can be identified from
outside the brain.

Gamma Knife radiosurgery, both in the United States
and worldwide, has enjoyed a very rapid acceptance since
the first commercial unit was produced in 1987. The
number of procedures performed annually, subdivided by
indication, is compiled by the nonprofit Leksell Society.
Only results voluntarily reported by Gamma Knife centers
are tallied, with no allowance for nonreporting centers,
so their statistics are conservative. The growth in use of
this device has been explosive, with < 7000 patients treated
worldwide by 1991 and > 297,000 patients reported
treated through December, 2004 (see Fig. 15). This par-
allels the increase in number of installed Leksell Gamma
units, going from 17 in 1994 in the United States to 96
centers by the end of 2004. The number of Gamma Knife
cases reported performed in the United States has
increased by an average of 17%/year for the last 10 years,
a remarkable increase. Table 1 indicates the cumulative
number of patients treated with Gamma Knife radiosurgery
in thewesternhemisphereand worldwide throughDecember,
2004, subdivided by diagnosis.

Treatment objectives for Gamma Knife patients vary
with the diagnosis. The most common indication for treat-
ment is metastatic cancer to the brain. An estimated

1,334,000 cancers (not including skin cancers) were diag-
nosed in the United States in calendar year 2004. Approxi-
mately 20–30% of those patients will ultimately develop
metastatic tumors in the brain, which spread from the
primary site. These patients have a survival time (if not
treated) of 6–8 weeks. The treatment objective with such
patients is to palliate their symptoms and stop the growth
of known brain tumors, thereby extending lifespan. A
recent analysis (9) reported a median survival of patients
treated with radiosurgery of 10.7 months, a substantial
improvement. Approximately 18,000 patients were diag-
nosed with primary malignant brain tumors in the United
States in calendar year 2004, with 13,000 deaths from this
cause. Patients with primary malignant brain tumors (i.e.,
those originating in the brain) have a lifespan prognosis
varying from 6 months to many years, depending on the
grade of the pathology. Many glioma patients are offered
cytoreductive brain surgery to debulk the tumor and may
have an extended period of recovery and significant loss of
quality of life afterwards. At time of tumor recurrence for
these patients, the noninvasive Gamma Knife procedure
may accomplish as much as a second surgery, while spar-
ing the patient the debilitation of such a procedure. Recent
reports in the clinical literature indicate that Gamma
Knife radiosurgery is effective in improving survival for
glioma patients.

Many patients with nonmalignant brain tumors are also
treated with Gamma Knife radiosurgery. Meningiomas are
the most common nonmalignant brain tumor, arising from
the meninges (lining of the brain) as pathologically altered
cells and causing neurological impairment or even death.
Approximately 7000 new meningiomas are diagnosed
in the United States each year. Most grow very slowly
(� 1 mm � year�1) while the most aggressive tumors may
grow rapidly to as much as 12–15 cm in length and may
even invade the bone. Gamma Knife radiosurgery has been
reported for treatment of meningioma as far back as 1987
and is considered a well-established treatment for this
extremely persistent disease, with > 1000 Gamma Knife
treatments reported for meningioma in the United States
during calendar year 2001. Another common nonmalig-
nant tumor is the acoustic neuroma (also called vestibular
schwannoma), which arises from the auditory nerve
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Figure 15. Cumulative number of Gamma Knife patients treated
worldwide from 1991 through December, 2004.

Table 1. Cumulative Reported Gamma Knife Radiosur-
gery Procedures through December, 2004

Indication

Western
Hemisphere
Procedures

Worldwide
Procedures

AVM and other vascular 9,793 43,789
Acoustic neuroma 7,719 28,306
Meningioma 11,016 36,602
Pituitary adenoma 3,577 24,604
Other benign tumors 3,137 14,884
Metastatic brain tumors 29,285 100,098
Glial tumors 7,727 20,614
Other malignant tumors 1,501 6,492
Trigeminal neuralgia 11,609 17,799
Other functional disease 1,135 4,441
TOTAL INDICATIONS: 67,336 297,529



(cranial nerve VIII). It can cause deafness and imbalance,
and in severe cases motor impairment as it compresses the
brainstem. The incidence of newly diagnosed acoustic neu-
romas is 2500–3000/year in the United States. Craniotomy
for acoustic neuroma is among the most challenging brain
operations, typically requiring 8–24 h on the operating
table. Potential complications range from loss of residual
hearing to devastating facial palsy to cerebrospinal fluid
leak requiring as much as 30 days of hospitalization.
Extremely high control rates of up to 97% (no additional
tumor growth or moderate shrinkage) have been reported
for Gamma Knife radiosurgery of these tumors with extre-
mely low complication rates (10). This may explain why
>1000 acoustic neuromas were treated with Gamma Knife
radiosurgery in the United States during Calendar Year
2003, nearly one-third of all such tumors diagnosed that
year.

Arteriovenous malformations are a rare genetic disor-
der of the vascular system of the brain and spinal cord.
Estimates of incidence ranges from 5 to > 600/100,000
people. The lesion consists of a tangle of abnormal arteries
and veins that may not be detected until late in life. The
AVMs can cause debilitating headaches, epileptic seizures,
coma, and even sudden death due to cerebral hemorrhage.
Arteriovenous malformations were first described in the
1800s and the first surgical resection was credited to
Olivecrona in Stockholm in 1932. The AVMs were categor-
ized by Spetzler and Martin into five distinct surgical
categories in order of increasing surgical risk and one
additional category for inoperable lesions (11). Surgery
for these lesions remained extremely challenging until late
in the twentieth Century. Therefore, when angiography
became available in the 1960s, Ladislau Steiner (a neuro-
surgical colleague of Lars Leksell at Karolinska Hospital)
began to treat AVMs with the Gamma Knife as early as
1970 (12). A large number of AVMs were treated in the
early days of Gamma Knife radiosurgery both because of
the extreme risk of open surgery and the early success with
this technique in obliterating these lesions. Recent clinical
studies report an obliteration rate for these lesions of 75–
85% within 3 years of Gamma Knife radiosurgery, with
similar obliteration rates if a second Gamma Knife treat-
ment is necessary. Over 33,000 AVMs have been treated
with Gamma Knife radiosurgery worldwide, making it the
second most common indication after metastatic brain
tumors.

Trigeminal neuralgia is a neurological condition
marked by excruciating pain of the fifth cranial nerve that
enervates the face in three branches between the eyebrows
and the jawline. The pain may be caused by a blood vessel
pressing on a nerve, by a tumor, by multiple sclerosis, or for
unknown reasons. This is the first condition ever treated by
Lars Leksell, using a 200 kVp X-ray unit affixed to a
stereotactic frame in a treatment performed in 1951.
The root entry zone of the nerve as it enters the brainstem
is the target volume. The nerve diameter at that point is
only 2–4 mm and the consequences of a geometric miss
with the radiosurgery treatment volume accidentally being
directed to the brainstem could be quite severe. Alternative
treatments include injection of glycerol into the cistern
under radiographic guidance, radio frequency ‘‘burn’’ of

the nerve under radiographic guidance and microvascular
decompression which is a fairly major brain surgery. Phy-
sicians at the University of Pittsburgh recently reviewed
their first 10 years of treatments on 202 trigeminal neur-
algia patients and found that > 85% had complete or
partial relief of pain at 12 months after Gamma Knife
radiosurgery (13). Over 12,500 patients with trigeminal
neuralgia have been treated with Gamma Knife radiosur-
gery at this writing.

QUALITY CONTROL/QUALITY ASSURANCE

Quality Control and Quality Assurance for Gamma Knife
radiosurgery is of critical importance. Unlike fractionated
radiation therapy, Gamma Knife treatments are adminis-
tered at one time, with the full therapeutic effect expected
to occur in weeks, months, or years. Errors in any part of
the radiosurgery process, from imaging to planning to the
treatment itself could potentially have severe or even fatal
consequences to the patient. An international group of
medical physicists published a special task group report
on Quality Assurance in stereotactic radiosurgery in 1995
(14) and the American Association of Physicists in Medi-
cine discussed Quality Assurance for Gamma Knife radio-
surgery in a task group report in that same year (15). Each
group stressed the need for both routine Quality Control on
a monthly basis, examining all physical aspects of the
device, and calibration of radiation absorbed dose measure-
ments with traceability to national standards. Both groups
also emphasized detailed documentation and independent
verification of all treatment parameters for each proposed
isocenter before the patient is treated. An Information
Notice was published by the U.S. Nuclear Regulatory
Commission (NRC) on December 18, 2000 that documented
16 misadministrations in Leksell Gamma Knife radiosur-
gery cases in the United States over a 10-year period (16).
The Nuclear Regulatory Commission defines a misadmi-
nistration as ‘‘A gamma stereotactic radiosurgery radiation
dose: (1) Involving the wrong individual, or wrong treat-
ment site; or (2) When the calculated total administered
dose differs from the total prescribed dose by > 10% of the
total prescribed dose.’’ Fifteen of the 16 incidences were
ascribed to human error while utilizing the Leksell Gamma
Knife models U, B, and B2. Six of the reported errors
involved setting incorrect stereotactic coordinates (often
interchanging Y and Z coordinates). Two errors occurred
when the same shot was inadvertently treated twice. One
error involved interchanging left and right side of the
brain. One error involved using the wrong helmet. No
consequences to patients were reported, but would be
expected to be minor in most of the reported cases.

It is important to note in this respect that the new
Leksell Gamma Unit Model C with (optional) Automatic
Positioning System has the potential to eliminate many of
the reported misadministrations. The older Leksell
Gamma Unit Models U and B are manual systems in which
the treatment plan is printed out and hand carried to the
treatment unit. Stereotactic coordinates for each of the
isocenters (shots) are set manually by one clinician and
checked by a second person. It is thus possible to treat the
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patient with the wrong helmet, prone instead of supine,
wrong gamma angle, incorrect plugged shot pattern,
wrong time, or to repeat or omit shots. The operation of
the new Model C Gamma Unit is computer controlled. The
Leksell GammaPlan workstation is networked via an
RS232C protocol with full error checking, thus transfer-
ring the treatment plan electronically. The shots may be
treated in any order, but no shot may be repeated and
the screen will indicate shots remaining to be treated. The
helmet size is remotely sensed and treatment cannot
commence if an incorrect helmet is selected. If the optional
Automatic Positioning System is used, the X, Y, and Z
stereotactic coordinates are automatically sensed to
within 0.05 mm. The device will not permit treatment
until the X, Y, and Z coordinates sensed by the APS
system match those indicated on the treatment plan.
Thus, it appears that all of the 15 misadministrations
due to human error as reported by the Nuclear Regulatory
Commission would have been prevented by use of the
Model C with APS.

RISK ANALYSIS

The concept of misadministration should be placed in the
larger concept of risk analysis. All medical procedures have
potential adverse effects and, under state laws, patients
must be counseled about potential consequences and sign
an informed consent before a medical procedure (even a
very minor procedure) may be performed. The relative risk
of misadministration of Gamma Knife misadministration
may be computed, utilizing the NRC report and data from
the Leksell society on number of patients treated per year
in the United States. Since � 28,000 patients received
Gamma Knife radiosurgery between 1987 and 1999, while
16 misadministrations were reported during the same
interval, a relative risk of misadministration of 0.00057
per treatment may be computed for that period. Using the
most recent year (1999) for which both NRC and patient
treatment data are available, the relative risk drops to
0.0001/patient treatment.

These risks may be compared with other risks for
patients undergoing an alternative procedure to Gamma
Knife radiosurgery, namely, open craniotomy with hospital
stay (17). A report by the National Institute of Medicine
estimates that medical errors kill between 44,000 and
98,000 patients/year in the United States (18). These
deaths reportedly occur in hospitals, day-surgery centers,
outpatient clinics, retail pharmacies, nursing homes, and
home care settings. The committee report states that the
majority of medical errors do not result from individual
recklessness, but from basic flaws in the way the health
system is organized. A total of 33.6 million hospital admis-
sions occur in the United States each year, which yields a
crude risk estimate range of 0.0013–0.0029 death per
admission to hospital or outpatient facility.

A second source of inadvertent risk of injury or death
must also be considered. The National Center for Infectious
Diseases reported in December, 2000 that an estimated
2.1 million nosocomial (hospital based) infections occur in
the United States annually (19). These infections are often

drug resistant and require extremely powerful antibiotics
with additional adverse effects. Given that there are 31
million acute care hospital admissions annually in the
United States, the relative risk of a hospital based infection
may be computed as 0.063/patient admission, or roughly
one chance in 16. The risk of infection from craniotomy was
given by the same report as 0.82/100 operations for the
time period January, 1992–April, 2000.

The Leksell Gamma Knife Model C system is one exam-
ple of a computer-controlled irradiation device. The rapidly
developing field of Intensity Modulated Radiation Therapy
(IMRT) is the subject of a separate article in this work.
These complex treatments require extraordinary care on
the part of treatment personnel to minimize the possibility
of misadministration. Only rigorous Quality Assurance
and Continuing Quality Improvement in radiation oncol-
ogy can make such treatments safe, reliable and effective.
Leveson has studied the use of computers to control
machinery which could potentially cause human death
or injury, such as linear accelerators, nuclear reactors,
modern jet aircraft and the space shuttle (20).

EVALUATION

The Leksell Gamma Knife, after a long period as a unique
invention of limited applicability, has enjoyed explosive
growth in medical application in the last 10 years. It is one
of a number of medical instruments specifically created to
promote minimally invasive surgery. Such instruments
subject human patients to less invasive, painful, and risky
procedures, while often enhancing the probability of suc-
cess or in fact treating surgically inoperable patients. Over
297,000 Gamma Knife treatments have been performed
worldwide as of the last tally. Most treatments are success-
ful in achieving treatment objectives in 85–90% of patients
treated. Although the Gamma Knife is the most massive
and probably the costliest single medical product ever
introduced, it has enjoyed widespread commercial and
clinical success in 31 countries. The simplicity and reliability
of operation of the unit make its use an effective treatment
strategy in lesser developed countries where difficult cranio-
tomies may not be as successful as in more developed coun-
tries. The newest version of the unit addresses the issues of
automation, efficiency, treatment verification, and increased
accuracy. The instrument appears to be well established as
an important neurosurgical and radiological tool.
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INTRODUCTION

Terminal gas outlets or vacuum inlets are as common a
fixture today in hospital rooms as stethoscopes. Even
clinics, outpatient surgery facilities, and some nursing
homes utilize them. But how did they get there? And have
they helped medical and nursing staff give better patient
care?

This article is intended to give readers a brief look at
how and why these systems were developed, how they
operate, what hazards they pose, what standards have
been developed to mitigate hazards as well as to standar-
dize operation, and why maintenance of these systems is
very important. In a sense, medical gas and vacuum sys-
tems are a reflection, in part, of how the practice of med-
icine has changed over the past 60–70 years: Both systems
have become more complex and sophisticated in order to
meet and treat more serious illnesses.

The systems discussed below are those involving the
distribution of pressurized gases (or suctioning of air)or the
creation of a vacuum via rigid metal pipes, with the source
of gas or suction not in the same room as the end-use
terminals of the system. Further, the description of these
systems is a generalized one; specific systems may have
different operating characteristics to meet a particular
need. The authority(ies) having jurisdiction (AHJ) should
be consulted for specific locations (e.g., hospital, clinic,
nursing home) and application purpose (medical surgical,
dental, laboratory, veterinary).

Finally, the limited bibliography provided at the end of
this article has been included (1) for readers who wish to
pursue this subject further, and (2) to show the various
standards organizations involved in setting standards
that are used in designing, installing and using these
systems.

GAS SYSTEMS (PRESSURIZED)

To understand how and why the piping of medical gases to
operating rooms and other patient care areas came into
practice, it is necessary to briefly review how the practice of
medicine, and in particular the practice of anesthesiology,
changed from the mid-1800s to the early 1900s, for it was
advances in administering anesthesia that led to the piping
of gases into operating rooms, and from there to many other
patient care areas.

Some History

The first public demonstration of inhalation anesthetics
took place on October 16, 1846 at the Massachusetts Gen-
eral Hospital in Boston. There had been some experimen-
tation prior to this date, but this publicized demonstration
by Dr. John W. Collins clearly showed that patients could
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be kept unconscious as long as necessary and have surgery
performed without their sensing pain. A giant step forward
in the practice of medicine had been achieved.

These first years of anesthesiology were relatively sim-
ple in that only a sponge soaked in ether and placed over
the nose and mouth of patients was used to induce anesthe-
sia. In 1868, Andrews introduced oxygen mixed with
nitrous oxide as an adjunct to inhalation anesthesia. In
1871, cylinders of nitrous oxide became available. In 1882,
cyclopropane was discovered, though it was not until the
1930s that it was found useful for anesthesia. And in 1887,
Hewitt developed the first gas anesthesia machine that
used compressed gases in cylinders.

This controlled unconsciousness sparked a dramatic
increase and change in medical practice and hospital activ-
ities. No longer did patients enter a hospital only for term-
inal care or to feel the cutting edge of a scalpel. Problems
occurring inside the body could now be exposed for exam-
ination and possible correction. And, as anesthesia systems
became more available and sophisticated, the volume and
type of operations increased dramatically. Finally, the dis-
covery that oxygen enrichment helped patients during
anesthesia and operations increased the use of oxygen in
operating rooms tremendously.

By the 1920s, cylinders of oxygen and nitrous oxide were
constantly in motion about hospitals, from loading docks to
storage rooms to operating rooms and back again. But, occa-
sionally, cylinders did not make the entire circuit in one piece.
Thus, the question occurred to healthcare staff: Was there
another, better way to provide gas in operating rooms?

Some sources credit the late Albert E. McKee, who was
working with a Dr. Waters at the University of Wisconsin
Medical Center in the 1920s, with installing the first
medical piped gas system that used high pressure cylinders
of oxygen connected by pipes to outlets in nearby operating
rooms. He (and his counterparts) saw this as a better
method of providing gases to operating rooms. Their instal-
lation had some very positive effects (it also had some
negative ones that will be discussed shortly):

1. There was an immediate reduction in operating costs.
Instead of many small cylinders, fewer but larger
cylinders could be utilized, with concurrent reduction
in the unit cost per cubic foot of gas. (It has been
reported to this author that the amount saved after
McKee installed his system was sufficient to pay the
salaries of the University of Wisconsin anesthesiology
departmental staff.) Fewer cylinders also meant less
loss of residual gas that remained in empty cylinders.
When individual cylinders were used, they would be
replaced when the pressure inside the cylinder
dropped down to�500 psi (lb � in�2 or 3448 kPa); when
two or more cylinders were manifolded together as a
source, however, individual cylinders could be allowed
to go down to � 40 psi (276 kPa), since there were
other cylinders in the system from which gas could be
drawn.

2. This method provided immediate access to gases.
Operating room staff only needed to connect hoses
to gas outlets to obtain gas. The large supply at the

central dispersion point could be monitored by one
person (instead of each anesthesiologist worrying
about their own individual small cylinders). Since
several large cylinders were grouped together, when
one became empty, or nearly empty, others could be
switched on line and the empty one replaced. Thus,
operating room staff were assured of a constant
supply of gas.

3. Safety was improved. No longer were cylinders, with
their inherent hazards, inside the operating room.
Cylinder movement around the hospital was drama-
tically reduced.

Industry had been using gas under pressure in pipes
since the late 1800s (e.g., street lamps). Piping gases
around a hospital was, thus, a natural extension of this
methodology, though components had to be modified to
meet medical needs. These new installations were not
without problems, however. The system had to be leak-
free, since an escape and buildup of gases (flammable or
oxidizing) within a building was dangerous. Also, having
these gases carried in pipes around a healthcare facility
meant that an incident in one place now had a means of
becoming an incident in another place. Finally, if more
than one gas were piped, the possibility of cross-connection
and mixing of gases existed (and cross-connecting of some
gases can create explosive possibilities).

This last problem was of particular concern since initi-
ally there was no restriction on the piping of flammable
anesthetic gases. Several institutions, including the Uni-
versity of Wisconsin, installed systems to pipe ethylene
gas. Even though the standardization of terminal connec-
tors began in the late 1940s, explosions in operating rooms
continued to occur. While the number of such incidents was
not large, the occurrence was always devastating, almost
always killing the patient, and sometimes maiming med-
ical–surgical–nursing staff. In 1950, the National Fire
Protection Association (NFPA) Committee on Hospital
Operating Rooms proposed a number of changes, including
prohibiting the piping of flammable anesthetic gases. The
proposal, adopted by the NFPA membership, eliminated
one possible source of explosions and fire.

The relatively recent introduction (late-1940s) of storing
a large volume of oxygen on-site in a liquid state presented
a new host of concerns. While large-volume storage
replaced the use of many cylinders, it vastly increased
the amount of oxygen in one location and introduced the
hazard associated with gas in a cryogenic state (i.e., gas at
an extremely low temperature).

System Components

The following is a general description of components used
in piped gas systems today (Fig. 1). An actual system may
not utilize all these components. However, all systems have
certain minimum safety features, as discussed below. In
addition, standardization of some components (e.g.,
threaded station outlet connections) and practices (e.g.,
operating pressures) has evolved over the years, which
will be discussed later as well.
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Gases. The most common nonflammable medical gases
piped under pressure today include medical air, oxygen,
nitrogen, and nitrous oxide. These gases are available from
manufacturers in cylinders into which a large volume of
the gas has been compressed. The pressure of the gas in
these cylinders can be > 2000 psig (13.8 GPa). Some of
these gases are also available in a liquefied state, through a
refrigeration process, and are supplied in portable contain-
ers or in large stationary bulk units (tanks). (When the gas
is used, it is allowed to evaporate and return to its gaseous
state.) The gas in the liquefied state is placed under rela-
tively low pressure [� 75 psig (520 kPa)]. One gas (air) can
also be obtained on-site using compressors. Whichever
method is used to obtain a specific gas, it must interface
with the piping portion of the system; that is, the mechan-
ical parts must interconnect. It also means that the pres-
sure of the source gas needs to be regulated to pressure at
which the system is operating. Gas in the liquid state must
be transformed to the gaseous state. For all gases, except
nitrogen, a pressure between 50 and 55 psig (344 and 379
kPa) at station outlets has become the standard. For
nitrogen, which is used to power nonelectric surgical tools,
such as drills, bone saws, and dermatomes, a pressure
between 160 and 185 psig (1103 and 1379 kPa) is used.
This regulation can be likened to electricity and the use of
transformers that are installed between the power gen-
erators of utility companies (where voltages upward of
10,000 V are generated) and buildings where the voltage

is regulated down to 208 or 110 V. In gas systems, these
transformers are called pressure regulators.

In the last few years, other nonpatient medical gases
(called support gases in NFPA 99, Standard for Health Care
Facilities) have begun to be piped. These gases are used for
powering equipment that use pressurized gas in order to
function (e.g., pneumatically operated utility columns).
Gases in this category include nitrogen and instrument air.

Source Equipment

Other devices used at the source portion of the piped gas
system include (1) shutoff valves at prescribed locations so
that a complete or partial shutdown of a source can be
accomplished; (2) check valves to control the direction of
gas flow (i.e., one direction only); (3) pressure-relief valves,
which are preset to vent gas to the atmosphere if the
pressure in a cylinder, container, or pipeline becomes
excessive enough to cause a rupture or explosion if allowed
to continue to increase; and (4) signals to alarm panels to
indicate such conditions as low and high pressure.

A separate reserve supply of the gas is also included in
some piped systems. This reserve serves as a backup if the
main (normal) source is interrupted or requires repair.
This reserve can be adjacent to, or remote from, the main
source. Its remote location precludes both sources from
damage should an accident occur to one source. Such
separation, however, may not always be possible.
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Figure 1. Components of a medical
gas (pressurized) central piping sys-
tem (simplified). Standards have
been developed for component and
total-system performance and safety.



A requirement added in NFPA 99 in the early 1990s
called for a piped bulk-oxygen system that has its source
sources located outside the building to have a separate
connection to the piping system, also located outside of the
building and accessible to a bulk oxygen delivery truck
(ODT). Thus, if both the main and reserve supplies of
oxygen were to fail or become damaged or depleted, the
ODT could be used as the source. This emergency connec-
tion is required only for the oxygen supply because it is a
life-support gas.

Finally, if extra cylinders or containers of gases are
kept stored within a facility or within close proximity to a
healthcare facility, a safe means of storing the gas must be
provided. These storage requirements are intended to
provide safety for occupants should an incident occur
outside the storage room (i.e., in order to protect the
cylinders from adding to the incident), or should an inci-
dent occur inside the storage room (i.e., in order to protect
occupants in the building from the incident in the storage
room).

Piping (Distribution) System. From the source piping is
installed to distribute the gas to patient care areas. (Stan-
dards require gases piped to laboratory areas to be supplied
from a separate system from gases piped to patient care
areas. This is to prevent any backfeeding of gas from
laboratory systems into patient care systems, and to allow
for different pressures where required or desired for
laboratory purposes.) Sizes and locations of main, riser,
and lateral pipes should take into consideration both
present and future needs or plans. As with the source,
shutoff valves and flow-control devices (check valves) are
required by standards at certain locations in the piping
(distribution) system.

Terminal Units (Station Outlets). The endpoints (called
outlets) of the piped gas system are very important since it
must be very clear what gas is flowing to each outlet. To
eliminate any chance of mix-up, noninterchangeable
mechanical connectors have been designed for each type
of gas. These different connectors are similar to the differ-
ent configurations of electrical outlets for 110, 220–208
(single-phase), 220–208 V (three-phase), and so on. Label-
ing of gas outlets and piping is also required. Color coding
of new piping became a requirement in NFPA 99 in 2005.
However, it requires staff to remember the color coding
scheme. It also poses problems for persons who are color-
blind.

Alarm Panels/Monitoring. Because gases are relied
upon for life support, system monitoring is essential and
has become standard practice. Sensors and alarms are
required to be installed in all critical care areas to detect
if the pressure decreases or increases beyond specified
limits (e.g., should someone inadvertently or deliberately
close a shutoff valve). Other sensors are required to detect
when the normal source and/or reserve supply are low and
when the reserve supply has been switched in.

All signals are fed to one or more master alarm panels,
one of which is required to be constantly monitored by
facility staff. The electrical power for these alarms is to

be connected to the facility’s emergency power system so
that alarms will continue to function if normal electrical
power is interrupted. This constant surveillance is required
because of fire hazards that could develop should something
in the system malfunction, and for patient safety should
gas delivery be interrupted. Immediate action (corrective,
responsive) is necessary in either situation.

Installation of Systems. In the early 1990s, concern
about the quality of the installation of medical piped gas
(and vacuum) systems resulted in the technical committee
responsible for piping system requirements listed in NFPA
99, Standard for Health Care Facilities, to revise and
expand requirements for their installation. To assure the
system has been installed according to the design draw-
ings, extensive requirements were included not only for the
installer, but also for a verifier who is to be totally inde-
pendent of the installer, and who tested the system after
everything was connected and readied for operation (i.e.,
for patient use).

Performance Criteria and Standards

When first installed, medical piped gas systems generally
followed the practices then in use for the piping of
nonmedical gases. These practices were considered ade-
quate at the time. In 1932, the subject came to the attention
of the NFPA Committee on Gases, which noted the follow-
ing hazards that the installation of these systems posed for
hospitals:

1. Pipes, running through an extensive portion of a
building into operating rooms, carried gases that
were of the flammable type (those that burn or
explode if ignited) or of the oxidizing type (those that
support and intensify the burning of combustibles
that have been ignited).

2. A large quantity of gas in cylinders was being con-
centrated and stored in one area.

3. The possible buildup of potentially hazardous gas
concentrations existed should the pipes leak.

4. A possible explosion in an operating room was pos-
sible if a hose on an anesthesia machine were con-
nected to the wrong gas.

5. A compromising of patient safety existed in that a
mix-up of gases could be injurious or even fatal.

This notification came in the form of identification of
hazards resulted in a request by the National Board of Fire
Underwriters that this Committee develop a set of guide-
lines on the subject. The Committee studied the subject
and, in 1933, proposed ‘‘Recommended Good Practice
Requirements for the Construction and Installation of
Piping Systems for the Distribution of Anesthetic Gases
and Oxygen in Hospitals and Similar Occupancies, and for
the Construction and Operation of Oxygen Chambers.’’ The
proposed document contained guidance on acceptable
types of piping, the length of pipe runs, the identification
of piping, the kind of manifolds that were acceptable,
and the number and location of shutoff valves. As noted
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in the title, it permitted the distribution of anesthetic
gases, which were flammable. The NFPA did not formally
adopt the proposed Recommended Good Practice until
1934. Over the years, as more knowledge was gained from
the hazards, installation, and use of piped gas systems,
the NFPA standard also changed. In addition, other orga-
nizations prepared standards addressing other aspects of
piped gas systems (1–10). A brief summary of these efforts
follows.

National Fire Protection Association Standards. The
original NFPA document, first designated NFPA 565
and later, NFPA 56F, which in turn was incorporated
into NFPA 99 (11) remained unchanged until 1950 when
the NFPA Hospital Operating Room Committee, working
with the NFPA Gas Committee, recommended that piping
of flammable anesthetic gases be prohibited. Later, spe-
cific safety requirements were added, such as for the
storage of gases, shutoff valve locations, check valves,
line-pressure gages, pressure switches and alarm panels,
and installation and testing criteria. Performance cri-
teria, in the form of operating pressure limits for different
gases, were added because no other organization had
included them in their documents, and uniformity of
systems operations was helpful to both medical staff,
designers, and the industry producing the equipment
for these piped systems.

Other NFPA documents have been developed over the
years that impact on medical piped gas systems. These
include documents on the subjects of emergency electric
power, bulk oxygen supplies, and building construction
(11–16).

Compressed Gas Association (CGA) Standards. The CGA,
an organization of manufacturers of gases and gas equip-
ment, publishes many documents on the subject of gases.
Some of these apply directly to medical gas piping systems;
others are generic and affect any closed gas system. Topics
addressed include gas cylinder criteria; noninterchange-
able connectors for cylinders and terminal outlets; liquefied
gas transfer connections; compressed gas-transfer connec-
tions; and commodity specifications for nitrogen, air,
nitrous oxide, and oxygen (1–6).

Other Organizations. (7–10).

VACUUM SYSTEMS

Some History

The development of vacuum central piped vacuum sys-
tems, in place of portable suction machines, occurred over a
period of time from the late-1940s to the early-1950s. These
systems did not have to face the same unknowns and
problems that the development of piped gases faced 20
years earlier. While they did not pose as great a threat as
piped gases [i.e., they were not carrying oxidizing gases at
50 psig (344.8 kPa)], they did have their own hazards (e.g.,
they carried flammable and/or nonflammable oxidizing
gases around a facility; created patient risks should the
system stop; created possible restrictive contamination of

orifices and low vacuum levels if orifices became clogged or
contaminated; and created excecssive loading on emer-
gency electrical power systems if not properly provided
for in the system). Since many vacuum systems were and
still are installed simultaneously with central piping sys-
tems for gases, they added to the problems associated with
installing two or more systems simultaneously (e.g., cross-
connections, incorrect labeling).

Until vacuum central piping systems were installed,
medicine utilized small portable suction pumps that cre-
ated a vacuum much the same way an ordinary vacuum
cleaner creates suction (Fig. 2). A major difference, how-
ever, is the type of collection container used. For a home
vacuum cleaner, a semiporous bag collects dirt; for a med-
ical vacuum machine, a nonporous ‘‘trap’’ is necessary
because of the products collected (e.g., body fluids of all
kinds, semiliquid bulk material). In addition, a major
problem with portable suction machines is the airborne
bacteria it can spread as it operates. Since vacuum pumps
operate on the principle of moving air from one place to
another, this movement can be unhealthy in a healthcare
setting where airborne bacteria can be infectious. Another
problem with individual suction pumps was their need to
be safe when flammable anesthetics were in use. (This
ceased to be a problem as flammable anesthetics were
replaced by nonflammable anesthetics in the 1960s and
1970s.) A central vacuum system eliminated these two
problems, since it exhausted contaminated air outdoors
and no electric motor was needed in the patient area in
order to provide the vacuum. (It should not be concluded
that portable suction pumps are no longer used. With
bacteria filters now available and used on suction pumps,
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Figure 2. Home vacuum cleaner (high volume, low degree of
vacuum) versus portable medical vacuum pump [low volume,
low-to-high (adjustable) level of vacuum].



these devices are still quite suitable, in the same fashion
that individual gas cylinders are still used.) It is necessary,
however, that a trap unit be used between the patient and
the vacuum control regulator and station inlet, so that
nothing but air is drawn into the piping system.

The other reason central (add) vacuum systems began to
be installed was the result of studies by the late David A.
McWhinnie, Jr., in the early 1950s that showed the eco-
nomic viability of these systems. Initially, vacuum central
piped vacuum systems served only operating rooms and
specialty areas, such as postanesthesia recovery rooms and
emergency rooms. General patient care areas were added
as demand for suction increased and economics made their
installation viable. The reduction in the spread of airborne
bacteria that central piped vacuum systems provided also
contributed to their installation in general patient care
areas as hospitals become more aware and concerned about
this hazard. Pediatric and neonatal areas were last to
install piped vacuum systems because of concern over what
high degrees of vacuum and flow rates might do to babies
(e.g., damage to very delicate tissues, possible collapse of
newly functioning lungs). With improvements in the reg-
ulation of the degree of vacuum and more staff education,
this concern abated, and piped vacuum systems were
installed in these areas as well.

System Components

A medical piped vacuum system can be diagrammed, as
shown in Fig. 3, in a fashion similar to the piped gas
system described above. However, remember that the
flow of subatmospheric air is opposite to the flow of pres-
surized gases in centrally piped gas systems. Note that
piped vacuum systems require much larger orifices at

inlet terminals than those at outlet terminals for gas
systems because of (1) the pressures involved [i.e., 12
in. (30.5 cm) of Hg (40.6 kPa) (negative pressure) as
opposed to 50 psi (344.8 kPa)]; and (2) the need for high
flow. As noted previously for piped gas systems, the
following description for piped vacuum systems includes
the major components of a large system. Of course, indi-
vidual systems will vary.

Sources for Vacuum. Pumps provide the means by
which suction is created. They draw in the air that exists
within the piped system, and exhaust it via a vent
discharge located on the outside of the building (generally
on a roof) and away from any intake vents. This config-
uration allows exhausted air, which may be infectious, to
dissipate into the atmosphere.

At least two pumps are required to be installed, each
with either one capable of providing adequate vacuum to
the entire system. This redundancy is necessary to keep
the vacuum system functioning in case one pump fails or
needs maintenance. To smooth out pump impulses and
provide a constant vacuum, a receiver (surge tank) is
required to be installed at the source site between the
pumps and the rest of the system. Shutoff valves and check
valves are to be installed for maintenance, and efficiency,
and to shut down the system (or portions of the system) in
the event of an emergency.

Piping (Distribution) System. Like piped gas systems,
the first standard on piped vacuum systems required metal
pipes to be used to connect the various patient care areas to
the receiver. And like gas systems, there were and still
are prescribed locations for shutoff valves, check valves,
vacuum switches, and vacuum-level gages.
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Figure 3. Components of a medical
piped vacuum central piping system
(simplified). Standards have been
developed for component and total-
system performance and safety. A
collection unit and a trap are requ-
ired between the inlet terminal and
the patient.



However, because of the subatmospheric operating
pressures and lower concentration of oxidizing gases in a
piped vacuum system as opposed to a piped gas system,
more types of metal pipes are allowed in the first standard
on these vacuum systems. Piping for vacuum systems may
have to be larger than piping for gas systems because of the
level of airflow (vacuum) required by medical staff. Also,
originally, the melting point allowed for joints can be lower
for piped vacuum systems was permitted to be lower than
the 10008 withstand-temperature required for piped gas
systems. However, it is recognized that vacuum systems
are sometimes installed at the same time as gas systems; as
such, it may be prudent in those situations to use one type
of piping throughout in order to reduce the chance of using
the wrong piping and/or brazing on the piped gas system.
In recent years, the committee responsible for piped
vacuum system requirements has gradually required the
type of piping for vacuum systems to be closer to that
required for piped gas systems.

A significant difference of piped vacuum systems from
piped gas systems permits connection of medical labora-
tories into patient care vacuum systems, though with the
stipulation that the connection be made directly into the
receiver and not via the pipes serving patient areas, so that a
fluid trap and manual shut off valve are included. Separate
systems, however, are encouraged.

Terminal Units (Station Inlets). The terminals for
vacuum systems (called inlets), resemble the outlets of
gas systems. Thus, it is required that they be clearly
labeled vacuum or suction. To preclude problems (since
piped vacuum systems sometimes are installed along at
the same time with piped gas systems), the connector used
for vacuum inlets is to be mechanically different from all
gas outlet connectors, thereby reducing the chance of
interconnection of gas and vacuum equipment.

Alarm Panels/Monitoring. Because vacuum is now a
critical tool in the practice of medicine, it, too, requires constant
monitoring. An audible/visual alarm panel (integrated with
one for a piped gas system if also installed) alerts staff to
problems similar to those of gas systems (e.g., pump malfunc-
tion, a drop in vacuum below a prescribed level).

Performance Criteria and Standards

With no vacuum standards in existence, the first piped
vacuum systems installed were based on prevailing
engineering expertise. While vacuum systems may seem
similar to gas systems (e.g., piping, the movement of gas,
although in the opposite direction), the design criteria for
them are very different technically. With a piped gas sys-
tem, after the source gas has been connected, the whole
system reaches and stabilizes at a narrow range of pressure.
In a piped vacuum system, a pump is trying to evacuate
a space and provide a degree of vacuum [measured in
inches of Hg (negative) and in volume displacement
(flow)] at each inlet. In the former, the gas itself within
the system provides a positive pressure and flow; in the
latter, a pump is required to create a subatmospheric
pressure and flow.

In the early 1950s, ineffective performance plagued
many piped vacuum systems. Staff techniques, the lack
of appropriate check valves, and widely divergent pump
sizing contributed to the problems. One city known to have
been investigating the problem was Detroit. During the
1950s, the city attempted to establish a municipal standard
for the piped vacuum systems in city hospitals. Several
of the major manufacturers of vacuum pumps became
involved in the effort. Because general agreement could
not be reached, the manufacturers suggested that industry
try to develop a standard. This led to Compressed Gas
Association (CGA) involvement, since many of its members
were by the late 1950s supplying vacuum pumps and inlet
connectors. In 1961, the CGA released a document (desig-
nated P-2.1) that included recommendations on pumps,
warning systems, piping, installation, and labeling. It also
included recommendations on pump sizing.

During the 1960s, staff practices were improved or
standardized. This included the location of collection bot-
tles (below patient level) and the use of regulator bypasses.
This helped system performance as well. Because there
continued to be differences of opinion in the engineering
world regarding piped vacuum system design, the CGA
approached the NFPA in the early-1970s about the NFPA
developing a medical–surgical vacuum system standard.
The NFPA agreed to the idea and a subcommittee of the
then Committee on Hospitals was established. After tests
of various pumps and suction-therapy equipment, and
surveys of actual systems in hospitals, a recommended
practice (designated NFPA 56K) was adopted by NFPA
in 1980. After 3 years, it was revised and changed to a
standard (being incorporated into NFPA 99, Standard for
Health Care Facilities, at the same time) (11). The NFPA
recommended practice (and then standard) generally con-
tained the same topics as the CGA document. Other stan-
dards that impact piped vacuum systems have been
developed. Most have already been mentioned or listed
for piped gas systems and cover such subjects as cleaning
and purging, pressure testing, and connection for emer-
gency electrical power.

As noted, the initial criteria for installing vacuum cen-
tral piped vacuum systems differed from piped gas sys-
tems. Of late, the major document on the subject (NFPA 99)
has gradually revised piped vacuum system requirements,
particularly on piping material, to that required for piped
gas systems. But if they a piped vacuum system is are
installed alongside a piped gas system at the same time the
gas system is installed, the installation standards of the gas
system should be considered to avoid possible degradation of
the gas system, which requires more stringent standards.

Requirements on piped vacuum system design have also
been deleted from the NFPA 99 document as it was seen to
be outside the scope of the document (NFPA 99 is a mini-
mum performance safety standard), as well as not changed
in the document for > 20 years.

MAINTENANCE OF SYSTEMS

A separate note on maintenance is deemed warranted
because of the inherent hazards posed by piped gas and
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vacuum systems, as well as the high reliance now placed on
these systems by medical–surgical–nursing staff. In the
former, everyone is affected by the hazards; in the latter,
failure of these systems can place patients at considerable
medical risk.

Like any system, periodic maintenance is necessary in
order to assure continuous, and optimum and safe level of
operation. For piped gas or vacuum systems, this includes
visual inspection of exposed pipes and outlets–inlets, sam-
pling of gases (gas systems), measurement of pressures
(gas systems), measurement of flow rates (vacuum sys-
tems), and testing of alarms. Guidance on this subject is
included in such documents as NFPA 99, Standard for
Health Care Facilities (11).

While today’s standards assure a high probability of
a safe and reliable system, mechanical failures can and
do occur, and human error or abuse still remain. Thus,
should a fault of some kind occur, or a wrong connection be
made, periodic maintenance should detect the condition
so that corrective action can be taken before a serious
incident occurs. This maintenance is particularly neces-
sary whenever either system is breached for upgrading,
component maintenance occurs, or system expansion pur-
posesis made. The value of these systems in the treatment
of patients demands no less.

Originial manuscript for this article was reviewed for
technical accuracy by John M.R. Bruner, M.D., W.E. Doer-
ing, William H.L. Dornette, M.D., James F. Ferguson,
Edwin P. Knox, (the late) David A. McWhinnie, Jr., Ralph
Milliken, M.D., and (the late) Carl Walter, M.D.
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GASTROINTESTINAL HEMORRHAGE
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Norfolk, Virginia

INTRODUCTION

Gastrointestinal (GI) hemorrhage is a common medical
problem, with significant morbidity and mortality. Tradi-
tionally, GI hemorrhage was managed by medically support-
ing the patient until the bleeding stopped or surgical
intervention was undertaken. The modern day management
of GI hemorrhage involves a multidisciplinary approach,
including gastroenterologists, surgeons, interventional radi-
ologists, primary care physicians, and intensivists. Despite
the evolution in management of GI hemorrhage, the
mortality rate has remained fairly constant, concentrated
in the elderly with greater comorbidity (1). Additionally,
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medical advances, e.g., proton pump inhibitors, H2

blockers, antimicrobial treatment of Helicobacter pylori,
and endoscopic management have led to a decrease in the
number of operations for hemorrhage, but not in the actual
number of hemorrhages (2). The incidence of upper GI
bleeding has remained relatively constant at 100–150/
100,000 people (3), with an estimated 300,000–350,000
admissions annually and a mortality rate of 7–10% (4).
Lower GI hemorrhage accounts for 20–30% of GI hemor-
rhage, and typically has a lower mortality rate than upper
GI bleeding.

There are three major categories of GI hemorrhage,
including esophageal variceal bleeding, nonvariceal upper
GI bleeding, and lower GI bleeding. Typically, upper GI
bleeding is classified as that bleeding occurring from a source
proximal to the ligament of Treitz, with lower GI bleeding
occurring distally. When bleeding occurs in the upper GI
tract, it can be vomited as bright red blood, referred to as
hematemesis. Slower bleeding from the upper GI tract is
often referred to as ‘‘coffee-ground emesis’’, which refers to
the vomiting of partially digested blood. Black, tarry stool is
referred to as melena, and usually originates from an upper
GI source, with the black color due to the action of acid on
hemoglobin. Visible blood in the stool, or bright red blood per
rectum, is referred to as hematochezia. Hematochezia is
usually indicative of lower GI bleeding, although brisk upper
GI bleeding may also present as hematochezia. The stool may
also be maroon, suggesting the blood has mixed with liquid
feces, usually in the right colon.

INITIAL EVALUATION AND RESUSCITATION

Upon presentation with GI hemorrhage, two large-bore
(16 gauge or larger) peripheral IVs should be placed and
intravascular volume resuscitation initiated with an
isotonic solution. Lactated Ringers is frequently pre-
ferred to 0.9% Normal Saline because the sodium and
chloride concentrations more closely approximate whole
blood. The ABCs of resuscitation are a priority in the
initial evaluation of the massive GI bleed, with careful
attention given to the airway because of the high inci-
dence of aspiration. The patient must be carefully mon-
itored to ensure the adequacy of resuscitation. In the
presence of continued rapid bleeding or failure of the
vital signs to improve following 2 L of crystalloid solu-
tion, the patient should also begin receiving blood. If
type-specific blood is not yet available, the patient may
receive O negative blood.

On presentation, blood is drawn for hematocrit, plate-
lets, coagulation profile, electrolytes, liver function tests,
and a type and cross. Caution must be used when eval-
uating the initial hematocrit, as this does not accurately
reflect the true blood volume with ongoing hemorrhage. A
foley catheter should be inserted to monitor for adequate
urine output as a marker for adequate resuscitation. An
NG tube should be inserted to evaluate for the presence of
upper GI bleeding, as bright red blood per NG tube indi-
cates recent or active bleeding. While clear, bilious aspi-
rate usually indicates that the source of bleeding is not
upper GI, this is not a definite as absence of blood on

nasogastric aspirate is associated with a 16% rate of
actively bleeding lesions found on upper endoscopy (5).

A thorough history is paramount when evaluating a
patient presenting with GI hemorrhage. The clinical his-
tory may suggest the etiology of hemorrhage, as well as
offer prognostic indicators. Important features in the his-
tory include a history of previous bleeding, history of peptic
ulcer disease, history of cirrhosis or hepatitis, and a history
of alcohol abuse. Also important is a history of medication
use, particularly aspirin, nonsteroidals, and anticoagu-
lants. Symptoms the patient experiences prior to the onset
of bleeding, such as, the presence or absence of abdominal
pain, can also be useful in the diagnosis.

A comprehensive physical exam must be done to eval-
uate the severity of the hemorrhage, as well as to assess
for potential etiology. Massive hemorrhage is associated
with signs and symptoms of shock, including tachycar-
dia, narrow pulse pressure, hypotension, and cool,
clammy extremities. The rectal exam may reveal the
presence of bright red blood or melena, as well as evi-
dence of bleeding hemorrhoids in a patient with bright
red blood per rectum. Physical exam is also useful to
evaluate for stigmata of liver failure and portal hyper-
tension, such as, jaundice, ascites, telangiectasia, hepa-
tosplenomegaly, dilated abdominal wall veins, and large
hemorrhoidal veins.

When faced with a patient presenting with GI hemor-
rhage, the complete history and physical exam will help
direct further management by assessing the likely source of
bleed. The initial questions that must be answered to deter-
mine management priorities include whether the likely
source of hemorrhage is from the upper or lower GI tract,
and if the bleeding is from an upper source, whether the
bleed is likely variceal or nonvariceal (Table 1).

UPPER GASTROINTESTINAL BLEEDING

Upper gastrointestinal bleeding is shown in Table 2.

Gastroesophageal Varices

Portal hypertension, defined as an increase in pressure
> 5 mmHg (0.666 kPa) in the portal venous system (6), can
lead to acute variceal hemorrhage. Cirrhosis, related to
either chronic alcohol abuse or hepatitis, is the most com-
mon cause of portal hypertension, and leads to an increased
outflow resistance, which results in the formation of a
collateral portosystemic circulation. Collaterals form most
commonly in the gastroesophageal junction and form sub-
mucosal variceal veins. Patients with isolated splenic vein
thrombosis often form submucosal varices in the fundus of
the stomach. Some 30–60% of all cirrhotic patients will
have varices at the time of diagnosis, and 5–8% develop
new varices each year (7). One-third of patients with
varices will experience variceal hemorrhage, with mortal-
ity from the first variceal bleed as high as 50% (8). Rebleed-
ing occurs frequently, especially in the first 6 weeks. Risk
factors for early rebleeding, within the first 6 weeks,
include renal failure, large varices, and severe initial
bleeding with hemoglobin < 8 g�dL�1 at admission (6).
The risk of late rebleeding is related to the severity of liver
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failure, ongoing alcohol abuse, variceal size, and renal
failure (6).

Variceal bleeding classically presents as massive, pain-
less upper GI hemorrhage in a patient with known cirrho-
sis. The management of acute variceal bleeding requires
attention to adequate resuscitation as well as control of the
active bleeding and minimization of complications related
to the bleed (Fig. 1). Early endoscopy is imperative for the
successful management of variceal bleeding. Frequently,

endoscopy is performed in conjunction with pharmacologic
therapy. Endoscopy is essential to confirm the diagnosis of
bleeding varices, as many patients with cirrhosis bleed
from a source other than varices. Endoscopic sclerotherapy
is effective in managing active variceal hemorrhage
70–90% of the time, and is superior to balloon tamponade
or vasopressin (6). Intravariceal and paravariceal injec-
tions are equally efficacious. Sclerotherapy should be
repeated at 1 week, and then at 1–3 week intervals until
the varices are obliterated. Endoscopic variceal band
ligation achieves hemostasis 90% of the time, and is felt
to have a lower rebleeding and complication rate than
sclerotherapy (9).

Pharmacologic therapy is used in conjunction with early
endoscopy in massive variceal bleeding. Vasopressin,
which works to cause splanchnic and systemic vasocon-
striction and thus decrease portal venous flow, was tradi-
tionally used to control hemorrhage, but its use is limited
by systemic side effects in 20–30% of patients (10). Vaso-
pressin causes systemic vasoconstriction, which is parti-
cularly problematic in patients with coronary artery
disease, in which vasoconstriction may induce myocardial
infarction. Simultaneous administration of intravenous
nitroglycerine will minimize the cardiac complications
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Table 1. Localization of Gastrointestinal Hemorrhage

Diagnosis History Physical Examination

Esophagus

Nasopharyngeal bleeding Epistaxis Blood in nares, blood dripping down
pharynx, evidence for
telangiectasias

Esophagogastric varices Alcoholism, lived in area where schistosomiasis
is endemic, history of blood transfusions
or hepatitis B

Stigmata of chronic liver disease, (e.g.,
gynecomastia, testicular atrophy,
parotid enlargement Cachexia,
Kaposi’s sarcoma, oral candidiasis)

Esophagitis Dysphagia, odynophagia; immunosuppressed,
(e.g., AIDS); diabetes mellitus, lymphoma,
elderly

Esophageal neoplasm Progressive dysphagia for solids Cachexia
Mallory–Weiss tear Retching or vomiting prior to hematemesis Not specific

Stomach

Acute gastric ulcer Intensive care unit setting Comatose, multiple burns, on respirator
Chronic gastric ulcer Peak between 55 and 65 years old Not specific
Acute hemorrhagic gastritis History of aspirin use, intensive care unit setting Similar to acute gastric ulcer
Gastric neoplasm Weight loss, early satiety; obstructive symptoms Cachexia, Virchow’s node; abdominal

mass
Gastric angiodysplasia Elderly Aortic stenosis murmur
Gastric telangiectasia Epistaxis, family history of Osler-Weber-Rendu

disease or history of renal failure
Telangiectasias on lips, buccal

mucosa, palate

Duodenum

Duodenal ulcer Epigastric pain Not specific
Aortoenteric fistula History of abdominal aortic aneurysm repair Laparotomy scar

Colon

Colonic neoplasm Often occult; if located in rectosigmoid
then may have obstructive symptoms

Mass on rectal examination

Cecal angiodysplasia Elderly, recurrent bleeding, low grade Aortic stenosis murmur
Colonic diverticuloses Severe, single episode of bright red blood per rectum Not specific

Table 2. Upper Gastrointestinal Bleeding

Differential Diagnosis of Upper GI Hemorrhage

Gastroesophageal varices
Mallory–Weiss tear
Esophagitis
Neoplasm esophagus, stomach, small bowel
Gastritis: stress, alcoholic, drug-induced
Angiodysplasia of stomach, small bowel
Peptic ulcer disease: stomach, duodenum
Dieulafoy ulcer
Aortoenteric fistula
Hemobilia



associated with vasopressin. Somatostatin, and its long-
acting analog Octreotide, work via inhibition of various
vasodilatory hormones, and therefore inhibit splanchnic
vasodilatation and decrease portal pressure. Somatostatin
is as effective as vasopressin, but without the systemic side
effects (11), and is currently the medication of choice to
reduce portal pressure.

Occasionally, a patient presents with massive variceal
hemorrhage not amenable to endoscopic or pharmacologic

therapy. Balloon tamponade, generally done with the
Sengstaken–Blakemore tube, can be used to achieve
short-term hemostasis, which is successful 60–90% of
the time (12). Caution must be taken to secure the airway
with endotracheal intubation prior to placement of the
tamponade balloon because of the high risk of aspiration.
Care must be used to ensure that the gastric balloon is in
the stomach prior to full insufflation, as migration or
inflation of the gastric balloon in the esophagus can lead
to esophageal rupture. The balloon can be left in place for
24 h, at which time endoscopic band ligation or sclerother-
apy can be performed.

Bleeding that cannot be controlled by endoscopic ther-
apy or that recurs should be managed with portal pressure
reduction. The initial approach currently used is the trans-
jugular intrahepatic portosystemic shunt (TIPS), which
can be done with or without general anesthesia. Potential
benefits to the use of general anesthesia include advanced
management of fluid dynamics by the anesthesiologist and
pain management for the patient. The TIPS method works
by creating a channel between the hepatic and portal veins,
which is kept patent by a metal stent, which achieves
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Table 3. Lower Gastrointestinal Bleeding

Differential Diagnosis of Lower GI Hemorrhage

Colonic diverticular disease
Colonic arteriovenous malformations
Neoplasm: colon, small bowel
Meckel’s diverticulum
Ulcerative colitis
Crohn’s disease
Colitis: infectious, ischemic, radiation-induced
Internal hemorrhoidal disease

Acute Hemorrhage Gastroesophageal Varices 
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- Endoscopy with band ligation  

  versus sclerotherapy

- Octreotide 
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Figure 1. Management of acute variceal bleeding.



hemostasis in 90% of patients (13). The downside of TIPS is
related to shunt thrombosis, which can occur early or late
and may result in recurrent variceal bleeding. Approxi-
mately 20% of patients by 1 year and 30% by 2 years
experience recurrent bleeding related to shunt thrombosis
(14,15). Complications related to TIPS procedures include
a 30% rate of encephalopathy, procedure related complica-
tions including inadvertent puncture of the portal vein
leading to massive hemorrhage, stent stenosis and mal-
function, and TIPS-associated hemolysis.

Traditionally, reduction of portal pressure was achieved
by surgical shunt procedures or devascularization. Surgi-
cal shunt procedures include nonselective shunts, which
divert all the portal flow away from the liver, and selective
shunts. Nonselective shunts include the portacaval end-
to-side and side-to-side shunts, the central spleno-renal
shunt, and the interposition portacaval shunt. Nonselec-
tive shunts are successful in achieving hemostasis in the
actively bleeding patient, but frequently lead to hepatic
encephalopathy as well as acceleration of liver failure.
Selective shunts include the distal splenorenal shunt
and the small-diameter mesocaval shunt. The selective
shunts have a lower rate of encephalopathy, but are fre-
quently complicated by uncontrollable ascites given the
continued portal flow. Nonshunt operations, including eso-
phageal transection and devascularization of the gastro-
esophageal junction are rarely used today. In the setting of
emergent operation for ongoing hemorrhage, a nonselec-
tive portacaval shunt is most frequently employed. The
distal splenorenal shunt is the most common shunt used for
elective control.

Once control of active bleeding is achieved, the focus
shifts to prevention of future bleeding. Endoscopic band

ligation is the treatment of choice for long-term manage-
ment of variceal hemorrhage (16). Beta-blockers in combi-
nation with nitrates have been shown to synergistically
lower portal pressures and thus decrease the risk of
rebleeding. Surgical shunting is an option in patients
refractory to endoscopic or pharmacologic therapy, with
the distal splenorenal shunt the most frequently used for
this indication. For patients with liver failure, liver trans-
plantation is effective for both longterm prevention of
bleeding as well as hepatic decompensation and death.

NONVARICEAL UPPER GI BLEEDS

Peptic Ulcer Disease

Peptic ulcer disease is the most common cause of upper GI
hemorrhage; accounting for between 40 and 50% of all
acute upper GI bleeds. Major complications related to
peptic ulcer disease include perforation, obstruction, and
hemorrhage and occur in � 25% of patients, with hemor-
rhage the most common complication. Risk factors for
peptic ulcer disease include infection with H. pylori, non-
steroidal antiinflammatory use, and physiologic stress
related to critical illness. Medical advances including pro-
ton pump inhibitors and H2 blockers have led to a
decreased need for operation for hemorrhage, but no
decrease in the actual number of hemorrhages (17).

Hemorrhage related to peptic ulcer will classically pre-
sent as hematemesis. In the setting of massive bleeding,
the patient may also present with hematochezia. The
patient may give a history of midepigastric abdominal pain
preceding the bleeding. Important elements in the history
include a history of peptic ulcer disease and recent usage of
aspirin or nonsteroidal medications. Adverse clinical prog-
nostic factors include age > 60 years, comorbid medical
conditions, hemodynamic instability, hematemesis, or
hematochezia, the need for emergency surgical interven-
tions, and continued or recurrent bleeding (18).

The initial diagnostic test on all patients presenting
with an upper GI bleed should be endoscopy. Endoscopy
is the best test for determining the location and nature of
the bleeding lesion, provides information regarding the
risk of further bleeding, and allows for therapeutic inter-
ventions. Endoscopy should be performed urgently in all
high-risk patients, and within 12–24 h for patients with
acute, self-limited episodes of bleeding. The goal of endo-
scopy is to stop the active hemorrhage and reduce the risk
of recurrent bleeding. Stigmata of recent hemorrhage (SRH)
are endoscopically identified features that help determine
which patients should receive endoscopic therapy. The SRH
include active bleeding visible on endoscopy, visualization of
a nonbleeding visible vessel, adherent clot, and a flat,
pigmented spot (18). Certainly, patients with the major
SRH including active bleeding or a visible vessel should
undergo endoscopic therapy, as meta-analysis has shown a
significant reduction in rates of continued or recurrent
bleeding, emergency surgery, and mortality in those who
received endoscopic therapy versus those who did not (19).

A variety of modalities exist for endoscopic therapy,
including injection, thermal, and mechanical therapy. Epi-
nephrine diluted 1:10,000 is the most frequently used
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Figure 2. Management of acute nonvaricea bleeding.



injection therapy, with injection into and adjacent to the
bleeding point until hemostasis is achieved. Other agents
used for injection therapy include ethanol, ethanolamine,
thrombin, and fibrin. Thermal therapy is generally deliv-
ered by coaptive techniques, including bipolar electrocoa-
gulation or heater probe. With coaptive coagulation, the
probe is used to physically compress the vessel prior to
delivery of heat to seal the vessel. Laser photocoagulation
and argon beam plasma coagulation are noncoaptive tech-
niques that are used less frequently. Mechanical therapy
with hemoclips can also be used in bleeding, although the
efficacy may be limited by ulcer location or a firm, scarred
ulcer base preventing adequate application of the clips. A
combination of injection therapy with epinephrine and
bipolar thermal therapy is the most common endoscopic
management of an acute bleed.

Despite initial success with endoscopic therapy, 15–20%
of patients will rebleed, generally within the initial 72 h
(18). While this was traditionally considered a surgical
indication, endoscopic retreatment is now recommended
for most patients. Repeat endoscopy rather than surgery
was found in a prospective, randomized study to be asso-
ciated with less complications and similar mortality
(20). Surgical indications include massive hemorrhage

unresponsive to resuscitation and continued bleeding
unresponsive to nonoperative management. For bleeding
gastric ulcers, the operation of choice is a wedge resection
to include the portion of the stomach containing the ulcer
with or without vagotomy. For duodenal ulcers, truncal
vagotomy, pyloroplasty, and direct oversewing of the bleed-
ing ulcer via duodenotomy is the most common operation.
Care must be taken to incorporate the proximal and distal
gastroduodenal artery as well as the transverse pancreatic
artery.

Therapeutic angiography is an option when therapeutic
endoscopy is unsuccessful and may be performed prior to
surgical intervention, as is effective, less invasive than
surgery, and does not impact on the ability to surgically
manage the bleeding if the intervention is unsuccessful.
Angiographic options include selective intra-arterial vaso-
pressin infusion or embolotherapy with microcoils, poly-
(vinyl alcohol) (PVA) particles, or gelatin sponge. Emboli-
zation is considered the first line angiographic therapy,
with success rates as high as 88% (21). Vasopressin is
selectively infused after bleeding has been identified by
contrast extravasation at an initial rate of 0.2 units per
minute, with an increase to 0.4 units per minute then 0.6
units per minute if hemostasis is not achieved. The infusion
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is continued for 12–24 h, and then gradually tapered.
Efficacy of vasopressin infusion ranges from 60 to 90%
(22). Side effects related to selective infusion of vasopressin
include abdominal cramping, fluid retention, hyponatre-
mia, cardiac arrhythmias, and systemic hypertension.
Vasopressin should not be used in patients with coronary
artery disease because of the risk for myocardial ischemia.

Pharmacologic therapy to reduce gastric acidity is gen-
erally started as an adjunct to endoscopic therapy. The H2
blockers were found in meta-analysis to reduce the rate of
continued bleeding, surgery, and death (23); however, a
subsequent multicenter randomized trial found no differ-
ence in rebleeding rates in patients randomized to famo-
tidine infusion versus placebo (24). Intravenous proton
pump inhibitors have been shown to reduce rebleeding
rates, length of hospital stay, and need for blood transfu-
sion (25). Treatment with a proton pump inhibitor is gen-
erally started on admission for upper GI bleed, and
continued as an adjunct to endoscopic therapy.

Mallory–Weiss Tear

The Mallory–Weiss syndrome describes acute upper GI
bleeding that occurs after retching or vomiting, and was
first described by Kenneth Mallory and Soma Weiss in
1929 (26). The increased intragastric pressure caused by
vomiting causes mucosal lacerations, which are usually
longitudinal. The typical presentation is a patient who
initially vomits gastric material, followed by hematemesis
and melena. Mallory–Weiss tears can also occur after any-
thing that raises intragastric pressure, such as blunt
abdominal trauma, severe coughing, childbirth, seizures,
and closed chest cardiac compression. Mallory–Weiss tears
classically occur at the gastroesophageal junction, but can
occur in the distal esophagus. The lesion is common, occur-
ring in 5–15% of patients presenting with upper GI bleed-
ing. The majority of Mallory–Weiss tears will stop bleeding
spontaneously, although some patients will require emer-
gency treatment for ongoing hemorrhage. Endoscopic
options for Mallory–Weiss bleeding include band ligation,
epinephrine injection, and hemoclip application. In cases
not amenable to endoscopic management, operative ther-
apy involves oversewing the laceration via a gastrotomy.

Gastritis

Stress gastritis is associated with multiple superficial gas-
tric ulcerations and is typically seen in the critically ill
patient. Mechanical ventilation and coagulopathy increase
the risk for hemorrhage in the critically ill. Prophylaxis
with H2 blockers and proton pump inhibitors has led to a
decrease in the incidence of stress gastritis in the critically
ill. Bleeding from gastritis usually is self-limited, not
requiring intervention. Early endoscopy is essential to
establish the diagnosis and rule out other sources of upper
GI bleeding. The patient should be started on pharmaco-
logic therapy with either proton pump inhibitors or H2
blockers at a therapeutic dose. Endoscopic laser anticoa-
gulation has been used for bleeding gastritis. Intraarterial
infusion of vasopressin or selective embolization may
also be used to arrest hemorrhage in gastritis. Ongoing
hemorrhage not amenable to nonsurgical management is

operatively managed with vagotomy, pyloroplasty, and
oversewing of the bleeding sites versus total gastrectomy.
The mortality for a patient requiring surgical management
of bleeding gastritis remains quite high.

Esophagitis

Esophagitis is an unusual cause of acute gastrointestinal
bleeding, and only rarely occurs in association with severe
reflux esophagitis. The history would be suggestive of gastro-
esophageal reflux, with symptoms, such as, heartburn,
cough, and hoarseness. Rarecauses of esophagitis associated
with bleeding in the immunocompromised patient include
infection with candida, herpes, or cytomegalovirus (27).

Neoplasm

Acute upper GI bleeding is a rare manifestation of esopha-
geal neoplasms, with < 5% of esophageal malignancies
presenting with an acute bleed. Occult, slow GI bleeding
is much more common with esophageal neoplasms. Benign
tumors of the esophagus include leiomyomas and polyps,
and are very unlikely to present with GI bleeding. Eso-
phageal hemangiomas, which constitute only 2–3% of
benign esophageal tumors, may present with potentially
massiveGIhemorrhage.Leiomyosarcomasaremorelikelyto
bleed than benign leiomyomas. When brisk bleeding occurs
in the setting of esophageal cancer, one also must consider
the erosion of the tumor into a major thoracic vessel.

Dieulafoy Vascular Malformation

Dieulafoy lesions are the result of arterioles of large diameter
(1–3 mm) running through the submucosa, with erosion of
the overlying mucosa resulting in bleeding. The mucosal
defect is usually small, without evidence of chronic inflam-
mation. Dieulafoy lesions generally present with brisk
hemorrhage, due to their arterial nature. Diagnosis is made
by upper endoscopy, with visualization of a small mucosal
defect with brisk bleeding. Management is initially endo-
scopic with epinephrine injection and bipolar thermal ther-
apy.Catheterembolizationisgenerallysuccessful inpatients
who fail endoscopic management. For patients requiring
surgical management, the operation involves a wedge resec-
tion of the lesser curve of the stomach at the site of the lesion.

AORTOENTERIC FISTULA

Aortoenteric fistula classically occurs as a communication
between a prosthetic aortic graft and the distal duodenum,
and the diagnosis should be entertained in any patient
presenting with an upper GI bleed who has undergone
aortic reconstruction. The time period from aortic surgery
to presentation is varied, and many patients present years
down the road. The patient will frequently present initially
with a sentinel bleed, which may be followed by massive
upper GI hemorrhage. Upper endoscopy is paramount to
making the diagnosis, as well as ruling out other sources of
upper GI bleeding. Upon making the diagnosis of aortoen-
teric fistula, the optimal management is surgical, with
removal of the aortic prosthesis, extra-anatomic bypass,
and repair of the duodenum.
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HEMOBILIA

Hemobilia classically presents as upper GI bleeding,
melena, and biliary colic. Diagnosis is established by upper
endoscopy, with visualization of blood from the ampulla.
Endoscopic retrograde cholangiopancreatography can
more clearly delineate the source of hemobilia. A variety
of disease processes can lead to hemobilia, including hepa-
tobiliary trauma, chronic cholelithiasis, pancreatic cancer,
cholangiocarcinoma, and manipulation of the hepatobili-
ary tree. While hemobilia remains a rare cause of upper GI
bleeding, the frequency is increasing related to increased
manipulation of the hepatobiliary system and improved
diagnostic modalities. Many cases of hemobilia will resolve
without intervention. In the setting of ongoing hemor-
rhage, angiography with selective embolization of the
bleeding vessel is the primary treatment modality. Surgery
is reserved for failure of angiographic management.

LOWER GI BLEEDING

The passage of bright red or maroon blood via the rectum
suggests a bleeding source distal to the ligament of Treitz,
although blood can originate from any portion of the GI
tract, depending on the rate of bleeding. Some 80–90% of
lower GI bleeding will stop spontaneously. Initial resusci-
tation is similar to the patient presenting with upper GI
bleeding, with hemodynamic assessment, establishment of
appropriate access, and thorough history and physical
exam. Visual inspection of the anorectal region, followed
by anoscopy is essential to rule out a local anorectal con-
dition such as hemorrhoids as the source of bleeding. A
variety of modalities are available to further define the
etiology of the bleeding, including endoscopy, nuclear med-
icine, angiography, and intraoperative localization.

The timing of colonoscopy for acute lower GI bleeding is
controversial, with early (within 24 h of admission) colono-
scopy increasingly advocated. Certainly, visualization may
be difficult in a massively bleeding patient. Aggressive
bowel prep can be given for 6–12 h prior to endoscopy, with
the benefit of improved visualization. The benefit of early
colonoscopy, similar to early upper endoscopy for upper GI
bleed, is the opportunity for endoscopic diagnosis and
therapy, using injection therapy and thermal modalities.
Colonoscopy can directly visualize the bleeding source,
which is beneficial in directing the surgeon in resection
if the patient has continued or recurrent hemorrhage.
Additionally, early colonoscopy may shorten hospital
length of stay (28).

Nuclear scans can localize the site of lower GI bleeding
and confirm active bleeding, with sensitivity to a rate of
bleeding as low as 0.05–0.1 mL�min�1. Bleeding scans use
either 99mTc sulfur colloid or 99mTc-labeled erythrocytes,
with radioactivity detected by a gamma camera, analyzed
by computer, and recorded onto photographic film. The
99mTc sulfur colloid has the advantage of detection of
bleeding as slow as 0.05 mL�min�1, is inexpensive, and
easy to prepare, but only will detect bleeding within 10
min of injection as it disappears quickly from the blood-
stream (21). 99mTc-labeled erythrocytes detect bleeding as

slow as 0.1 mL�min�1, and circulate within the bloodstream
for 24 h. The 99mTc-labeled erythrocyte technique is gen-
erally considered the test of choice because of an increased
sensitivity and specificity when compared with the 99mTc
sulfur colloid (21). When a bleeding scan is positive, angio-
graphy or endoscopy is recommended to confirm the loca-
tion of bleeding, to diagnose the specific cause, and to
possible apply either endoscopic or angiographic therapy.

Angiography is advantageous because of the potential
for both localization and treatment. Angiographic control
can permit elective rather than emergent surgery in
patients who are good surgical candidates, and can provide
definitive treatment for poor surgical candidates. Bleeding
can be detected at a rate as low as 0.5 mL�min�1. The SMA
is cannulated initially, with cannulation of the IMA if the
SMA study is nondiagnostic. When bleeding is localized,
either vasopressin infusion or superselective catheter
embolization may be used. Vasopressin is used in a method
similar to upper GI bleeding, with an infusion rate of 0.2–
0.4 units�min�1. Efficacy varies from 47–92%, with rebleed-
ing in up to 40% of patients (21). Vasopressin is particularly
effective for bleeding from diverticula.

Angiographic embolization may be done with a variety
of agents, including coil springs, gelatin sponge, cellulose,
and (PVA). There is less collateral blood supply in the lower
G tract than in the upper, so embolization was initially
thought to be a salvage therapy for those patients who
would not tolerate an operation. Recent innovations in
catheter and guidewire design, however, have enabled the
interventional radiologist to superselectively embolize the
bleeding vasa recta, sparing the collateral vessels and thus
minimizing ischemia. Several small studies have reported
successful embolization without intestinal infarction (21),
with combined results showing successful hemostasis in 34
of 37 patients. Superselective embolization with coaxial
microcatheters is currently considered the optimal angio-
graphic therapy.

Traditionally, emergency operations for lower GI bleed-
ing were required in 10–25% of patients presenting with
bleeding (29). Surgical indications traditionally include
hemodynamic instability, ongoing transfusion require-
ments, and persistent or recurrence of hemorrhage. If
the bleeding has not been localized, a total abdominal
colectomy with ileorectal anastomosis or end ileostomy is
performed. If the lesion has been localized to either the
right or left side of the colon, a hemicolectomy may be
performed. With the advances in angiography available,
the surgical indications are evolving. If an angiographer is
readily available, angiographic localization and therapy is
a viable option even for the hemodynamically unstable or
persistently bleeding patient, thus avoiding the high mor-
bidity and mortality associated with emergent total colect-
omy in this patient population.

Diverticulosis

The most common cause of lower GI bleeding is diverticular
disease. Diverticular disease increases with age and is
present in 50% of people > 80 years. Less than 5% of these
patients, however, will hemorrhage. While most diverti-
cula are found distal to the splenic flexure, bleeding
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diverticula more frequently occur proximal to the splenic
flexure. Classically, the patient will present with sudden
onset of mild lower abdominal pain and the passage of
maroon or bright red bloody stool per rectum. The major-
ity of diverticular bleeds will stop spontaneously, with a
recent study showing spontaneous resolution in 76% of
patients (1). About 20–30% of patients will have a recur-
rent bleeding episode, of which the majority will again
stop without intervention. Patients that have persistent
or recurrent bleeding should be considered for surgical
therapy, particularly if the site of bleeding has been
localized. High risk surgical patients can be treated with
angiographic or endoscopic therapy.

Angiodysplasia

Angiodysplasia arises from age-related degeneration of
submucosal veins and overlying mucosal capillaries, with
frequency increasing with age. The bleeding tends to be
less severe than with diverticular bleeds, and frequently
resolves spontaneously, although recurrence is common.
Diagnosis can be made by colonoscopy, with electrocoagu-
lation as definitive therapy. Angiography may also be used
for diagnosis, with the angiographic hallmarks a vascular
tuft from an irregular vessel, an early and intensely filling
vein resulting from arteriovenous communication, and
persistent venous filling (30). Angiographic therapy with
vasopressin can be used for treatment.

Neoplasm

While polyps and cancers frequently present with blood per
rectum, they rarely cause massive hemorrhage as the
presenting symptom. Diagnosis is made with colonoscopy.
Management of a polyp is via colonoscopic polypectomy,
while cancer requires surgical resection. Occasionally, a
patient will present up to 1 month following a polypectomy
with lower GI bleeding, which should prompt colonoscopy
and thermal or injection therapy to the bleeding polypect-
omy site.

Meckel’s Diverticulum

Meckel’s diverticulum is an unusual cause of GI bleeding,
and usually occurs in the first decade of life. The etiology of
the bleeding is ectopic gastric mucosa in the diverticulum
with resultant ulceration of adjacent bowel. Diagnosis is
usually demonstrated by nuclear scanning demonstrating
the ectopic gastric mucosa. Management is with surgical
resection of the diverticulum as well as the adjacent bowel.

Ischemic Colitis

Ischemic colitis generally presents with bloody diarrhea,
and massive lower GI bleeding is rare in this population.
The bloody diarrhea is due to mucosal sloughing. Ischemic
colitis should be suspected in patients with a history of
vascular disease and in critically ill, hypotensive patients
with a low flow state. Diagnosis is made by flexible endo-
scopy showing evidence of ischemia. Management for early
ischemia is resuscitation and improvement of blood flow.
Advanced ischemia requires surgical resection of the necro-
tic portion of the bowel.

Inflammatory Bowel Disease

GI bleeding characterizes both Crohn’s disease and ulcera-
tive colitis; however, massive bleeding is quite uncommon.
The bleeding from inflammatory bowel disease is usually
self-limited, and rarely acutely requires surgical attention.
Diagnosis is made by colonoscopy, with identification of
features unique to these entities and biopsy for pathology.
Occasionally, ulcerative colitis will present fulminantly
with massive hemorrhage and require surgical resection,
consisting of total colectomy, end ileostomy, and Hartman’s
pouch, leaving the possibility for future conversion to an
ileo-pouch anal anastomosis. Both entities are managed
with immunosuppressive medications.
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INTRODUCTION

Glucose assay is arguably the most common of all medical
measurements. Billions of glucose determinations are
performed each year by laypeople with diabetes based on

‘‘fingersticking’’ and by healthcare professionals based on
blood samples. In fingersticking, sample collection involves
the use of a lancet to puncture the skin of the fingertip or
forearm to produce a small volume of blood and tissue fluid,
followed by collection of the fluid on a reagent-containing
strip and analysis by a handheld meter. Glucose measure-
ments coupled to discrete sample collection continue to be
the most common method of glucose monitoring. However,
new types of sensors capable of continuous glucose mon-
itoring are nearing clinical introduction. Continuous or
near-continuous glucose sensors may make possible new
and fundamentally different approaches to the therapy of
the disease. This article reviews recent progress in the
development of new glucose sensors and describes the
potential roles for these sensors in the improved treatment
of diabetes.

THE CASE FOR NEW GLUCOSE SENSORS

The objective of all forms of therapy for diabetes is the
maintenance of blood glucose near normal levels (1). The
Diabetes Control and Complications Trial (or DCCT) and
counterpart studies such as the United Kingdom Preven-
tion of Diabetes Study (UKPDS) have clearly demon-
strated (Fig. 1) that lower mean blood glucose levels
resulting from aggressive treatment can lead to a
reduced incidence and progression of retinopathy,
nephropathy, and other complications of the disease
(2,3). These prospective studies showed definitively that
there exists a cause-and-effect relationship between poor
blood glucose control and the complications of diabetes.
As convenient means for frequent glucose assay were not
available at the time, glucose control was assessed in
these trials by glycosylated hemoglobin levels (HbA1c),
which indicate blood glucose concentrations averaged
over the previous 3 month period. Although HbA1c levels
are useful for assessment of longitudinal blood glucose
control, the values indicate only averaged blood glucose,
rather than blood glucose dynamics (i.e., how blood
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Figure 1. The results of the DCCT (2). Results show that impr-
oved glucose control, measured by a reduction in the fraction of
glycosylated hemoglobin, leads to reduced long-term complications
of diabetes. (Copyright # 1993, Massachusetts Medical Society.)



glucose changes with time), and cannot be used for
immediate adjustment of therapy (4). There is general
agreement that frequent determination of glucose by a
sensing method that is convenient and widely acceptable
to people with diabetes would allow a finer degree of
control. Normalization of blood glucose dynamics may be
of equal or greater importance than normalizationof average
blood glucose. The results of the DCCT and related studies
point to the need for practical new approaches to achieve
control.

The primary need for a new type of glucose sensor is to
facilitate improved treatment of type 1 diabetes. In this
case, the insulin producing ability of the pancreas has been
partially or fully destroyed due to a misdirected autoim-
mune process, making insulin replacement essential. The
sensor would help avoid the long-term complications
associated with hyperglycemia (i.e., above-normal blood
glucose) by providing information to specify more timely
and appropriate insulin administration. It is now becom-
ing widely appreciated that a new sensor could also be
beneficial for people with the more common type 2 dia-
betes, where a progressive resistance of peripheral tissues
to insulin develops, leading to glucose imbalances that
can eventually produce long-term clinical consequences
similar to type 1 diabetes. Type 2 diabetes is related to
obesity, lifestyle, and inherited traits. In recent years,
the incidence of type 2 diabetes has increased at extra-
ordinary rates in many populations, to the point of
becoming a worldwide epidemic (5). It is estimated that
within 10 years, the prevalence of diabetes may approach
210 million cases worldwide (6). This places increased
urgency on developing new approaches to managing or
preventing the disease where possible, and a meliorating
its consequences.

In addition, an automatic or continuous sensor may also
have an important role in preventing hypoglycemia (i.e.,
below-normal blood glucose). Hypoglycemia is caused pri-
marily by a mismatch between the insulin dosage used and
the amount of insulin actually needed to return the blood
glucose level to normal. Many people with diabetes can
reduce the mean blood glucose by adjustment of diet,
insulin, and exercise, but when aggressively attempted,
this has led to a documented increase in the incidence of
hypoglycemia (7). Below-normal glucose values can rapidly
lead to cognitive lapses, loss of consiousness, and life-
threatening metabolic crises. In children, there is concern
that severe hypoglycemic events may lead to neurologic
sequelea (8). A significant percentage of deaths of people
under 40 with type 1 diabetes is due to the ‘‘dead-in-bed’’
syndrome (9), which may be linked to nocturnal hypogly-
cemia. Some experts claim that ‘‘. . . the threat of severe
hypoglycemia remains the single most important barrier to
maintaining normal mean blood glucose’’ (10). A continu-
ous glucose sensor that does not depend on user initiative
could be part of an automatic alarm system to warn of
hypoglycemia and provide more confidence to the user to
lower mean blood glucose, in addition to preventing hypo-
glycemia by providing improved insulin dosages. Hypogly-
cemia detection may be the most important application of a
continuous glucose sensor. Ultimately, a glucose sensor
may also be useful in the prediabetic state to indicate

behavior modification for reduction of metabolic stress
on the pancreas.

Beyond applications in diabetes, it has recently been
shown that stricter glycemic control during surgery and
intensive care can reduce mortality in non-diabetic
patients and significantly shorten the hospital stay (11).
The exact mechanism of this effect has not been elucidated,
but the benefit is closely tied to the extent of glucose control
and not simply insulin dosage (12). This is another impor-
tant application for new glucose sensors.

Alternatives to sensor-based therapies for diabetes are
more distant. Several biological approaches to diabetes
treatment have been proposed, including pancreatic trans-
plantation, islet transplantation, genetic therapies, stem
cell-based therapies, new pharmaceutical strategies, islet
preservation, and others. Whole or partial organ and islet
transplantation requires discovery of methods for assuring
immuno-tolerance that do not rely on anti-rejection drugs
and approaches for overcoming the shortage of transplan-
table pancreatic tissue. Potential therapies based on stem
cells, if feasible, require basic research on growth, regula-
tion, and implementation of the cells, and share the
immuno-intolerance problem. Genetic therapies are lim-
ited by incomplete understanding of the complex genetic
basis of diabetes, as well as progress in developing site-
specific gene delivery, activation, and inactivation. Although
transplantation, stem cell, and genetic approaches are
based wholly on biological materials, it is not certain that
the glucose and insulin dynamics resulting from their use
will necessarily be near-normal or readily adjustable.
Immunotherapeutic approaches for in situ preservation
of islets are also being studied but, if eventually feasible,
are far off and may require lifetime immune system mod-
ulation. The possibility of prevention of type 1 diabetes
relies on development of timely methods for early detection
of the disease and discovery of an acceptable approach to
avoid or interrupt the islet destruction process. Further-
more, prevention will have little value for people who
already have diabetes. These alternatives require sub-
stantial basic research and discovery, and while often
highly publicized, are not likely to be available until far
into the future, if eventually feasible.

Although new glucose sensors have the advantage of
being closer to clinical introduction, there are certain other
advantages as well. First, no anti-rejection medication will
be needed. Second, the sensor will provide real-time infor-
mation about blood glucose dynamics that is not available
from other technologies. Third, in addition to real-time
monitoring, continuous sensor information may be useful
to predict blood glucose ahead of the present (13), a cap-
ability not feasible with the other approaches. Real-time
monitoring and predictive capabilities may lead to entirely
new applications of present therapies. Fourth, the sensor
could operate in parallel with various other therapies,
should they become available. The glucose sensor will
likely have broad application, regardless of whether or
when other technologies are introduced.

The sensor is also key to the implementation of the
mechanical artificial beta cell. In the ideal configuration,
this device would have an automatic glucose sensor, a
refillable insulin pump, and a controller containing an
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algorithm to direct automatic pumping of insulin based on
information provided by the sensor. There has been pro-
gress on development of several of the components of
this system, including: (1) external insulin pumps, which
operate in a substantially preprogrammed mode with
minor adjustments by the user based on fingerstick
glucose information; (2) long-term implantable insulin
pumps that operate in a similar way; (3) models of glucose
and insulin distribution in the body that may eventually
be useful in conjunction with control systems; and (4)
controllers to direct insulin pumping based on sensor
information. In contrast to other approaches to insulin
delivery, the mechanical artificial beta cell has the advan-
tage that the insulin response can be reprogrammed to
meet the changing needs of the user. Development of an
acceptable glucose sensor has thus far been the most
difficult obstacle to implementation of the mechanical
artificial beta cell.

THE IDEAL GLUCOSE SENSOR

The likelihood that glucose monitoring will reach its full
potential as a tool for the therapy of diabetes depends on
the technical capabilities of candidate sensors and the
general acceptance of sensors by people with diabetes.
Technical requirements of the sensor system include: spe-
cificity for glucose in the presence of interfering biochem-
icals or physiological phenomena that may affect the
signal; sensitivity to glucose and adequate concentration
resolution over the relevant range; accuracy as compared
to a ‘‘gold standard’’ blood glucose assay; a sufficiently short
response lag to follow the full dynamic range of blood
glucose variations; reliability to detect mild hypoglycemia
without false positives or negatives; and sufficient stability

that recalibration is rarely needed. The specific criteria
for sensor performance remain a matter of consensus and
may become better defined as sensors are introduced. The
general acceptance of new sensors by people with diabetes
will be based on such factors as safety, convenience, relia-
bility, automatic or initiative-independent operation, infre-
quent need for recalibration, and independence from
fingersticking.

For the glucose sensor to be a widely accepted innova-
tion, the user must have full confidence in its accuracy and
reliability, yet remain uninvolved in its operation and
maintenance. Sensor systems under development have
yet to reach this ideal, but some promising aspirants are
described below. Short of the ideal, several intermediate
sensing technologies with limited capabilities may find
some degree of clinical application and, if used effectively,
may lead to substantial improvements in blood glucose
control. Nevertheless, the most complete capabilities will
lead to the broadest adoption by users.

GLUCOSE SENSORS AND SENSING METHODOLOGIES

Several hundred physical principles for monitoring glucose
have been proposed since the 1960s. Many are capable of
glucose measurement in simple solutions, but have
encountered limitations when used with blood, employed
as implants, or tested in clinically relevant applications.
Certain others have progressed toward clinical application.
A brief summary of the history of events related to glucose
sensor development is shown in Figure 2.

Present Home Glucose Monitoring

A major innovation leading to improved blood glucose
management was the widespread use of home glucose
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Figure 2. A time-line of some important developments relating to glucose sensors (2,14–24).



monitoring in the 1980s (22). Present commercial versions
of this technology are available with respective methods for
glucose assay, data presentation and storage, sample
volume requirements, and various convenience features
(Fig. 3). These devices employ single-use strips based on
enzyme methods discussed below. The widespread applica-
tion of home glucose monitoring has permitted laypeople
with diabetes to assume a newfound role in the manage-
ment of their disease. The present standard-of-care recom-
mends glucose measurement three or more times a day for
insulin-dependent individuals (25), but a small number of
individuals samples 10 or more times daily. It is generally
suspected that the average sampling rate is inadequate
and a recent publication noted that only 56% of diabetic
individuals sampled their blood glucose once or more daily
(26). The general resistance to more frequent sampling
may be related to several factors, including: the pain
associated with finger puncture, the requirement for user
initiative, the general inconvenience of the assay, and
unwillingness to carry out nocturnal testing (27).

When sampling is not sufficiently frequent, undetected
blood glucose excursions can occur between samples. It has
been shown that blood glucose measurements must be
obtained every 10 min to detect all blood glucose excursions
in the most severe diabetic subjects (28), although slower
blood glucose excursions in the majority of people with
diabetes may not require sampling at this frequency. The
fact that the sample frequency required to detect all gly-
cemic excursions is not clinically feasible with present
technology indicates that the dynamic control of blood
glucose is currently not practiced in diabetes management.

To compensate for infrequent monitoring, users typi-
cally adopt various strategies to estimate blood glucose
concentration using subjective ad hoc models. These stra-
tegies rely on the most recent reported values of glucose, in
conjunction with the timing and content of recent or
upcoming meals, insulin therapy, and exercise. The effec-
tiveness of these strategies is limited and the constant
attention required to make such estimates represent a

substantial intrusion in lifestyle. Although glucose mon-
itoring by fingersticking is likely to become more accepta-
ble as the sample volume and the pain associated with
sample collection are reduced, the problem of infrequent
sampling and the requirement for user initiative will con-
tinue to be the major obstacles to the improvement of
glucose control based on this technology.

Noninvasive Optical Sensing Concepts

Noninvasive optical methods are based on directing a beam
of light onto the skin or through superficial tissues, and
recording the reflected, transmitted, polarized, or absorbed
components of the light (29). A key requirement for success
of these methods is a specific spectral region that is suffi-
ciently sensitive to glucose, but insensitive to other similar
optically active interfering molecules and tissue struc-
tures. Several optical methods allow straightforward glu-
cose measurement in simple aqueous solutions, but are
ineffective at detecting glucose in tissue fluid, plasma, or
blood. If an optical approach can be validated, a non-
invasive sensor might be possible. For this reason, an
intensive research effort and substantial industrial invest-
ment over the past two decades have gone into investiga-
tion of these concepts.

Infrared (IR) absorption spectroscopy is based on excita-
tion of molecular motions that are characteristic of the
molecular structure. The near-infrared (NIR) region of the
spectrum (750–2500 nm) is relatively insensitive to water
content so that the beam penetration depth in tissues can
be substantial (30). Trials to identify a clinical correlation
between NIR signals and blood glucose have employed
various computational methods for analyzing the absorp-
tion spectrum. Basic studies have focused on identifying
the absorbing species and tissue structures responsible for
optical signals. However, after much effort the operating
conditions that provide selectivity for glucose have yet to be
established, leading one investigator to conclude that ‘‘. . .
signals can be attributed to chance’’ (31).

Raman spectroscopy relies on detecting scattered emis-
sions associated with vibrational molecular energy of the
chemical species (as opposed to transmitted, rotational, or
translational energy). Early studies compared the mea-
surement in water of three different analytes (urea, glu-
cose, lactic acid) and found that glucose levels could be
determined with limited accuracy (32). Raman spectro-
scopy has been applied in the aqueous humor of the eye
(33), which is thought to reflect delayed blood glucose levels
over certain ranges (34). As with other optical methods,
adequate specificity for glucose in the presence of other
molecules remains to be demonstrated.

Measurement of the concentration using polarimetry is
based on ability of asymmetric molecules such as glucose to
rotate the plane of polarized light (35). This method is
limited by the presence of other interfering asymmetric
molecules, as well as the thickness and light scattering by
tissues in the region of interest (30). Considerable devel-
opment of polarimetry has centered on measurements in
the anterior chamber of the eye (36), but there is yet to be
a demonstration of sufficient selectivity under biological
conditions.
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Figure 3. A small collection of home glucose monitoring equip-
ment developed over the past decade. At either end (above) are
devices used to puncture the skin for sample collection. Examples
of commercial glucose meter (above, center) are also shown. Strips
(below) contain immobilized glucose oxidase and are discarded
after a single measurement.



Attempts at validation of optical sensor concepts have
involved two general approaches. One approach endeavors
to establish selectivity for glucose by identification of the
components of tissues besides glucose that contribute to
the optical signal, and determine if the effects of these
interfering substances can be eliminated or the observed
signals can be reconstructed based on all contributions.
This has not yet been successful, in spite of intensive
efforts. The impediment is the large number of optically
active components in tissues, many of which produce much
stronger effects than glucose. A second approach to valida-
tion involves identifying an empirical relationship between
the observed optical signal in vivo and simultaneously
recorded blood glucose concentration. Noninvasive optical
approaches have been the premise of several human clin-
ical trials, all of which have been unsuccessful. The pro-
spects for a non-invasive optical glucose sensor are distant.

Implantable Optical Sensor Concepts

Implanted optical sensors offer the prospect of a less con-
gested optical path, at the expense of requiring a more
complicated device and confronting the foreign body
response. One promising optical concept is based on che-
mical interaction between glucose and an optically active
chemical species that is immobilized in an implanted,
glucose-permeable chamber. The interaction creates a
change in the optical signal which, under ideal conditions,
may indicate glucose concentration. An example is the
‘‘affinity sensor’’ (37), in which glucose competes with a
fluorescent substrate for binding with a macromolecule,
Con A, resulting in a change in the optical signature. A
similar detection strategy has been proposed as part of an
implantable intraocular lens (38). There are difficulties
with biocompatibility of the implant, design of the cham-
ber, specificity of the optical detector, as well as toxicity and
photobleaching of the indicator molecules (38). These sys-
tems have yet to be extensively tested.

Tissue Fluid Extraction Techniques

The interstitial fluid that irrigates tissues contains glucose
derived from the blood in local capillaries. Several strate-
gies have been devised to extract this fluid for glucose
assay.

Microdialysis is based on a probe consisting of a fine
hairpin loop of glucose-permeable dialysis tubing in a
probe that is inserted into subcutaneous tissues (39). A
fluid perfusate is continuously circulated through this
tubing by a pump contained in an external apparatus
(40), collected, and assayed for glucose concentration using
an enzyme electrode sensor (Fig. 4). This methodology relies
on the exchange of glucose between the microvascular
circulation and the local interstitial compartment, transfer
into the dialysis tube, and appropriate adjustment of the
pumping pressure and perfusion rate (41). The advantage of
the system is that a foreign body response of the tissue and
local mass transfer resistance are slow to develop due to
the sustained tissue irrigation, but drawbacks include
the requirement for percutaneous access, the need for
frequent relocation of the probe to minimize the chance

of infection, and management of the external apparatus
by the user. This device may find clinical applications for
short-term monitoring.

Reverse iontophoresis employs passage of electrica cur-
rent between two electrodes placed on the surface of the
body to extract tissue fluid directly through the intact skin
(42). Glucose in the fluid has been measured by an enzyme
electrode-type sensor as part of a wristwatch-like appara-
tus (43) (Fig. 5). With a 2 h equilibration process after
placing the device and a fingerstick calibration, the sensor
can take measurements as often as every 10 min for 12 h, at
which time sensor components must be replaced and the
sensor recalibrated (44). This sensor was approved by the
Food and Drug Administration (FDA) for indicating glu-
cose trends, but users are instructed to revert to more
reliable conventional assays for insulin dosing decisions.
Minor skin irritation has been reported as a side effect (45).
Although this sensor was briefly available commercially, it
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Figure 4. Diagram of a microdialysis probe (39). The semiperme-
able membrane at the probe tip allows exchange of soluble mole-
cules between the probe and surrounding tissue. Samples are
continuously collected and analyzed. (Used with permission of
BMJ Publishing Group.)

Figure 5. The Glucowatch Biographer (43). An integrated system
for sample extraction by reverse iontophoresis and glucose sen-
sing. (Used with permission from John Wiley & Sons, Inc.)



was not successful as a product due to its limited capabil-
ities and inconvenience.

Implantable Enzyme Electrode Sensors

The most promising approaches have been various config-
urations of the enzyme electrode sensor based on immobi-
lized glucose oxidase coupled to electrochemical detectors.
The enzyme catalyzes the reaction:

glucose þ O2 þ H2O ! gluconic acid þ H2O2 ð1Þ

Monitoring of glucose can be based on detection of
hydrogen peroxide production, oxygen depletion, or elec-
tron transfer via a conductive polymer link, as described
below. Enzyme electrode sensors must contact the sample
fluid to be assayed, and therefore require either sensor
implantation or sample extraction (as in the case of
reverse iontophoresis, microdialysis sensors and finger-
stick devices). By employing the enzyme, sensors can have
a significant advantage over non-enzymatic sensors of
being specific for glucose rather than just selective. How-
ever, the benefits of enzyme specificity may not be fully
realized unless the sensor is properly designed. To achieve
the best performance, enzyme electrode sensors must
include design features to address enzyme inactivation,
biological oxygen variability, mass transfer dependance,
generation of peroxide, electrochemical interference, and
other effects.

From the perspective of biocompatibility, sensors can be
implanted either in direct contact with blood or with tis-
sues. Biocompatibility in contact with blood depends on the
surface properties of the sensor as well flow characteristics
at the implant site. Implantation in an arterial site, where
the pressure and fluid shear rates are high, poses the
threat of blood clotting and embolization, and is rarely
justified. Central venous implantation is considerably
safer, and there are several examples of successfull long-
term implants in this site.

Implantation of the sensor in a tissue site is safer, but
involves other challenges. The sensing objective is to infer
blood glucose concentration from the tissue sensor signal,
and factors that affect glucose mass transfer from nearby
capillaries to the implanted sensor must be taken into
account. These factors include: the pattern and extent of
perfusion of the local microvasculature; regional perfusion
of the implant site, the heterogeneous distribution of sub-
strates within tissues, and the availability of oxygen. There
are also substantial differences in performance between
short- and long-term implant applications. In the short term,
a dominant wound healing response prevails, whereas in
the long term, encapsulation may occur. Definitive studies
are needed to establish the real-time accuracy of implanted
sensors and determine when recalibration is necessary.
Studies should be designed to ascertain whether signal
decay is due to enzyme inactivation, electrochemical inter-
ference, or tissue encapsulation. More information is
needed about the effect of these processes on the sensor
signals.

There are >104 technical publications and several thou-
sand patents related to glucose measurement by glucose
oxidase-based enzyme electrodes, although only a fraction

of these address implant applications. Rather than an
attempt to be comprehensive, comments here are limited
to examples of the most advanced approaches intended for
implant applications.

Enzyme Electrode Sensors Based on Peroxide Detection.
Detection of hydrogen peroxide, the enzyme reaction pro-
duct, is achieved by electrochemical oxidation of peroxide
at a metal anode resulting in a signal current that passes
between the anode and a counterelectrode (46). A mem-
brane containing immobilized glucose oxidase is attached
to the anode and, in the presence of glucose and oxygen
under certain conditions, the current can reflect glucose
concentration.

The peroxide-based sensor design is used in several
home glucose monitoring devices and has been highly
successful for glucose assay on an individual sample basis.
However, it is not easily adapted as an implant, especially
for long-term applications. The peroxide-based sensor is
subject to electrochemical interference by oxidation of
small molecules due to its requirement of a porous mem-
brane and an aqueous pathway to the electrode surface for
transport of the peroxide molecule. This factor partially
accounts for a documented decay in sensitivity to glucose
during sensor use. In addition, this sensor design can
incorporate only a limited excess of immobilized glucose
oxidase to counter enzyme inactivation, as high enzyme
loading reduces peroxide transport to the electrode (47).
Coimmobilization of catalase to avoid peroxide-mediated
enzyme inactivation is not an option because it would
prevent peroxide from reacting with the anode. There
are also no means to account for the effects of physiologic
variation in oxygen concentration and local tissue perfu-
sion on the sensor response.

There have, nevertheless, been proposals to address
some of these challenges. Composite membranes with
reduced pore size have markedly reduced electrochemical
interference from a variety of species over the short-
term (48). A ‘‘rechargeable’’ enzyme system has been
devised for periodically replenishing enzyme activity
(49), in which a slurry of carbon particles with immobilized
glucose oxidase is pumped between membrane layers of a
peroxide electrode from a refillable reservoir. A gas-
containing chamber has been proposed (50) to address
the ‘‘oxygen deficit’’ (51), or stoichiometric limitation of
the enzyme reaction by the relativley low tissue oxygen
concnetration. Certain other challenges of the peroxide
sensor principle remain to be addressed. As a result of the
inherent features of this sensor principle, the peroxide-
based sensor may be best suited to short-term implant
applications and where frequent sensor recalibration is
acceptable.

Small, needle-like short-term peroxide-based sensors
connected by wire to a belt-mounted monitor have been
developed for percutaneous implantation (52) (Fig. 6). The
sensor was ultimately intended for insertion by the
user for operation up to 3 days at a given tissue site
before relocation. Sensors based on peroxide detection
have been tested extensively in animals and humans
(52–55) and, in some cases have functioned remarkably
well, although frequent recalibration was required. In
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some cases, difficulties of two types have been identified
(56–61). First, the sensors themselves have not been spe-
cific for glucose, sufficiently sensitive, or stable. In some
cases where the sensor response in simple buffer solutions
was acceptable, ambiguous signals have sometimes
resulted when used as an implant. Examples of such
responses are: sensor signals that decay over the short
term while blood concentrations remain constant, signals
that apparently follow blood concentrations during some
periods, but not at other times; and identical sensors
implanted in different tissue sites in a given subject that
sometimes produce opposite signals (55). The peroxide-
based subcutaneous sensor was the first commercially
available near continuous sensor. In small controlled stu-
dies, use of the sensor was shown to lower HbA1c levels (62).
Latter versions of this sensor have been approved by the
FDA to be used as monitors to alarm for hyper- and
hypoglycemia in real time. Although there are reserva-
tions about its accuracy, the needle sensor has been used in
clinical research settings (Figs. 7, 8). A recent study found
substantial error in values produced by a prominent com-
mercial needle sensor and concluded that this sensor ‘‘. . .
cannot be recommended in the workup of hypoglycemia in
nondiabetic youth’’ (66) and, by extension, to other dia-
betic subjects. Reasons for these signal deviations are not
fully understood.

Although the needle sensor may be acceptable only to a
relatively small group of the most motivated individuals, it
represents an advance in glucose sensor technology.
Perhaps the most important contribution of the short-term
needle sensor has been the revelation to users and
clinicians that blood glucose excursions generally occur
much more frequently and in a greater number of people
than previously thought. This heightened awareness of
blood glucose dynamics may lead to a greater appreciation
of the need for dynamic control in improved metabolic
management.

Long-term peroxide-based sensors have been
implanted in the peritoneal cavity of dogs and in humans
in conjunction with battery-operated telemetry units
(67,68). Although the sensors remained implanted in
humans for up to 160 days, the sensitivity to glucose
decayed during the study and frequent recalibration was
required.

Peroxide-based sensors with telemetry systems have
also been implanted in the subcutaneous tissues of
human type 1 diabetic subjects to determine if the mere
presence of a nonreporting sensor can improve metabolic
control (69). Glucose was monitored in parallel by finger-
stick throughout the study as a basis for insulin
dosage. Study subjects were able to reduce the time spent
in hyperglycemia, increase the time spent in normoglyce-
mia and modest hypoglycemia, and markedly reduce
the time spent in severe hypoglycemia, but reductions
in HbA1c values were not observed. The study was not
specifically designed to validate sensor function and a
more straightforward and informative study design is
needed.

Short-Term Enzyme Electrodes Based on Conductive Poly-
mers. Another principle for glucose monitoring is based on
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Figure 6. Components of the MiniMed CGMS system (62). This
sensor, based on the peroxide-based sensing principle, is FDA
approved for short-term monitoring. (Copyright # 1999, Elsevier.)

Figure 7. An approach to sensor validation. Comparison of 2477
glucose values determined by a CGMS sensor system and a stan-
dard meter (63). Data pairs were collected during home use from
135 patients. The plot, known as the Clarke Error Grid, has zones
with differing clinical implications. This type of plot is widely used
to describe glucose sensor performance, but has limited ability to
discriminate ineffective sensors (64). (Copyright # 1999, Elsevier.)



immobilization of glucose oxidase to electron-conducting
polymers that can act as ‘‘chemical wires’’, providing a
means for direct electron transport between glucose oxi-
dase and the electrode (70). This priniciple eliminates the
need for oxygen as a coreactant and, although a porous
membrane that can allow passage of ionic current and
interferants is still required, the electrode can be operated
at lower anodic potentials to reduce electrochemical inter-
ference (71). A short-term needle-like version of this sensor
for 3 day operation is under development.

Long-Term Enzyme Electrode Sensors Based on Oxygen
Detection. Glucose can also be monitored by detecting
differential oxygen consumption from the glucose oxidase
reaction. In this case, the process is based either on glucose
oxidase alone (reaction 1), or a two-enzyme reaction includ-
ing catalase in excess, which produces the following overall
process:

Glucose þ 0:5 O2 ! gluconic acid ð2Þ

The enzymes are immobilized within a gel membrane in
contact with the electrochemical oxygen sensor. Excess
oxygen not consumed by the enzymatic process is detected
by an oxygen sensor and, after comparison with a similar
background oxygen sensor without enzymes, produces a
differential signal current that is related to glucose con-
centration.

This approach has several unique features (23).
Electrochemical interference and electrode poisoning
from endogenous biochemicals are prevented by a pore-
free silicone rubber membrane between the electrode and
the enzyme layer. This material is permeable to
oxygen but completely impermeable to polar molecules

that cause electrochemical interference. Appropriate
design of the sensor results in sufficient supply of oxygen
to the enzyme region to avoid a stoichiometric oxygen
deficit (51), a problem that has not been addressed in
the peroxide-based sensor system. The differential
oxygen measurement system can also readily account
for variations in oxygen concentration and local perfusion,
which may be particularly important for accurate function
of the implant in tissues. Vast excesses of immobilized
glucose oxidase can be incorporated to extend the effective
enzyme lifetime of this sensor, a feature not feasible with
peroxide- and conductive polymer-based sensors. Co-
immobilization of catalase can further prolong the lifetime
of glucose oxidase by preventing peroxide-mediated
enzyme inactivation, the main cause of reduced enzyme
lifetime (72). This sensor design also avoids current pas-
sage through the body and hydrogen peroxide release into
the tissues.

A long-term oxygen-based sensor has been developed as
a central venous implant (23) (Fig. 9). The sensor func-
tioned with implanted telemetry (73) in dogs for>100 days
and did not require recalibration during this period
(Fig. 10). The central venous site permitted direct expo-
sure of the sensor to blood, which allowed simple verifica-
tion of the sensor function without mass transfer
complications. This was particularly beneficial for asses-
sing sensor stability. In clinical trials, this system has
been reported (74) to function continuously for >500 days
in humans with<25% change in sensitivity to glucose over
that period. This achievement represents a world
record for long-term, stable, implanted glucose sensor
operation, although there may still exist hurdles to com-
mercialization.
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Figure 8. An example of the CGMS sensor response (65). Squares are reference values utilized in
sensor calibration. Circles are additional reference blood glucose values. Reference values were
obtained from a standard glucose meter. Values are in mmol �L�1. (Used with permission.)



These results have lead to several unanticipated con-
clusions. Although native glucose oxidase is intrinsically
unstable, with appropriate sensor design the apparent
catalytic lifetime of the immobilized enzyme can be sub-
stantially extended (75). The potentiostatic oxygen sensor
is remarkably stable (76) and the oxygen deficit, once
thought to be an insurmountable barrier, can be easily
overcome (51). The central venous implant site, which is
uniquely characterized by slow, steady flow of blood, allows
for sufficient long-term biocompatibility with blood that the
sensor stability can be documented (23). Nevertheless, the

potential for thromoembolic events, anticipated to be rare
but potentially significant over many years of sensor use,
suggests reservations that may limit clinical acceptance
and provides motivation for development of a potentially
safer long-term sensor implant in tissues.

Long-term oxygen-based sensors have also been
implanted in tissues. The successful central venous sensor
cannot be simply adopted for use in the safer tissue site, but
certain design features of that sensor which promote
long-term function, such as immobilized enzyme design,
the stable potentiostatic oxygen sensor, and membrane
design to eliminate the oxygen deficit, can be incorporated
(Fig. 11).

A systematic approach is required to validate sensor
function, based on quantitative experimentation, mass
transfer analysis, and accounting for properties of tissues
that modulate glucose signals. Several new tools and
methods have been developed. A tissue window chamber
has been developed that allows direct optical visualization
of implanted sensors in rodents, with surrounding
tissue and microvasculature, while recording sensor sig-
nals (77) (Fig. 12). This facilitates determination of the
effects of microvascular architecture and perfusion on the
sensor signal. A method has been devised for sensor char-
acterization in the absence of mass transfer boundary
layers (78) that can be carried out before implantation
and after explantation to infer stability of the implanted
sensor. This allows quantitative assessment of mass
transfer resistance within the tissue and the effects of
long-term tissue changes. A sensor array having multiple
glucose and oxygen sensors has also been developed
that shows the range of variation of sensor responses within
a given tissue (77). This provides a basis for averaging
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Figure 10. Response of an implanted intravenous sensor to glu-
cose challenges on day 108 after implantation in a dog (23). The
solid line is the sensor signal and triangles are venous blood gl-
ucose assays. Blood glucose excursions with initial rates of 0.2-
8 mM �min�1 were produced by infusions of sterile glucose
solutions through an intravenous catheter in a foreleg vein.
(Note: 90 mg �dL�1 glucose¼ 5.0 mM.) (Copyright # 1990,
American Diabetes Association.)

Figure 11. Close-up view of tissue glucose and oxygen sensor
array (77). Sensor array with small (125mm diameter) indepen-
dent platinum working electrodes, large (875mm diameter) com-
mon platinum counterelectrodes, and a curved common Ag/AgCl
reference electrode. The membrane is not present. (Copyright
2003, American Physiological Society.)

Figure 9. Animal prototype long-term central venous glucose
sensor with implanted telemetry (73). Glucose and oxygen sensors
are at the end of the catheters. Telemetry antenna emerges from
the top, left. The telemetry body is 2�2.5 in.



sensor signals for quantitative correlation to blood glucose
concentration.

REMAINING CHALLENGES FOR SENSOR DEVELOPMENT

Although there has been recent progress in sensor devel-
opment and implementation, certain challenges remain. In
many cases, there is need for improvement in data pre-
sentation and sensor validation. Standard glucose mea-
surements for validation of sensor signals are often either
not reported or are not obtained frequently enough to
validate sensor responses. Requirements for sensor recali-
bration are not always given. Published results are often
selected to show what may be ideally possible for a parti-
cular sensor rather than what is typical, sometimes con-
veying the impression that sensors are more accurate than
may be the case.

There is a need to understand the effects of physiologic
phenomena such as local perfusion, tissue variability,
temperature and movement, that modulate sensor
responses to glucose and affect measurement accuracy.
A detailed understanding of these effects and their
dynamics is needed for a full description of the glucose
sensing mechanism. Robust sensor designs and modes of
operation are required that assure reliable determination
of glucose during exercise, sleeping and other daily life
conditions.

A complete explanation for the response of every
sensor should be sought, whether it is producing ‘‘good’’
or ‘‘bad’’ results, as more can often be learned for sensor
improvement from sensors that produce equivocal
results than from those that produce highly predictable
signals (56). Present definitions as to what constitutes
an acceptable sensor are based on narrow technical
criteria proposed by sponsors of individual sensors that
apply under specific conditions and lead to limited-

use approvals by the FDA. There is a need to establish
rational criteria for sensor validation and performance
specific for the intended use (80). As sensors must be
useful for hypoglycemia detection, sensor function
must be validated in the hypoglycemic state. Correlation
with HbA1c levels may not be useful for sensor
validation, as the detailed information from sensors is
likely to supplant HbA1c as a more comprehensive index
of control.

BLOOD GLUCOSE PREDICTION

The ability to monitor blood glucose in real-time has major
advantages over present methods based on sample collec-
tion that provide only sparse, historical information. There
exists, however an additional possibility of using sensor
information to predict future blood glucose values. It been
demonstrated that blood glucose dynamics are not random
and that blood glucose values can be predicted using
autoregressive moving average (ARMA) methods, at least
for the near future, from frequently sampled previous
values (13) (Fig. 13). Prediction based only on recent blood
glucose history is particularly advantageous because there
is no need to involve models of glucose and insulin dis-
tribution, with their inherent requirements for detailed
accounting of glucose loads and vascular insulin availabil-
ity. This capability may be especially beneficial to children.
Glucose prediction can potentially amplify the considerable
benefits of continuous glucose sensing, and may represent
an even further substantial advance in blood glucose
management.

CLOSING THE LOOP

Glucose control is an example of a classical control system
(Fig. 14). To fully implement this system, there is a need to
establish a programmable controller based on continuous
glucose sensing, having control laws or algorithms to
counter hyper- and hypoglycemic excursions, identify per-
formance targets for optimal insulin administration, and
employ insulin pumps. The objective is restore optimal
blood glucose control while avoiding over-insulinization
by adjusting the program, a goal that may not be possible
to achieve with alternative cell- or tissue-based insulin
replacement strategies.
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Figure 13. Blood glucose prediction based on recently sampled
values (13). A 10 min prediction in a non-diabetic, average
rms error¼0.2 mM. (Copyright # 1999, American Diabetes
Association.)

Figure 12. An implanted glucose sensor and nearby micro-
vasculature(79).Optical image takeninahamsterwindowchamber.
Sensor diameter is 125mm.



Programmable external pumps that deliver insulin
to the subcutaneous tissue are now widely used and
implanted insulin pumps may soon become similarly
available. At present, these devices operate mainly in a
preprogrammed or open-loop mode, with occasional adjust-
ment of the delivery rate based on fingerstick glucose
information. However, experimental studies in humans
have been reported utilizing closed-loop systems based
on implanted central venous sensors and intra-abdominal
insulin pumps in which automatic control strategies were

employed over periods of several hundred days (81) (Fig. 15).
Initial inpatient trials using subcutaneous peroxide
sensors to close the loop with an external insulin
pump are also underway. There is a need to expand
development of such systems for broad acceptance. Exten-
sive reviews of pump development can be found elsewhere
(82–84).

These results demonstrate that an implantable artificial
beta cell is potentially feasible, but more effort is required
to incorporate a generally acceptable glucose sensor, vali-
date the system extensively, and demonstrate its robust
response.

CONCLUSIONS

The need for new glucose sensors in diabetes is now greater
than ever. Although development of an acceptable, contin-
uous and automatic glucose sensor has proven to be a
substantial challenge, progress over the past several dec-
ades has defined sensor performance requirements and
has focused development efforts on a limited group of
promising candidates. The advent of new glucose
sensing technologies could facilitate fundamentally new
approaches to the therapy of diabetes.
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Figure 15. Blood glucose control in
humans by an implanted artificial
beta cell. A chronic, central venous
blood glucose sensor and implanted
insulin pump (Medtronic/MiniMed)
implanted in a human subject. (a)
Plasma (solid circles) and sensor
(line) glucose following initiation of
closed-loop control (noon). Solid line
at 100 mg �dL�1 indicates setpoint.
(b) Proportional (medium shading),
basal (light shading), and derivative
(dark shading) insulin delivery dur-
ing the closed-loop (solid line indi-
cates total, which is not allowed to go
below zero). (c) Plasma (circles) and
predicted insulin (solid line) con-
centrations. (Study performed by
Medical Research Group. Copyright
2004, Elsevier.)

y (sp)
error 

y (out)Plant Control ElementControl Law
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Figure 14. A simple control system for blood glucose. y (out) is
the blood glucose concentration, y (sp) is the desired blood glucose,
the natural sensor is in the pancreatic beta cell, the plant is the
body over which glucose is distributed, and the disturbance is
absorption of glucose from the gut via digestion. The control ele-
ment can be an insulin pump. The control law is an algorithm that
directs the pump in response to the difference between measured
and target blood glucose.
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INTRODUCTION

The human circulatory system provides adequate blood
flow without interruption to the various organs and tissues
and regulates blood supply to the demands of the body. The
contracting heart supplies the energy required to maintain
the blood flow through the vessels. The human heart
consists of two pumps in series. The right side of the heart,
a low pressure pump, consisting of the right atrium and the
right ventricle supplies blood to the pulmonary circulation.
The left side consisting of the left atrium and the left
ventricle is the high pressure pump circulating blood
through the systemic circulation. Figure 1 is a schematic
representation of the four chambers of the heart and the
arrows indicate the direction of blood flow. The pressure
gradients developed between the main arteries supplying
blood to the systemic and pulmonary circulation and the
respective venous ends are the driving forces causing the
blood flow and the energy is dissipated in the form of heat
due to frictional resistance.

The four valves in the heart ensure that the blood flows
only in one direction. The blood from the systemic circula-

tion supplies nutrients and oxygen to the cells for the
various tissues and organs and removes carbon dioxide
at the level of capillaries. The oxygen depleted blood
returns through the systemic veins to the right atrium.
During the ventricular relaxation or diastole, the blood
passes through the tricuspid valve into the right ventricle.
In the ventricular contraction phase of the cardiac cycle or
systole, the tricuspid valve closes and the pulmonic valve
opens to pump the blood to the lungs through the pulmon-
ary arteries. Carbon dioxide is removed and oxygen is
absorbed by the blood in the capillaries of the lungs that
is surrounded by the alveolar sac with the air we breathe.
The oxygen-rich blood returns to the left atrium via the
pulmonary veins and passes through the mitral (bicuspid)
valve into the left ventricle during the ventricular diastole.
During the ventricular contraction, the mitral valve closes
and the aortic valve opens to pump the blood through the
systemic circulation. The main function of the heart valves
is to control the direction of blood flow permitting flow in
the forward direction and preventing regurgitation or back
flow through the closed valves.

Anatomy of the Native Valves

The aortic valve (Fig. 2) consists of three semicircular
(semilunar) leaflets or cusps within a connective tissue
sleeve (1) attached to a fibrous ring. The cusps meet at
three commissures that are equally spaced along the cir-
cumference at the supraaortic ridge. This ridge is thicken-
ing of the aorta at which the cusps insert and there is no
continuity of tissue from one cusp to the other across the
commissure. The leaflet consists of three layers as shown in
Fig. 3: the aortic side layer is termed the fibrosa and is the

Figure 1. Schematic of blood flow in the human heart. LA-Left
atrium; RA-Right atrium; LV-Left ventricle; RV-Right ventricle;
PV-pulmonary valve; TV-Tricuspid valve; AV-Aortic valve; and
MV-Mitral valve.

Figure 2. Human aortic valve viewed from the aorta. (Adapted
with permission from Otto, C. M. Valvular Heart Disease, Second
Edition, 2004, Saunders/Elsevier, Inc., Philadelphia, PA.)
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major fibrous layer within the body of the leaflet; layer on
the ventricular side termed ventricularis is composed of
both collagen and elastin; and the central portion of the
valve termed the spongiosa consisting of loose connective
tissue, proteins, and glycosaminoglycans (GAG). The leaf-
let length is larger than the radius of the annulus, and
hence a small overlap of the tissue from each leaflet pro-
trudes and forms a coaptation surface when the valve is
closed to ensure that the valve is sealed in the closed
position. The sinus of Valsalva is attached to the fibrous
annular ring on the aortic side and is comprised of three

bulges at the root of the aorta. Each bulge is aligned with
the belly or the central part of the valve leaflet. The left and
the right sinuses contain the coronary ostia (openings)
giving rise to the left and right coronary arteries, respec-
tively, providing blood flow and nutrients to the cardiac
muscles. When the valve is fully open, the leaflets extend to
the upper edges of the sinuses. The anatomy of the pul-
monic valve is similar to that of the aortic valve, but the
sinuses in the pulmonary artery are smaller than the aortic
sinuses, and the pulmonic valve orifice is slightly larger.
The average aortic valve orifice area is �4.6 cm2 and is
�4.7 cm2 for the pulmonic valve (2). In the closed position,
the pulmonic valve is subject to a pressure of �30 mmHg
(3.99 kPa) while the load on the aortic valve is �100 mmHg
(13.30 kPa).

The mitral and tricuspid valves are also anatomically
similar with the mitral valve consisting of two main leaflets
(cusps) compared to three for the valve in the right side
of the heart. The valves consist of the annulus, leaflets,
papillary muscles, and the chordae tendinae (Fig. 4).
The average mitral and tricuspid valve orifice areas are
7.8 and 10.6 cm2, respectively (2). The atrial and ventri-
cular walls are attached to the mitral annulus, consisting of
dense collagenous tissue surrounded by muscle, at the base
of the leaflets. The chordae tendinae are attached to the
free edge of the leaflets at multiple locations and extend to
the tip of the papillary muscles. Anterior and posterior
leaflets of the mitral valve are actually one continuous
tissue with two regularly spaced indentations called the
commissures. The combined surface area of both the leaf-
lets is approximately twice the area of the valve orifice and
thus the leaflets coaptate during the valve closure. The
posterior leaflet encircles two-thirds of the annulus and is
quadrangular shaped, while the anterior leaflet is semi-
lunar shaped. The left ventricle has two papillary muscles
that attach to the ventricular free wall and tether the
mitral valve in place via the chordae tendinae. This tet-
hering prevents the leaflets from prolapsing into the left
atrium during ventricular ejection. Improper tethering
will result in the leaflets extending into the atrium and
incomplete apposition of the leaflets will permit blood to
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Figure 3. A histologic section of an aortic valve leaflet depicting
the three layers along the thickness of the leaflet: F¼Fibrosa;
S¼Spongiosa; and V¼Ventricularis. (Courtesy of Prof. Michael
Sacks of the University of Pittsburgh, Pittsburgh, PA.)

Figure 4. Schematic of the human mitral
(bicuspid) valve and a photograph showing the
anterior leaflet with the chordae tendinae
attachment with papillary muscles. (Courtesy
of Prof. Ajit Yoganathan from Georgia Institute
of Technology.)



regurgitate back to the atrium. The tricuspid valve has
three leaflets, a septal leaflet along with the anterior
and posterior leaflets, and is larger and structurally more
complicated than the mitral valve.

Valve Dynamics

At the beginning of systole, the left ventricle starts to
contract and with the increase in pressure, the mitral valve
closes preventing regurgitation of blood to the left atrium.
During the isovolumic contraction with both the mitral and
aortic valves closed, the ventricular pressure rises rapidly.
The aortic valve opens when the left ventricular pressure
exceeds the aortic pressure. The blood accelerates rapidly
through the open valve and peak velocity of flow occurs
during the first third of systole. The pressure difference
between the left ventricle and the aorta required to open
the valve is of the order of 1–2 mmHg (0.13–0.26 kPa).
During the forward flow phase, vortices develop in the
three sinuses behind the open leaflets and the formation
of such vortices was first described by Leonardo da Vinci in
1513. Several studies have suggested that the vortices and
the difference in pressure between the sinuses and the
center of the aortic orifice pushes the leaflets toward
closure even during the second third of systole when for-
ward flow of blood continues. With the ventricular relaxa-
tion and rapid drop in the ventricular pressure, an adverse
pressure gradient between the ventricle and the aorta
moves the leaflets toward full closure with negligible regur-
gitation of blood from the aorta to the ventricle. Systole
lasts for about one-third of the cardiac cycle and the peak
pressure reached in the aorta during systole in healthy
humans is �120 mmHg (15.96 kPa) and the diastolic
pressure in the aorta with the aortic valve closed is
�80 mmHg (10.64 kPa).

At the beginning of diastole, the aortic valve closes and
the ventricular pressure decreases rapidly during the iso-
volumic relaxation. As the ventricular pressure falls below
the atrial pressure, the mitral valve opens and the blood
flows from the atrium to the ventricle. The pressure dif-
ference between the left atrium and the ventricle required
to open the mitral valve and drive the blood to fill the
ventricle is smaller than that required with the aortic valve
(< 1 mmHg or 0.13 kPa). As the blood fills the ventricle,
vortical flow is established in the ventricle, and it has been
suggested that the leaflets move toward closure due to the
same. The atrial contraction induces additional flow of
blood from the atrium into the ventricle during the second
half of diastole and the adverse pressure gradient at the
beginning of ventricular contraction forces the mitral valve
to close and isovolumic contraction takes place. The chor-
dae tendinae prevents the prolapse of the leaflets into the
left atrium when the mitral valve is in the closed position.
The dynamics of the mitral valve opening and closing is a
complex process involving the leaflets, mitral orifice, chor-
dae tendinae, and the papillary muscles. During systole,
the closed mitral valve is subjected to pressures of �120
mmHg (15.96 kPa).

The dynamics of opening and closing of the pulmonic
and the tricuspid valves are similar to the aortic and mitral
valve, respectively, even though the pressures generated in

the right ventricle and the pulmonary artery are generally
about a one-third of the corresponding magnitudes in the
left side of the heart. From the description of the valve
dynamics, one can observe several important features on
the normal functioning of the heart valves. These include
opening efficiently with minimal difference in pressure
between the upstream and downstream sides of the valve,
and efficient closure to ensure minimal regurgitation. In
addition, the flow past the valves are laminar with minimal
disturbances in flow and the fluid induced stresses do not
activate or destroy the formed elements in blood such as the
platelets and red blood cells. As the valves open and close,
the leaflets undergo complex motion that includes large
deformation, as well as bending. The leaflet material is also
subjected to relatively high normal and shear stresses
during these motions. The valves open and close at about
once every second, and hence functions over several million
cycles during the normal life of a human. These are some of
the important considerations in the design and functional
evaluation of heart valve prostheses that we consider in
detail below.

Valvular Diseases and Replacement of the Diseased Valves

Valvular diseases are more common on the left heart due to
the high pressure environment for the aortic and mitral
valves and also with the tricuspid valve on the right side of
the heart. Valvular diseases include stenosis and incom-
petence. Stenosis of the leaflets is due to calcification
resulting in stiffer leaflets that will require higher pres-
sures to open the valves. Rheumatic fever is known to affect
the leaflets resulting in stenosed valves (3). Premature
calcification of the bicuspid valve, as well as significant
obstruction of the left ventricular outflow in congenital
aortic valve stenosis, also affects the valves of the left heart
(3). Aortic sclerosis due to aging can also advance to
valvular stenosis in some patients. Mitral stenosis may
be the result of commissural fusion in younger patients and
may also be due to cusp fibrosis. In the case of valvular
stenosis, higher pressure needs to be generated to force the
stiffer leaflets to open and the valvular orifice area in the
fully open position may be significantly reduced. Effective
orifice area (EOA) can be computed by the application of
the Gorlin equation (4) based on the fluid mechanic prin-
ciples and is given by the following relationship:

EOAðcm2Þ ¼ Qrms

C
ffiffiffiffiffiffiffi
Dp

p ð1Þ

In this equation, Qrms is the root-mean-square (rms) flow
rate (mL/s) during the forward flow through the valve and
Dp is the mean pressure drop (mmHg) across the open
valve. The measurement of mean pressure drop in vivo is
described later, and the flow rate across the valve during
the forward flow phase is computed from the measurement
of cardiac output and the heart rate. The parameter C
represents a constant that is based on the discharge coeffi-
cient used for the aortic or mitral valve, and the unit
conversion factors to result in the computed area in terms
of square centimeter. A more direct technique to estimate
the effective orifice area is the application of conservation
of mass principle. The systolic volume flow through the left
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ventricular outflow tract is determined as the product of
the outflow tract cross-sectional area and the flow velocity–
time integral. Since the same blood volume must also pass
through the valve orifice, the valve orifice area is computed
by dividing the volume flow with the measured aortic valve
velocity–time integral (5). Replacement of the aortic valve
is generally considered when the measured valvular orifice
area is < 0.4 cm2 �m�2 of body surface area (6). The corre-
sponding value for the mitral stenosis is 1.0 cm2 �m�2.

Valvular incompetence results from incomplete closure
of the leaflets resulting in significant regurgitation of
blood. Incompetence could be the result of decrease in
leaflet area due to rheumatic disease or perforations in
the leaflets due to bacterial endocarditis. Structural altera-
tions due to loss of commissural support or aortic root
dilatation can result in aortic valve incompetence. Rupture
of chordae tendinae, leaflet perforation, and papillary
muscle abnormality may also affect the mitral valve clo-
sure and increase in regurgitation. Optimal timing for
valvular replacement in the case of native valve incompe-
tence is not clearly defined.

Various methods for valvular reconstruction or repair
are also being developed instead of replacement with pros-
theses since these techniques are associated with lower
risk of mortality and lower risk of recurrence (7). Valvular
repair rather than replacement is generally preferred for
regurgitation due to segmental prolapse of the posterior
mitral leaflet. Implantation of a prosthetic ring to reduce
the size of the mitral orifice and improve leaflet coaptation
is performed in the case of mitral regurgitation due to ring
dilatation. Mitral endocarditis with valvular or chordal
lesions is also repaired rather than replacing the whole
valve. Dilatation of the root and prolapse of the cusps are
also the most important causes for regurgitation of the
aortic valves and several techniques have also been devel-
oped to correct these pathologies (7).

The cardiopulmonary bypass technique to reroute
the blood from the vena cava to the ascending aorta, and
the introduction of cold potassium cardioplegia to arrest
the heart to perform open heart surgery introduced in the
1950s enabled the replacement of diseased valves. Repla-
cement of severely stenosed and/or incompetent valves
with prostheses is a common treatment modality today
and patients with prosthetic valves lead a relatively nor-
mal life. Yet, significant problems are also encountered
with implanted prosthetic valves and efforts are continuing
to improve the design of the valves for enhanced function-
ality and minimizing the problems encountered with
implantation.

PROSTHETIC HEART VALVES

Ideal Valve Design

An ideal valve to be used as replacement for a diseased
valve should mimic the functional characteristics of the
native human heart valves with the following character-
istics (adapted from Ref. 8). The prosthetic valve should
open efficiently with a minimal transvalvular pressure
drop. The blood should flow through the orifice with central
and undisturbed flow as is observed with healthy native

heart valves. The valve should close efficiently with mini-
mal amount of regurgitation. The material used for the
valve should be biocompatible, durable, nontoxic, and non-
thrombogenic. The valve will be anticipated to open and
close for > 40 million cycles/year for many years and must
maintain the structural integrity throughout the lifetime
of the implant. Blood is a corrosive and chemically unstable
fluid that tends to form thrombus in the presence of foreign
bodies. To avoid thrombus formation, the valve surfaces
must be smooth, and the flow past the valve should avoid
regions of stagnation and recirculation as well as minimize
flow-induced stresses that are factors related to thrombus
initiation. The prosthetic valve should be surgically
implantable with ease and should not interfere with the
normal anatomy and function of the cardiac structures and
the aorta. The valve should be easily manufactured in a
range of sizes, inexpensive, and sterilizable.

Transplanting freshly explanted human heart valves
from donors who died of noncardiovascular diseases is
probably the most ideal replacement and such homograft
valves have been successfully used as replacements. These
are the only valves entirely consisting of fresh biological
tissue and sewn into place resulting in an unobstructed
central flow. The transplanted homograft valves are no
longer living tissue, and hence lack the cellular regenera-
tion capability of the normal valve leaflets. Thus, the
transplanted valves are vulnerable to deterioration on a
long-term use. Moreover, homograft valves are difficult to
obtain except in trauma centers in large population areas,
and hence not a viable option generally.

Numerous prosthetic valves have been developed over
the past 40 years and most of the design and development
of valvular prostheses have been empirical. The currently
available heart valve prostheses can be broadly classified
into two categories: mechanical heart valves (MHV) and
bioprosthetic heart valves (BHV). Even though valves from
both categories are routinely implanted in patients with
valvular disease and the patients with prosthetic implants
lead a relatively normal life, several major problems are
encountered with the mechanical and biological prosthetic
valves (9). These problems include: (1) thromboembolic
complications; (2) mechanical failure due to fatigue or
chemical changes; (3) mechanical damage to the formed
elements in blood including hemolysis, activation, and
destruction of platelets and protein denaturation; (4) peri-
valvular leak due to healing defects; (5) infection; and (6)
tissue overgrowth. The first three problems with implanted
valves can be directly attributed to the design of the
mechanical and biological prostheses and the fluid and
solid mechanics during valve function. Thrombus deposi-
tion on the valvular surface and subsequent breakage of
the thrombus to form emboli that can result in stroke or
heart failure is still a major problem with MHV implants.
Hence, patients with MHV implants need a long-term
anticoagulant therapy that can lead to complications with
bleeding. On the other hand, patients implanted with
bioprostheses do not generally require anticoagulant ther-
apy except immediately after surgery. Yet, leaflet tearing
with structural disintegration results in the need for BHV
implants to be replaced at about 10–12 years after implan-
tation on the average. Due to the necessity of multiple
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surgeries during a lifetime, the tissue valves are generally
not implanted in younger patients. Patients who cannot
tolerate or cannot be on long-term anticoagulant therapy
are also candidates for the BHV.

Mortality is higher among patients after prosthetic
valve replacement than among age-matched controls. Mor-
tality rate is not significantly different between MHV and
BHV implantation. In addition to the mortality rate and
valve related morbidity, quality of life for the patient must
be an important consideration in the choice of valve
implantation and the quality of life is difficult to quantify.
Individual patients may place different emphasis on mor-
tality, freedom from reoperation, risk of thromboembolism
and stroke, risk of anticoagulation-related hemorrhage,
and lifestyle modification required with chronic anticoa-
gulation. Patients may choose to accept the high probabil-
ity of reoperation within 10–12 years with BHV in order to
avoid long-term anticoagulation with MHV, whereas
others may want to avoid the likelihood of reoperation (10).

We will review the historical development of heart valve
prostheses, functional evaluation of these valves in order to
understand the relationship between the dynamics of the
valve and the problems associated with the valve implants
and our continuing efforts on the understanding of the
problem and improvements in design.

Mechanical Heart Valves

Mechanical valves are made of blood compatible, nonbio-
logical material, such as metals, ceramics, or polymers. The
initial designs of mechanical valve prostheses were of the
centrally occluding type with either a ball or disk employed
as the moving occluder. The occluder passively responds
to the difference in pressure in opening and closing of
the valves. Starr-Edwards caged ball valve (Fig. 5a) was
the first mechanical valve to be implanted in 1960 in the
correct anatomical position as replacement for the diseased
native mitral valve (11–14). The caged disk prostheses
(Fig. 5b), in which a flat disk was employed as the occluder,
were of a lower profile than the ball valves, and hence were
thought to be advantageous especially as a replacement in
the mitral position in order to minimize interference with
the cardiac structures. However, increased flow separation
and turbulence in the flow past the flat disk compared to
that for the spherical ball occluder in the caged ball pros-
theses resulted in larger pressure drop across the valve
with the caged disk design. An increased propensity for
thrombus deposition in the recirculation region was also
observed, and hence this design was not successful in spite
of the low profile. The cage in the caged ball prostheses is
made of a polished cobalt–chromium alloy and the ball is
made of a silicone rubber that contains 2% by weight
barium sulfate for radiopacity. The sewing ring contains
silicone rubber insert under knitted composite polytetra-
fluoroethylene (PTFE: Teflon) and polypropylene cloth.
With the centrally occluding design, the flow dynamics
past the caged ball prostheses is vastly different from that
of flow past native aortic or mitral valves.

Within the next two decades of 1970s and 1980s, valve
prostheses with a tilting disk or bileaflet designs were
introduced with significantly improved flow characteris-

tics. The first tilting disk valve that was clinically used was
a notched Teflon occluder that engaged in another pair of
notches in the housing (15). The stepped occluder with the
notches was not free to rotate. Clinical data soon indicated
severe thrombus formation around the notches and wear of
the Teflon disk leading to severe valvular regurgitation or
disk embolization (16). A major improvement to this design
was the introduction of hinge-less free-floating tilting disk
valves in the Bjork–Shiley (17) and the Lillehei–Kaster
valves. The Bjork–Shiley valve had a depression in the disk
and two welded wire struts in the valve housing to retain
the disk. The occluder tilted to the open and closed position
and it was free to rotate around its center. The Bjork–
Shiley valve housing was made from Stellite-21 with a
Teflon sewing ring and a Delrin disk. Compared to the
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Figure 5. Photographs of (a) Starr-Edwards caged ball valve
(Edwards Lifesciences, LLC, Irvine, CA); and (b) a caged disk
valve (Courtesy of Prof. Ajit Yoganathan of Georgia Institute of
Technology, Atlanta, GA) as examples of early mechanical valve
designs.



centrally occluding caged ball valves, a large annulus
diameter compared to the tissue annulus diameter in
the tilting disk valve resulted in a very low pressure drop
and thus energy loss in the flow across the valve in the open
position. The disk opened to an angle of 608 or more, and
hence the flow was more central. The free floating disk that
rotated during the opening and closing phases prevented
any build up of thrombus. However, the Delrin disk had a
propensity for swelling during autoclaving that may com-
promise the proper functioning of the leaflets (18,19). The
disk for the Lillehei–Kaster valve consisted of a graphite
substrate coated with a 250mm thick layer of a carbon–
silicon alloy (Pyrolite). The pyrolytic carbon has proven
to be a very durable and blood-compatible material for use
in prosthetic heart valves and is the preferred material
for the MHVs currently available for implants. The Bjork–
Shiley valve also had the Delrin disk replaced with
pyrolytic carbon disk shortly thereafter (Fig. 6a). The
Medtronic Hall tilting disk valve (Fig. 6b) has a central,
disk control strut. An aperture in the flat pyrolytic carbon
disk affixes it to this central guiding strut and allows it to
move downstream by �2.0 mm. This translation improves
the flow velocity between the orifice ring and the rim of the
disk. The ring and strut combination is machined from a
single piece of titanium for durability and the housing can
be rotated within the knitted Teflon sewing ring for optimal
orientation of the valve within the tissue annulus. The
Omniscience valve was an evolution of the Lillehei–Kaster
valve and the Omnicarbon valve (Fig. 6c) is the only tilting
disk valve with the occluder and housing made of pyrolytic
carbon. Sorin Carbocast tilting disk valve (Fig. 6d), made in
Italy and available in countries outside United States, has
the struts and the housing made in a single piece by a
microcast process and thus eliminates the need for welding
the struts to the housing. The cage for this valve is made of
a chrome–cobalt alloy and coated with a carbon film. The

tilting disk valves of the various manufacturers open to a
range of angles varying from 60 to 858 and in the fully open
position, the flow passes through the major and minor
orifices. Some of the valve designs, such as the Bjork–
Shiley valve, encountered unforeseen problems with struc-
tural failure due to further design modifications, and hence
are currently not used for replacement of diseased native
heart valves. However, some of these designs are still being
used in the development of artificial heart and positive
displacement left ventricular assist devices.

Another major change in the MHV design was the
introduction of a bileaflet valve in the late 1970s. The
St. Jude Medical bileaflet valve (Fig. 7a) incorporates
two semicircular hinged pyrolytic carbon leaflets that open
to an angle of 858 and the design is intended to provide
minimal disturbance to flow. The housing and the leaflets
of the bileaflet valve is made of pyrolytic carbon. Numerous
other bileaflet designs have since been introduced into the
market. Several design improvements have also been
incorporated in the bileaflet valve models in order to
improve their hemodynamic performance. The design
improvements have included a decrease in thickness of
the sewing cuff that allows the placement of a larger

412 HEART VALVE PROSTHESES

Figure 6. Tilting disk mechanical valve prostheses: (a) Bjork–
Shiley valve; (b) Medtronic Hall valve (Medtronic, Inc., Minneapolis,
MN; (c) Omni Carbon valve (MedicalCV Inc., Minneapolis, MN);
(d) Sorin valve (Sorin Biomedica Cardio S.p.A., Via Crescentino,
Italy).

Figure 7. Bileaflet mechanical valve prostheses: (a) St. Jude
valve (St. Jude Medical, Inc., St. Paul, MN); (b) Carbomedics valve
(Carbomedics Inc., Austin Texas); (c) ATS valve (ATS Medical Inc.,
Minneapolis, MN); (d) On-X valve (Medical Carbon Research
Institute, LLC, Austin, Texas); and (e) Sorin valve (Sorin Biomedica
Cardio S.p.A., Via Crescentino, Italy).



housing within the cuff for a given tissue annulus diameter
with the resulting hemodynamic improvement. Structural
reinforcement of the housing has also allowed reducing
its thickness that increases the internal orifice area for
improved hemodynamics. The Carbomedics bileaflet valve
(Fig. 7b) was introduced into the market in the 1990s with
a recessed pivot design. The aortic version of this valve is
designed to be implanted in the supraannular position
enabling a larger size valve to be implanted with respect
to the aortic annulus. More recent bileaflet valve designs
available in the market include the ATS valve (Fig. 7c) with
an open leaflet stop rather than the recessed hinges and
the On-X bileaflet valve (Fig. 7d) that has a length to
diameter ratio close to the native heart valves, a smoothed
pivot recess allowing for the leaflet to open to 908, a flared
inlet for reducing flow disturbances, and a two point land-
ing mechanism for smoother closing of the leaflets. The
Sorin Bicarbon valve (Fig. 7e), marketed outside the
United States, has curved leaflets, and hence increases
the area of the central orifice. The pivots of this valve with
two spherical surfaces enable the leaflet projections to roll
against the surfaces rather than with the sliding action
between the leaflet and the housing at the hinges.

Studies have shown that the bileaflet valves generally
have a smaller pressure drop compared to the tilting disk
valves, especially in the smaller sizes. However, there are
several characteristic differences between the bileaflet and
tilting disk valve designs that must be noted. The bileaflet
valve designs include a hinge mechanism generally by
introducing a recess in the housing in which a protrusion
from the leaflets interacts during the opening and closing of
the leaflets, or open pivots for the retention of the leaflets.
On the other hand, the tilting disk valve designs do not
have a hinge mechanism for retaining the occluder and the
occluder is freefloating. The free-floating disk rotates as the
valve opens and closes, and hence the stresses are distrib-
uted around the leaflets as opposed to the bileaflet designs.
In spite of the advances in the MHV valves by the intro-
duction of the tilting disk and bileaflet designs, design
improvements aimed at enhancing the flow dynamics,
and material selection, problems with thromboembolic
complications and associated problems with bleeding
(20) are still significant with the implanted valves and
the possible relationship between the flow dynamics and
initiation of thrombus will be discussed in detail later. An
example of thrombus deposition and tissue ingrowth with
an explanted MHV is shown in Fig. 8.

Bioprosthetic Valves

With the lack of availability of homograft valves as repla-
cement of diseased valves, and as alternative to MHV
that required long-term anticoagulant therapy, numerous
attempts have been made in the use of various biological
tissues as valvular replacement material. BHV made out of
fascia lata (a layer of membrane that encases the thigh
muscles) as well as human duramater tissue has been
attempted. Fascia lata tissue was prone to deterioration,
and hence unsuitable while the duramater tissue suffered
from lack of availability for commercial manufacture in
sufficient quantities. Harvested and preserved porcine

aortic valve as well as BHV made of bovine pericardial
tissue have been employed as replacement and have been
available commercially for > 30 years. The early clinical
use of a xenograft (valve made from animal tissue)
employed treatment of the leaflets with organic mercurial
salts (21) or formaldehyde (22) to overcome the problems of
rejection of foreign tissue by the body. Formaldehyde is
used to fix and preserve the tissue in the excised state by
histologists and results in shrinkage as well as stiffening of
the tissue. Formaldehyde treated valves suffered from
durability problems with 60% failure rates at 2 years after
implantation. Subsequently, it was determined that the
durability of the tissue cross-links was important in main-
taining the structural integrity of the leaflets and gluter-
aldehyde was employed as the preservation fluid (23).
Glutaraldehyde also reduces the antigenicity of the foreign
tissue, and hence can be implanted without significant
immunological reaction.

Porcine aortic valves are excised from pigs with the
aortic root and shipped to the manufacturer in chilled
saline solution. Support stents, configured as three upright
wide posts with a circular base, is manufactured out of
metal or plastic material in various sizes and covered in a
fabric. A sewing flange or ring is attached to the base of the
covered stent and used to suture the prostheses in place
during implantation. The valve is cleaned, trimmed, fitted,
and sewn to the appropriate size cloth covered stent. The
stented valve is fixed in gluteraldehyde with the valve in
the closed position. Glutaraldehyde solution with concen-
trations ranging from 0.2 to 0.625% is used in the fixation
process at pressures of < 4 mmHg (0.53 kPa) to maintain
the valve in the closed position. The low pressure fixation
maintains the microstructure of collagen. The first glutar-
aldehyde-treated porcine aortic valve prosthesis mounted
on metallic stent was implanted in 1969 (24). The metallic
frame was soon replaced by a flexible stent on a rigid base
ring; the Hancock Porcine Xenograft was commercially
introduced in 1970. The stent in this valve is made of
polypropylene with stainless steel radiopaque marker,
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Figure 8. Photograph of an explanted mechanical heart valve
prosthesis with thrombus deposition on the leaflet surface and
tissue ingrowth (Courtesy of Prof. Ajit Yoganathan of Georgia
Institute of Technology, Atlanta, GA.)



sewing ring made of silicone rubber foam fiber and polye-
ster used as the cloth covering. Hancock Modified Orifice
valve (Fig. 9a) was introduced in 1977 as a refinement of
the earlier valve. The right coronary cusp of the pig’s aortic
valve is a continuation of the septal muscle, and hence
stiffer. In the modified orifice valve, the right coronary cusp
is replaced with a non-coronary cusp of comparable size
from another valve. The Carpentier–Edwards Porcine
valve (Fig. 9b) also employs a totally flexible support frame.
The Hancock II and the Carpentier–Edwards supra-annu-
lar porcine bioprostheses employed modified preservation
techniques in which the porcine tissue is initially fixed at
1.5 mmHg (0.2 kPa), and then at high pressure in order to
improve the preservation of the valve geometry. The supra-
annular valve is designed to be implanted on top of the
aortic annulus while aligning the internal diameter of the
valve to the patient’s annulus and this technique allows
implantation of a larger valve for any given annular size.
These valves are also treated with antimineralization

solution such as sodium dodecyl sulfate (SDS) in order to
reduce calcification.

Another major innovation in the bioprosthetic valve
design was the introduction of stentless bioprostheses.
In the stented bioprostheses, the regions of stress concen-
tration are observed at the leaflet–stent junction and the
stentless valve design is intended to avoid such regions
prone to failure. The absence of the supporting stents also
results in less obstruction to flow, and hence should
improve the hemodynamics across the valves. Due to the
lack of stents, larger size valve can be implanted for a given
aortic orifice to improve the hemodynamics. Stentless por-
cine bioprostheses are only approved for aortic valve repla-
cement in the United States. In vitro studies have shown
improved hemodynamic performance with the stentless
designs in the mitral position, but questions remain about
the durability of these valves, and the implantation tech-
niques are also complex in the mitral position. Examples of
stentless bioprostheses currently available in the United
States include: St. Jude Medical Toronto SPV (Fig. 9c);
Medtronic Freestyle (Fig. 9d); and Edwards Prima (Fig. 9e)
valves. The Edwards Prima prosthesis is the pig’s aortic
valve with a preserved aortic root, with a woven polyester
cloth sewn around the inflow opening to provide additional
support and with features that make it easier to implant.
The other stentless valve designs are also porcine aortic
valves with the intact aortic root and specific preservation
techniques in order to improve the hemodynamic charac-
teristics and durability after implantation. In the Toronto
SPV valve, a polyester cloth covering around the prosthesis
separates the xenograft from the aortic wall of the host,
making it easier for handling and suturing, and also pro-
motes tissue ingrowth.

Both stented and stentless porcine tissue valves are from
the pig’s native aortic valve, and hence individual leaflets
need not be manufactured. In order to have sufficient quan-
tities of these valves in various sizes available for implant,
a facility to harvest adequate quantities of these valves
become necessary. As an alternative, pericardial valves
are made by forming the three leaflets from the bovine
pericardial tissue, and hence valves of various sizes can be
made. In the pericardial valves, bovine pericardial sac is
harvested and shipped in chilled saline solution. At the
manufacturing site, the tissue is debrided of fatty deposits
and trimmed to remove nonusable areas before the tissue
is fixed in glutaraldehyde. After fixation, leaflets are cut
out from the selected areas of the pericardial tissue and
sewn to the cloth-covered stent in such a fashion to obtain
coapting and fully sealing cusps. Since the valve is made
in the shape of the native human aortic valve, the hemo-
dynamic characteristics were also superior to the porcine
valves in comparable sizes. The Ionescu-Shiley pericar-
dial valve introduced into the market in the 1970s was
discontinued within a decade due to problems associated
with calcification and decreased durability. For this rea-
son, pericardial valve were not marketed by the valve
companies for several years. With advances in tissue
processing and valve manufacturing technology, pericar-
dial valves were reintroduced into the commercial mar-
ket in the 1990s. The Edwards Lifesciences introduced
the Carpentier-Edwards PERIMOUNT Bioprostheses
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Figure 9. Porcine bioprosthetic valve prostheses: (a) Hancock II
valve (Medtronic Inc., Minneapolis, MN); (b) Carpentier–Edwards
valve (Edwards Lifesciences, LLC, Irvine, CA); (c) Toronto stent-
less valve (St. Jude Medical, Inc., St. Paul, MN); (d) Medtronic
Freestyle stentless valve (Medtronic Inc., Minneapolis, MN); and
(e) Edwards Prima Plus stentless valve (Edwards Lifesciences,
LLC, Irvine, CA).



(Fig. 10a) in the early 1990s. The pericardial tissue in this
valve is mounted on a lightweight frame that is covered with
porous, knitted PTFE material. A sewing ring made of
molded silicone rubber covered with PTFE cloth is incorpo-
rated to suture the valve in place. Sorin pericardial valve
(Fig. 10b), Sorin stentless pericardial valve (Fig. 10c) and
the Mitroflow aortic pericardial valve (Fig. 10d) are avail-
able in markets outside the United States.

FUNCTIONAL CHARACTERISTICS

From the functional point of view, the implanted valve
prostheses should open with minimal transvalvular pres-
sure drop and have minimal energy loss in blood flow across
the valve, and the valve must close efficiently with minimal
regurgitation. The valve should mimic the central flow
characteristics that are observed with native human heart
valves with minimally induced fluid dynamic stresses on
the formed elements in blood. The flow characteristics
across the implants should also avoid regions of stasis or
flow stagnation where thrombus deposition and growth can
be enhanced. In vivo measurements, in vitro experimental
studies, and computational simulations have been used
over the past 40 years in order to assess the functional
characteristics of the mechanical and bioprosthetic heart
valves. The information gained from such studies have
been exploited to improve the design of the valves in order
to improve the performance characteristics of the valves
and also increase the durability in order to provide a
‘‘normal’’ life style for the patient with prosthetic valve
implants.

Pressure Drop and Effective Orifice Area

In vivo measurement of pressure drop requires placing
pressure transducers inserted via a catheter both on the
inflow and outflow side of the valve, and computing the
pressure drop during the phase when the valve is open. For
the aortic valve, the pressure transducers are placed in the
left ventricular outflow tract and in the ascending aorta.
The peak or the average pressure drop during the forward
flow phase is computed from the recorded data. To avoid
the invasive technique of catheterization, the fluid
mechanics principle can also be applied to estimate the
pressure drop across the valve in the aortic position. The
average velocity, V in m � s�1, in the ascending aortic cross-
section is measured noninvasively and the pressure drop,
Dp expressed in millimeters of mercury can be computed
using the equation

Dp ffi 4V2 ð2Þ

Using this simplified equation and noninvasive measure-
ment of the aortic root velocity using the Doppler techni-
que, the pressure drop across the aortic valve can be
computed. With the availability of several designs of
MHV and BHV, it is desirable to compare the pressure
drop and regurgitation for the various valve designs. In the
case of development of a new valve design, United States
Federal Drug Administration (FDA) requires that these
quantities measured in vitro for the new designs are com-
pared with currently approved valves in the market.
In vitro comparisons are performed in pulse duplicators
that mimic the physiological pulsatile flow in the human
circulation. One of the initial designs of a pulse duplicator
for valve testing was that of Wieting (25) that consisted of a
closed-loop flow system that is actuated by a pneumatic
pump to initiate pulsatile flow through the mitral and
aortic valves in their respective flow chambers. Pressure
transducers were inserted through taps in the flow cham-
bers on the inflow and outflow sides to measure the pres-
sure drop across the valves. The fluid used in such in vitro
experimental studies, referred to as the blood-analogue
fluid, is designed to replicate the density (1060 kg �m�3)
and viscosity coefficient (0.035 P or 35� 10�4 Pa�s) of whole
human blood. A glycerol solution (35–40% glycerin in
water) has been generally used as the blood analog fluid
in these studies. Prosthetic valves are made in various
sizes (specified in sewing ring diameter magnitude). In
comparing the pressure drop data for the various valve
designs, proper comparison can be made on data only with
comparable valve sizes. Since the flow across the valve
during the forward flow phase is not laminar, the pressure
drop has a nonlinear relationship with flow rate. Hence,
pressure drop is measured for a range of flow rates and the
pressure drop data is presented as a function of flow rate.
Numerous studies comparing the pressure drop data for
the various mechanical and bioprosthetic valves have been
reported in the literature. Typical pressure drop compar-
isons for MHV and BHV (of nominal size of 25 mm) are
shown in Fig. 11 (14). As can be observed, stented porcine
tissue valves have the higher pressure drop, and hence are
considered to be stenotic, especially in smaller valve sizes.
The advantage of the stentless bioprostheses design is
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Figure 10. Pericardial bioprosthetic valve prostheses: (a)
Carpentier-Edwards valve (Edwards Lifesciences, LLC, Irvine,
CA), (b) Sorin Pericarbon valve (Sorin Biomedica Cardio S.p.A.,
Via Crescentino, Italy); (c) Sorin Pericarbon stentless valve (Sorin
Biomedica Cardio S.p.A., Via Crescentino, Italy); and (d) Mitroflow
Aortic pericardial valve (Sorin Group Canada, Inc., Mitroflow
Division, Burnaby, B.C., Canada.)



obvious especially in smaller sizes since the flow orifice will
be larger due to the absence of supporting stents. Supra-
annular design also permits the implantation of a larger
sized valve for a given annulus orifice, thus providing a
smaller pressure drop and energy loss. Smaller pressure
drops across the valve prostheses will result in a reduced
workload of the left ventricle as the pump. Gorlin equation,
described in Eq. 1, has also been employed to compute the
effective orifice area for the various valve designs (14).
Generally, the pericardial and bileaflet valve designs have
the largest effective orifice area, followed by the tilting
disk, and porcine valves, with the caged ball valve exhibit-
ing the smallest effective orifice area for a given sewing
ring diameter. Valves with the larger EOA correspond to a
smaller pressure drop and energy loss in flow across the
valve. Performance index (PI), computed as the ratio of
effective orifice area to the sewing ring area is also used for
comparison of the various valve designs. Table 1 includes
data on the EOA and PI for the various MHV and BHV with
a 27 mm tissue annulus diameter from in vitro experi-
mental studies. It can be observed that the centrally
occluding caged ball valve and stented porcine valves have
lower values of PI where as the tilting disk, bileaflet,
pericardial valves, and stentless tissue valves have higher
values indicating improved hemodynamics for the same
values of the tissue annulus diameter.

Regurgitation

In discussing the flow dynamics with native heart valves, it
was observed that the anatomy and the fluid dynamics
enable the leaflets to close efficiently with minimal amount

of regurgitation. On the other hand, the adverse pressure
gradient at the end of the forward flow motion induces the
occluders to move toward closure and all prosthetic valves
exhibit a finite amount of regurgitation. Figure 12 shows a
typical flow rate versus time curve obtained from an elec-
tromagnetic flow meter recording obtained in vitro in a
pulse duplicator with a mechanical valve in the aortic
position. As can be observed, a certain volume of reverse
flow is observed as the valve closes and is termed as closing
leakage. The closing leakage is related to the geometry of
the valve and the closing dynamics. The rigid occluders in
the mechanical valves also prevent the formation of a tight
seal between the occluder and the seating ring when the
valve is closed. With the tilting disk and bileaflet valves, a
small gap between the leaflet edge and the valve housing is
also introduced in order to provide a continuous wash-out
of blood in the hope of preventing any thrombus deposition.
Hence, even when the valve is fully closed, a small volume
of blood is continuously leaking and is termed the static
leakage. Percent regurgitation is defined as the ratio of the
leakage volume over the net forward flow volume
expressed as a percentage. Percent regurgitation can be
computed by recording the flow rate versus time curve in
an in vitro experimental set up and measuring the area
under the forward and reverse flow phases from the data.
These can be compared for the various size valves of the
same model and also for comparison across the various
valve models. Table 1 shows typical data of regurgitant
volumes measured in vitro under physiological pulsatile
flow in a pulse duplicator. The BHV designs result in more
efficient leaflet closure with relatively small regurgitant
volumes followed by the caged ball valve design. The
magnitudes of the regurgitant volumes for the tilting disk
and bileaflet valves are relatively larger and comparable to
each other.

Quantitative measurement of percent regurgitation
in vivo with both incompetent native valves or with pros-
theses has not been successful, even though attempts have
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Figure 11. Typical plots for the pressure drop as a function of flow
rate for the various mechanical and bioprosthetic valve prostheses
(Courtesy of Prof. Ajit Yoganathan of Georgia Institute of Tech-
nology, Atlanta, GA.)
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Figure 12. Flow rate across mechanical valve prosthesis in the
aortic position obtained in a pulse duplicator in vitro measured
with an electromagnetic flow meter.



been made to employ fluid mechanical theories for regur-
gitant flow in order to estimate the leakage volume. Tur-
bulent jet theory and proximal flow convergence theory
have been employed in an attempt to measure the regur-
gitant glow volume quantitatively (26,27). However, in vivo
application has not been successful due to the restric-
tive assumptions of steady flow and alterations due to
impingement of the jet on the ventricular wall in the theore-
tical considerations as well as lack of in vivo validation.

Dynamics of Valve Function

As discussed earlier, significant problems still exist with
the implantation of heart valve prostheses in patients with
disease of native heart valves. These include thrombus
initiation and subsequent embolic complications with
MHV implantation. The thromboembolic rates with MHV
have been estimated at 2%/patient year (28). Structural
disintegration and tearing of leaflets are the major compli-
cations with BHV requiring reoperation in �10–12 years
after implantation. Flow past healthy native valves are
central with minimal flow disturbances and fluid induced
stresses and it can be anticipated that the fluid dynamics
past the mechanical valve prostheses will be drastically
different from those of native heart valves. Flow induced
stresses with MHV function have long been implicated with
hemolysis and activation of platelets that may trigger
thrombus initiation. Regions of stress concentration on
the leaflets during the opening and closing phases have
been implicated on structural alterations of collagen fibers
resulting in leaflet tears with BHV. Detailed functional
analysis of implanted valve prostheses in vivo is impractical.
Limited attempts have been made in the measurement of
velocity profiles distal to the valve prostheses in the aortic
position with hot film anemometry (29). Doppler and MR
phased velocity mapping techniques have also been used to
measure the velocity profiles distal to heart valves (30–32).
However, detailed velocity measurements very close to the
leaflets and housing of prosthetic valves are not possible
in vivo, and hence in vitro experimental studies and
computational fluid dynamic simulation are necessary
for the same. Limited in vivo studies in animal models
have also been employed to describe the complex leaflet
motion with native aortic valves (33–37). In vitro studies
and computer simulations are also necessary for a

detailed analysis of stress distribution in the leaflets of
native valves and bioprostheses during the opening and
closing phases of the valve function and to determine its
relationship with failure of the leaflets.

Flow Dynamics Past Mechanical Valves

With the assumption that the deposition of thrombi in
MHV implants is related to the flow induced stresses,
studies are continuing to date on the deterministic rela-
tionship between fluid induced stresses and damage to
formed elements in blood. Subjecting blood cells to precise
flow fields and assessing the destruction or activation (of
platelets), magnitudes of turbulent stresses beyond which
damage can be expected has been established. In addition
to the magnitude of the flow induced stresses, the time for
which the blood elements are exposed to the stresses also
need to be considered in assessing the destruction or
activation of the platelets. Nevaril et al. (38) reported that
blood cells can be hemolyzed with shear stresses of the
order of 150–400 Pa. In the presence of foreign surfaces, the
threshold for red blood cell damage reduces to �1–10 Pa
(39). Sublethal damage to red blood cells have also been
reported at turbulent shear stress levels of about 50 Pa
(40). Shear induced platelet activation and aggregation is
observed to be a function of both magnitude and duration of
shear stresses. The larger the magnitude of the shear
stress, the shorter is the duration to which platelets are
subjected to the shear before they get activated. Platelets
have been shown to be activated with 10–50 Pa of shear
stresses with a duration of the order of 300 ms (41). Platelet
damage also increases linearly with time of exposure when
subjected to constant magnitudes of shear (42).

Hence, it is of interest to determine the level of wall shear
and turbulent shear stresses in flow past valve prostheses
as factors causing initiation and deposition of thrombus.

For the first two to three decades after the implantation
of the first mechanical valve, investigations concentrated
on the flow dynamics past the valves during the forward
flow phase and measurements of velocity profiles, regions
of stasis and recirculation, high wall shear and bulk tur-
bulent shear stresses. Wieting (25) employed a pulse dupli-
cator and flow visualization studies using illuminated
neutrally buoyant particles in order to qualitatively
describe the nature of flow past the prosthetic valves.
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Table 1. Comparison of Effective Orifice Area (EOA)a, Performance Index (PI), Regurgitation Volume, and Peak Turbulent
Shear Stresses for the Various Models of Commercially Available Valve Prostheses

Valve Type EOAb cm2 PI Reg. Vol., cm3/beat Peak Turb. SS, Pac

Caged ball 1.75 0.30 5.5 185
Tilting Diskd 3.49 0.61 9.4 180
Bileafletd 3.92 0.68 9.15 194
Porcine (Stented)d 2.30 0.40 <2 298
Pericardial (Stented)d 3.70 0.64 <3 100
Stentless BHV 3.75 0.65 <4 NAe

aEOA¼ Effective orifice area computed by the application of Gorlin’s equation (4).
bValues compiled from Yoganathan (14).
cTurbulent stresses were measured at variable distances from the valve seat.
dValues reported are mean values from several valve models of the same type. Data reported are for 27-mm tissue annulus diameter size of the valves with

measurements obtained in vitro in a pulse duplicator with the heart rate of 70 bpm and a cardiac output of 5.0 L �min�1.
eNot available ¼NA.



Yoganathan (43) employed laser Doppler velocimetry
(LDV) technique to measure the velocity profiles and tur-
bulent shear stresses under steady flow past the valve
prostheses. Since then numerous detailed studies have

been reported in the literature on the detailed measure-
ment of velocity profiles and turbulent shear stresses distal
to the prostheses under physiological pulsatile flow (13,14).

Figure 13 shows the velocity profile distal to a caged ball
valve during the peak forward flow phase measured under
physiological pulsatile flow in vitro (44). Jet-like flow is
observed around the circumference that is separated by the
ball and high turbulent stresses were measured at the edge
of the jet. A wake is observed behind the ball with slow
moving fluid. With the caged ball valve, higher incidences
of thrombus deposition have been observed at the top of the
cage and correspond to the slow moving fluid in this region
behind the wake of the ball. With the tilting disk valves in
the fully open position, the blood flows through the major
and minor orifices as shown in Fig. 14 where the velocity
profile during peak forward flow phase is once again
depicted (44). Two jets are formed corresponding to the
two orifices with the major orifice jet having larger velocity
magnitudes. The amount of blood flow through the major
and minor orifices will depend on the angle of opening of
the occluder as well as the geometry. A region of reverse
flow is also observed adjacent to the valve housing in the
minor orifice. The velocity profile measured distal to the
leaflet along the major flow orifice in the perpendicular
orientation is also included in the figure.

Velocity profiles with three jets corresponding to the
central orifice and two peripheral orifices are observed with
the bileaflet valve as shown in Fig. 15 (45). The velocity
profile along the central orifice in the perpendicular orien-
tation is also included in this figure. Regions of flow rever-
sals near the valve housing are also observed in the figure.
Typical magnitudes of turbulent shear stresses measured
in the various positions distal to the MHV under pulsatile
flow conditions are also included in Table 1. It can be
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Figure 13. Velocity profile measured distal to a caged ball valve
in the aortic position in vitro in a pulse duplicator using laser
Doppler anemometry technique.
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Figure 14. Velocity profile measured distal to a tilting disk valve in the aortic position in vitro in a
pulse duplicator using laser Doppler anemometry technique.



observed that the measured bulk turbulent stresses are
large enough to cause hemolysis and platelet activation
that can be related to thrombus deposition with MHV.
Thrombus deposition is generally observed on the leaflets
and the valve housing with the tilting disk valves and also
in the hinge region in the case of bileaflet valves.

More recently, it has been suggested that the relatively
high turbulent stresses observed during the forward flow
phase may not necessarily be the only reason for problems
associated with MHV implantation. High turbulent stres-
ses that may damage the formed elements occur in bulk
flow distal to and moving away from the valve during the
forward flow phase. The activated platelets will need to go
through the systemic and pulmonic circulation before it
will get deposited once again in the vicinity of the housing
in the case of tilting disk and bileaflet valves. Several other
experiences with mechanical valve prostheses designs
have also indicated the importance of the valve dynamics
during the closing phase to be more important for struc-
tural integrity and also in the initiation of thrombus.
Medtronic Parallel valve design was introduced in the
European market in the 1990s with the two leaflets open-
ing to 908 in the fully open position. In vitro studies
suggested that the fluid dynamics past this valve in the
forward flow phase is superior or at least comparable to the
currently available bileaflet valves. However, soon after
human implantation trials in Europe, increased incidences
of thrombus deposition was observed with this valve model,
and hence it was withdrawn from clinical trials.

Another example is a design change in the tilting disk
valve resulting in major changes in valve dynamics that

resulted in structural failure in a small percentage of
implanted valves. In an effort to increase the flow through
the minor orifice with an aim of preventing thrombus
deposition, the flat disk geometry of the original Bjork–
Shiley valve was changed to a curved geometry in the
Bjork–Shiley convexo-concave valve. Even though this
design change resulted in improved forward flow hemody-
namics, this change resulted in alterations in the dynamics
of valve closure with the leaflet overrotating and subjecting
the outlet strut to additional loading (46). In a small
percentage of valves particularly in the mitral position,
single leg separation followed by outlet strut fracture
resulted in leaflet escape, and hence this valve was
withdrawn from the market. These developments also
suggest the importance of understanding the mechanics
of valve function throughout the cardiac cycle with any
mechanical valve designs. In addition, structural failure
and leaflet escape was reported with the implantation of a
newly introduced bileaflet valve (Edwards-Duromedics)
that resulted in the withdrawal of the valve from the
market (47,48). The structural failure was thought to be
due to pitting and erosion of the valve structures due to
cavitation damage on the pyrolytic carbon (49). These
reports also spurred a number of investigations on the
closing dynamics and the potential for the mechanical
valves to cavitate during the closing phase.

The occluders in the mechanical valves move toward
closure with the onset of adverse pressure gradients, and
the time taken to move from the fully open to the fully
closed position is �30 ms. Toward the end of the leaflet
closure, the leaflet edge moves with a velocity of�3–4 m � s�1

HEART VALVE PROSTHESES 419

125

100

75

50

25

0

−25

−50
−1.0 −0.5 0.0 0.5 1.0

(a) 125

100

75

50

25

0

−25

−50
−1.0 −0.5 0.0 0.5 1.0

(b)

A
xi

al
 v

el
oc

ity
 (

cm
/s

)

A
xi

al
 v

el
oc

ity
 (

cm
/s

)
Near wall Far wall

Nondimensional radius
Near wall Far wall

Nondimensional radius

Figure 15. Velocity profile measured distal to a bileaflet valve in the aortic position in vitro in a
pulse duplicator using laser Doppler anemometry technique.



(50–53) and comes to a sudden stop as it impacts the
seating lip. This produces a water hammer effect with
large positive pressure transient on the outflow side (left
ventricle in the mitral position and aorta in the aortic
position) and a large negative pressure transient on the
inflow side (left atrium in the mitral position and the left
ventricular outflow tract in the aortic position). Several
in vitro studies have recorded negative pressure transients
(54) with magnitudes below that of the vapor pressure
for blood (ca. �713 mmHg or �94.8 kPa) and cavitation
bubbles have also been visualized at the edge of the leaflets
(53–58) in the region corresponding to large negative
pressure transients and where the linear velocity of the
leaflet edge will be the largest. Figure 16 depicts measured
negative pressure transients with the pressure transducer
placed near the leaflet edge on the inflow side (atrial side) of
the leaflet of a tilting disk valve at the instant of valve
closure from in vitro experiments. Note that structural
failure due to cavitation type of damage has been reported
with only one model of the bileaflet valve and there are no
other reports of pitting and erosion on the valve material
reported with implanted mechanical valves. It is also not
possible to visualize cavitation bubbles in vivo with
implanted mechanical valves. However, potential for
mechanical valves to cavitate has been demonstrated in
an animal model with the recording of negative pressure
transients, similar to those measured in vitro, in the left
atrium in the vicinity of the implanted mechanical valves
in the mitral position (59,60). The actual mechanism of
cavitation bubble formation, whether due to the negative
pressure magnitudes below the vapor pressure for blood or
due to strong vortices forming in the atrial chamber
providing additional pressure reductions, is still being
debated. It has also been suggested that vortex cavitation

bubbles forming away from the valve surfaces, can trap
the dissolved gas from blood and form stable gas bubbles
that travel with blood to the circulation and induce neu-
rological deficit due to the gas emboli (61). Number of
attempts has also been reported on the detection of the
induced cavitation in vivo with implanted mechanical
valves from acoustic signals (62–64). Another aspect of
MHV cavitation that has been neither fully understood
nor fully investigated is the development of stable bub-
bles, found by microembolic signals (MES) or high inten-
sity transient signals (HITS) during and post-MHV
implantation. In vitro studies have shown the develop-
ment of stable bubbles (HITS) in an artificial heart and
closing dynamics experimental models, and are affected
by the concentration of CO2(65–67). In vivo, HITS have
been visualized during and post-MHV implantation
through transcranial Doppler ultrasound (68,69). These
events have been implicated as a cause of strokes and
neurological deficits. Further evidence has shown that
these HITS are in fact, gaseous, and not solid. Patients
placed on pure O2 after MHV implantation showed a large
decrease in the number of HITS recorded, when compared to
patients on normal air (70). These stable bubbles are
believed to develop when gaseous nuclei that are present
in blood, flow into low pressure regions associated with valve
closure. As the valve closes and rebounds inducing vaporous
cavitation, gas diffuses into the nuclei enlarging the bubble.
When the pressure recovers and the vapor collapses, the
bubble dynamics and local fluid mechanics prevent the gas
from diffusing back into solution causing the bubble to
stabilize and allowing it to flow freely in the vasculature.
There is some discussion as to which gas stabilizes the
nuclei. Both N2 and CO2 have been suggested as the link
to MES/HITS/stable bubble formation (71), but there has yet
to be concrete proof indicating which one does.

Large negative pressure transients occur due to the
rigidity of the occluder and negative pressures do not occur
at the instant of valve closure in the case of bioprosthetic
valves (59). In vitro measurements with a tilting disk valve
design employing a flexible occluder being implanted in
India has also demonstrated that large negative pressures
do not develop in such designs because the leaflets deform
at the instant of valve closure and absorb part of the energy
(12,59).

Irrespective of the formation of cavitation bubbles and
subsequent collapse with implanted mechanical valves,
the flow induced stresses during the valve closing phase
has been suggested as of sufficient magnitude to induce
platelet activation and initiation of thrombus. Even if the
negative pressure transients do not reach magnitudes
below the vapor pressure for blood, the large positive
and negative pressure transients on the outflow and
inflow sides of the valve at the instant of valve closure
can induce high velocity flows through the gap between
the leaflet and the housing, in the central gap between the
two leaflets in the bileaflet valve, and also through the
hinge region. The wall shear stress in the clearance region
have been computed to be relatively high, even though
present only for a fraction of a second. They induce
platelet activation in the region where thrombus deposi-
tion is observed with mechanical valves (72). Relatively

420 HEART VALVE PROSTHESES

0.00 2.00 4.00

−1000.00

0.00

1000.00

P
re

ss
ur

e 
(m

m
H

g)

Time (ms)

Figure 16. Typical negative pressure transients recorded at the
instant of mechanical heart valve closure (in the mitral position)
with the pressure transducer placed very close to the leaflet on the
inflow side (atrial side) from in vitro experiments.



high turbulent shear stresses have also been reported
from in vitro studies distal to the hinge region of bileaflet
valves during the valve closing phase (73,74) indicating
the presence of high fluid induced regions near the leaflet
edges during the valve closing phase that may be a sig-
nificant contributor for thrombus initiation.

Most of the studies described above for the measure-
ment of velocity profiles and turbulent stresses employed
the laser Doppler velocimetry (LDV) technique. This is
a point-velocity measurement technique, and hence
measurement of the complete three-dimensional (3D) velo-
city profile distal to the valve under unsteady flows is
tedious and time consuming. On the other hand, particle
image velocimetry (PIV) technique has the ability to
capture the whole flow field information in a relatively
shorter time. Lim et al.employed the PIV technique to
study the flow field distal to prosthetic heart valves in
steady (75) and pulsatile (76) flow conditions. Along with
the description of the flow field at the aortic root that was
employed to identify the regions of flow disturbances, they
also presented the results of turbulent Reynolds stress and
turbulent intensity distributions. Under pulsatile flow con-
ditions distal to a BHV, the velocity vector fields and
Reynolds stress mappings at different time steps were
used to estimate the damage of shear induced damage to
formed elements of blood (76). Browne et al. (77) and
Castellini et al. (78) compared the LDV and PIV techniques
for the measurement of flow past MHV. Both these works
conclude that PIV has the advantage of describing the
detailed flow field distal to the valve prostheses in a rela-
tively short time, but LDV technique affords more accurate
results in the measurement of turbulent stresses. Regur-
gitant flow fields and the details of the vortical flow, a
potential low pressure field for cavitation initiation have
also been measured employing PIV techniques (79,80) and
with a combination of PIV and LDV techniques (81).

Bioprosthetic Valve Dynamics

Measurement of velocity profiles and turbulent stresses
from in vitro tests in pulse duplicators past BHV have
also been reported in the literature (82). Figure 17 depicts
typical velocity profiles past a porcine bioprosthesis under
normal physiological flow simulation (82). With the por-
cine valve, a jet-like flow is observed during the peak
forward flow phase with high turbulent shear stresses
at the edge of the jet. With the pericardial valves (82), the
peak velocity magnitudes in the jet-like flow during
the peak forward flow phase were smaller than those for
the porcine valves in comparable sizes (Fig. 18). It can be
observed from Table 1 that the peak turbulent stresses are
also smaller in the pericardial valves with geometry closer to
the native aortic valves compared to that of the porcine
prostheses. It should be noted that the magnitudes of tur-
bulent stresses with the BHV also exceed those values
suggested for activation of platelets. However, the leaflets
of the BHV are treated biological tissue rather than artificial
surfaces. Long-term anticoagulant therapy is generally
not required with the implantation of bioprostheses
since thrombus initiation is not a significant problem with
these valves.

On the other hand, these valves fail after an average of
10–12 years of implantation and replacement surgery is
required with leaflet failure. A number of studies have been
reported on the analysis of the complex leaflet motion
during the valve function in order to determine a causative
relationship between regions of high stress concentration
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Figure 18. Velocity profile measured distal to a pericardial bio-
prosthetic valve in the aortic position in vitro in a pulse duplicator
using laser Doppler anemometry technique.
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Figure 17. Velocity profile measured distal to a porcine biopros-
thetic valve in the aortic position in vitro in a pulse duplicator
using laser Doppler anemometry technique.



on the leaflets and its attachment sites and structural
failure. Based on the analysis of native aortic leaflet motion
in vivo with the use of radiopaque markets, it has been
reported that the design of the native aortic leaflets affords
minimal stresses on the leaflets (33,35). On the other hand,
stress analysis on the BHV valve leaflets in vivo suggests
that mechanical stresses play a role in calcification of the
leaflets (33,34,83). A number of studies has been reported
on a finite element stress analysis on the BHV valve
leaflets in the closed position in order to correlate regions
of high stresses with calcification and tissue failure (84,85).
Recent studies have indicated that damage to the valvular
structural matrix occurs as the result of mechanical stres-
ses and that the structural damage occurs in spatially
distinct sites from those of cuspal mineralization (86).
Hence, there is a renewed interest in analyzing the stresses
on the leaflets during the opening and closing phases of the
leaflet function since loss in flexural rigidity has been
demonstrated after the valves undergo 50 million cycles
of loading in vitro(87). Detailed analysis on the mechanism
of structural failure under cyclic loading requires experi-
mental quantification of the complex motion and also
detailed description of the nonlinear anisotropic material
property description of the BHV leaflets (88). Leaflet
motion quantification by the application of ink markers
on the leaflet surface (89), laser profiling technique (90),
and noncontacting structured laser light projection tech-
nique (91) have been employed for the BHV leaflets. Sev-
eral studies have been reported on the material
characterization of chemically treated BHV leaflet tissue
(92–94). Even though these studies have yielded valuable
information about the nonlinear material characterization
of the leaflets, true physiological characterization requires
biaxial loading tests. Recently, constitutive models for the
BHV leaflets under biaxial loading have been reported
(95,96), which takes into consideration the local architec-
ture of the valve fibers. Since the treated aortic valve leaflet
consists of three layers, it can also be anticipated that the
behavior of each layer will be different under the physio-
logical loading during the valve opening and closing
phases. Recent studies have included separating the
fibrosa and ventricularis layers by dissecting microscope
and each layer being subjected to biaxial testing (97).
Incorporating such detailed material description in the
computational analysis in order to determine the flexural
and shear stresses on the multilayered tissue leaflets may
yield valuable information on the nature of the effect of
mechanical stresses on structural disintegration and lim-
ited durability with implanted BHV.

Computational Simulation of Heart Valve Function

With the advent of high speed computing capabilities,
advances in computational fluid dynamic and finite ele-
ment numerical analyses algorithms, simulations to deter-
mine the mechanical stresses on the blood elements and
leaflets during the valve function, is being increasingly
employed to understand the mechanics of valve function.
In the case of MHV, recent studies have focused on the
mechanical stresses developed during the closing phase of
valve function. Wall shear stresses of the order of 1000 Pa

have been reported through a numerical simulation in the
central clearance of a bileaflet valve with the leaflets in
the fully closed position (98). Since the simulation was with
the leaflets in the closed position, this simulation did not
incorporate the effects of a large pressure gradient across
the leaflet at the instant of valve closure (54). A quasistatic
simulation in which the leaflets were in the fully closed
position and with the application of the measured transient
pressures at the instant of valve closure indicated the
presence of shear stresses of� 2200 Pa (99,100). Employing
moving boundaries for the mechanical valve leaflet very
near the time of valve closure, simulations of the flow
dynamics in the clearance region between the edge of
the leaflet and the seat stop have demonstrated fluid
velocities of the order of 28 m � s�1 with large negative
pressure regions on the inflow side of the occluder
(101,102). The computed resulting wall shear stress mag-
nitudes at the edge of the leaflet exceeds 17 kPa for a
fraction of a second at the instant of valve closure and first
rebound after impact with the seat stop (72).

In the case of BHV, finite element analysis has been the
popular technique employed to determine the stress dis-
tribution on the leaflets with the blood pressure applied as
the load on the leaflets. Such analyses have also been
employed to perform stress analysis with native aortic
and mitral valves (103,104). Stress analysis with BHV
geometry have incorporated the nonlinear material prop-
erty of the leaflets and employed both the rigid and flexible
stent support (84,85). These results have generally sug-
gested a correlation between regions of high stresses with
the leaflets in the fully closed position and calcification
observed with implanted valves.

Numerical simulation of native and prosthetic heart
valve function is quite challenging with the necessity of
addressing several difficult issues. In the case of MHV
simulation, the mesh generation for the detailed 3D geo-
metry of the tilting disk and bileaflet valves, including the
complex geometry of the hinge mechanism, is required.
The simulation must also have the ability to deal with the
moving leaflets. In the case of BHV simulation, it is neces-
sary to incorporate the nonlinear anisotropic material
property of the leaflets and compute the complex motion
of the leaflets due to the external load imparted on the
same by the surrounding fluid. In modeling the valve
function, the fluid domain is most conveniently described
using the Eulerian reference frame in which the fluid
moves through a fixed mesh. A Lagrangian formulation
is more appropriate for the leaflet motion in which the
mesh moves together with the leaflet. The complete simu-
lation of the heart valve function requires a fluid-structure
interaction simulation and the two formulations are incom-
patible for such an analysis. Two methods have generally
been employed to circumvent this problem. An Eulerian
method used in the simulation of heart valve function is the
fictitious domain method employed by de Hart et al.
(105,106) and Baaijens (107). This simulation requires
careful attention to accurate mesh representation for flows
near the leaflet due to the use of fixed grid and numerical
stability. It is also computationally very intensive. The
second approach is the arbitrary Lagrangian–Eulerian
(ALE) method in which the computational mesh is allowed
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to deform (108) and move in space arbitrarily to conform to
the moving boundaries. It has also been successfully
employed in the heart valve simulation. The disadvantage
with this method is the need for a mechanism to adapt or
deform the mesh to conform to the boundary motion at each
new time step. Large and complex deformation of the BHV
leaflets within the computational domain makes the mesh
adaptation very difficult when structured mesh is used and
the mesh topology has to be maintained. Mesh regenera-
tion has been employed to avoid the problems with the
maintenance of mesh topology, and requires reinterpola-
tion of the flow variables that can be expensive to perform
and may result in large artificial errors. The ALE method
recently has been employed in the simulation of prosthetic
valve function by several investigators (102,109–111).
More recently, a fluid-structure interaction simulation
for the mechanical valve closing dynamics employing the
ALE method has been presented for both two-dimensional
(2D) (112) and 3D (72) geometry of a bileaflet valve. In this
analysis in which the details of the hinge geometry was not
included, the leaflet was specified to rotate around an axis
and the motion of the leaflets was computed by solving the
governing equation of motion for the leaflet with fluid-
induced stresses specified as the external load. The pres-
sure and velocity field is calculated employing the CFD
solver employing the ALE method. The grid points on the
leaflets are rotated, based on the solution of the equation of
motion of the leaflet. An elliptic solver is employed to the
entire mesh using the initial methods and the computed
displacement of the leaflet grid points. This simulation has
also clearly demonstrated the presence of abnormally high
wall shear stresses in the clearance region of the leaflet and
the valve housing at the instant of valve closure and leaflet
rebound. These studies indicate that the shear stress-
time magnitude present in this region far exceeds magni-
tudes suggested for platelet activation, and hence may be the
critical factor for thrombus initiation with MHV implants.

SUMMARY

Since the introduction of the first prosthetic valve replace-
ment for a diseased native heart valve > 40 years ago,
numerous developments in design and manufacturing pro-
cess have resulted in improved performance of these
implants and patients are leading a relatively normal life.
Continued efforts are underway to minimize the effect of
thrombus deposition with MHV and to improve the dur-
ability of implanted BHV. State-of-the-art experimental
techniques and computational simulations are being
applied to improve our understanding on the relationship
between the complex solid and fluid mechanics during the
prosthetic valve function and its relationship with the
problems still continuing to be observed with the implants.
With the advent of high performance computers and
advances in computational flow dynamics algorithms,
more detailed 3D unsteady laminar and disturbed flow
simulations are becoming a reality today. Development
of fluid–structure interaction simulations, inclusion of
detailed structural analysis of biological leaflet valves
during the valve function, and the behavior of platelets

and red blood cells in the unsteady 3D flow field to simulate
the platelet and red blood cell motion in the crevices are
crucial for our further understanding of the mechanical
valve function. However, complementary experimental
studies to validate the simulations are also essential to
gain confidence in the results of the complicated numerical
simulations. A deterministic study of the effect of such
stresses on the leaflet structures as well as formed elements
in blood will require an analysis that includes computa-
tional algorithms that span multiple length and time scales.
Efforts are underway to develop such simulations. These
studies will also provide valuable information toward the
development of tissue engineered valve replacements.
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INTRODUCTION

The cardiac cycle begins with venous blood passing
through the tricupsid valve in response to relaxation of
the right ventricle. Then, during ventricular contraction,

the tricuspid valve closes and blood flows through the open
pulmonary valve to the lungs. Similarly, oxygenated blood
leaving the lungs crosses the mitral valve during filling of
the left ventricle and is then ejected through the aortic
valve when the left ventricle contracts. A normally func-
tioning heart valve must open and close approximately
once every second without posing significant resistance to
flow during opening and without allowing significant leak-
age during closure.

Due to the critical role that heart valves play in con-
trolling pressures and flows in the heart and throughout
the body, valve disease is a serious health risk and can be
fatal if not treated. In the United States almost 20,000
people die annually as a result of heart valve disease (1).
Although the causes and mechanisms of heart valve dis-
eases are varied, their effect can usually be reduced to
either failure of the valve to open fully (stenosis) or failure
to prevent leakage of blood (regurgitation). Patients with
stenosis or regurgitation may experience chest pain,
labored breathing, lightheadedness, and a reduced toler-
ance for exercise.

Because of the mechanical nature of valve dysfunction,
treatments for severe valve disease usually involve surgi-
cal intervention to restore the flow control function of the
valve. Early surgical treatments consisted of a surgeon
using a tool, or his fingers, to reach into the beating heart
and forcefully open a stenotic mitral valve. With the advent
of cardiopulmonary bypass in the 1950s, the notion of
fabricating and implanting a prosthetic valve became more
feasible and by the early 1960s the first successful and
repeatable prosthetic valve implants were performed by
Starr (2,3). The valve he developed with Edwards, an
engineer, consisted of a ball trapped in a rigid, dome-
shaped cage. At the inflow edge of the valve was a cloth
flange, the sewing ring, which enabled the surgeon to sew
the valve into the patient’s heart (see Fig. 1). Although
crude in comparison to the native valve structure, this
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Figure 1. Starr–Edwards ball–cage valve. (Courtesy of Edwards
Lifesciences, Irvine, CA).



Starr–Edwards valve and subsequent models had been
used successfully in >175,000 people by 1991 (4).

Over the past four decades, numerous valve designs
have been developed and used clinically. There were
�80,000 heart valve-related surgeries in the United States
in 1999, �50,000 of which were implants of prosthetic
aortic valves (5). But despite the success of prosthetic valve
technology, currently no valve is optimal, so surgeons and
engineers continue their collaborative efforts in pursuit of
improved designs.

Due to the lower pressures in the right ventricle, the
tricuspid and pulmonary valves are implicated far less in
heart disease than the valves of the left heart (1). Conse-
quently, prosthetic heart valve technology is focused
almost entirely on mitral and aortic valves. The following
discussion will focus on the primary tools, techniques, and
data that are of interest when evaluating these valves
in vitro.

NATIVE VALVE STRUCTURE AND HEMODYNAMICS

Although it has been shown that a prosthetic heart valve
need not look like a native heart valve to have adequate in
vivo function, it must have geometry suitable for the
intended implantation site and must function without
impeding other aspects of cardiac function. It is therefore
important to understand the anatomy and physiology of
native heart valves as well as the process of surgical
implantation of prosthetic valves. These will be reviewed
briefly here; more detailed reviews can be found elsewhere
(6–10). Figure 2 shows schematic drawings of a cross-
section of the left ventricle in systole and diastole.

The base, or inflow perimeter, of the aortic valve is
contiguous with the left ventricular outflow tract and
the anterior leaflet of the mitral valve. The valve is com-
prised of three flexible, triangular leaflets, each of which
attaches along �1208 of the circumference of the aorta. The
inflow attachment line curves upward from the annulus at

both ends, giving the leaflet its curved, three-dimensional
(3D) geometry. At the outflow aspect of the valve, each
adjacent leaflet pair meet at a commissure, a junction point
on the aortic wall, and the aorta surrounding the valve
leaflets is comprised of three bulbous regions, the sinuses of
Valsalva.

Contraction of the left ventricle causes ventricular pres-
sure to increase until it exceeds that in the aorta at which
point the aortic valve opens rapidly and allows flow into the
aorta. The flow reaches its peak amplitude about one-third
of the way through the flow cycle. As the left ventricle
relaxes, ventricular pressure falls, which reduces the pres-
sure gradient and causes flow in the aorta to decelerate.
Eventually, the pressure in the aorta exceeds that in the
left ventricle and the aortic valve closes. During forward
flow, a vortex forms in each sinus, which may play a role in
the subsequent closure of the leaflets (11).

Aortic flow continues forward for a short period of time
after the reversal of the pressure gradient due to the
momentum of the blood (12), and a small volume of blood,
the closing volume, is pushed back into the ventricle at
closure due to the motion of the closing leaflets. During
diastole, the closed aortic valve is under a back pressure of
80–100 mmHg (10.66–13.33 kPa). Representative pressure
and flow waveforms of the aortic valve are shown in Fig. 3.
At a heart rate of 70 beats �min�1, systole will typically last
�35% of the whole cardiac cycle, or �300 ms. At an exercise
heart rate of 120 beats �min�1, the systolic ratio will
increase to near 50%.

Although there are many factors involved in deciding
whether a patient needs surgery, general guidelines sug-
gest that a diseased aortic valve may be considered for
replacement with a prosthesis when the area of the valve
has been reduced to 0.5–1.0 cm2 (compared to a normal
range of 3–4 cm2), or when regurgitation has caused an
ejection fraction of <50% (13). When a diseased aortic valve
is replaced with a prosthetic valve, the aorta is cut open, all
three leaflets are cut out, and any calcium is removed from
the valve annulus. The diameter of the annulus is then
measured to determine the appropriate sized prosthetic
valve to use. The prosthetic valve is then implanted by
stitching the sewing ring to the tissue of the native annu-
lus, although the exact implantation process as well as the
positioning of the valve will vary based on valve type.
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The mitral valve is structurally and functionally dis-
tinct from the aortic valve. It has two primary, unequally
sized leaflets, each of which is made from several segments.
The longer anterior leaflet, adjacent to the aortic valve, is
attached along one-third of the annulus, while the shorter
posterior leaflet connects to about two-thirds of the annu-
lus. The leaflets contain many furrows or wrinkles that
allows the valve to occupy minimal space in the heart while
still having a large surface area for preventing leakage and
supporting the stress of closure. The annulus itself is not
circular, but D-shaped, and has a 3D, saddle-shaped cur-
vature (14).

Many tendonous chords emanate from the underside
and edge of the leaflets and attach to the papillary muscles,
which are part of the wall of the left ventricle. The chords
and papillary muscles comprise the tensioning component
of the mitral apparatus, helping the valve to support and
balance the stresses on the leaflets during closure. The
entire mitral apparatus is a dynamic and active structure:
the annulus, leaflets, and papillary muscles all move in
coordination throughout the cardiac cycle in support of
proper valve function (15,16). Currently, no prosthetic
mitral valve can replicate or synchronize with the compli-
cated force and motion dynamics of the native mitral
apparatus.

During left ventricular filling, diastolic flow through the
mitral valve is equal to the subsequent flow out of the aortic
valve, assuming there are no leaks through either valve.
Although the same volume passes through the mitral
valve, the flow profile is very different than that of aortic
flow. First, diastolic flow occupies �65% of the cardiac
cycle, lasting �557 ms at a heart rate of 70 beats �min�1.
Due to the longer flow period, peak flow rates and pressure
gradients are usually lower through the mitral valve than
the aortic valve. Second, diastolic flow occurs in two phases.
As the left ventricle relaxes, pressure falls to near zero and
the mitral valve opens to allow ventricular filling from the
left atrium, which acts as a compliant filling chamber and
maintains a fairly constant blood pressure of �15 mmHg
(1.99 kPa). The pressure gradient between the atrium and
the ventricle lessens as the ventricle fills, causing the flow
to approach zero and the leaflets to nearly close. The left
atrium then contracts, opening the leaflets again and
sending a second bolus of blood, less than the first, into
the ventricle. The two waves of the biphasic diastolic flow
pattern are referred to as the E and A waves. The valve
closes fully at the end of the A wave and is under a back
pressure of >100 mmHg (13.33 kPa) during systole.
Figure 4 shows a schematic representation of pressure
and flow waveforms through the mitral valve.

The decision to surgically replace the mitral valve with a
prosthesis, as with the aortic valve, is based on many
factors. But general functional criteria include an effective
orifice area <1.0 cm2 (depending on body size) or regurgi-
tation causing an ejection fraction <50% (13). During
surgical replacement, the left atrium is opened, the native
leaflets are cut out, and any calcium is removed. As with
aortic replacement, the diameter of the annulus is mea-
sured to determine the prosthetic valve size needed. For
valves with stent posts, care must be taken that the posts
do not impinge on the wall of the left ventricle. The chords

are generally removed, but may be left in the heart in some
cases to provide structural support to the left ventricle. For
some patients, the mechanical functionality of the mitral
valve can be restored with surgical repair techniques,
obviating the need for a prosthesis.

PROSTHETIC HEART VALVE TECHNOLOGY

A prosthetic heart valve must meet several basic functional
requirements. In addition to having adequate opening and
closing characteristics, it must also be durable, and bio-
compatible. All prosthetic valves compromise at least one of
these features in favor of one of the others. The primary
distinction between valve types is materials: Most valve
designs use either synthetic, rigid components or flexible,
biologically derived tissue. Based on these material fea-
tures, a prosthetic valve is generally categorized as either a
mechanical valve or a tissue valve.

Most mechanical heart valves (MHVs) are made from a
rigid ring of metal or pyrolytic carbon, the outer perimeter
of which is covered with a cloth sewing ring. The ring, or
housing, contains one or more rigid occluders that are free
to swivel on struts or hinges in response to a pressure
gradient. The occluders are constrained within the hous-
ing, but are not mechanically coupled to it, allowing blood
to flow completely around them, which helps to avoid flow
stagnation.

Although they can adequately prevent backflow, MHVs
do not create a seal during closure, and thus allow some
regurgitation. The volume of blood regurgitated is tolerable
for the patient, but the squeezing of blood through the
closed valve creates high velocity, high shear jets that may
be responsible for blood damage that leads to thrombosis
(17). Whatever the mechanism, all MHV patients must
take a daily dose of anticoagulant to counteract the throm-
bogenic effects of the valve. Without anticoagulation MHVs
will develop clots that can impede valve function or become
embolized into the bloodstream. One advantage of MHVs is
that they are highly durable and can usually function for
the duration of the recipient’s life.

Although widely used, the Starr–Edwards valve was
eventually surpassed by MHVs with better flow character-
istics. Bileaflet valves and tilting disk valves are the two

428 HEART VALVE PROSTHESES, IN VITRO FLOW DYNAMICS OF

Closing volume
Leakage volume

Mitral pressure gradient
Crossing points

0 0

Mitral flow

Atrial pressure

Ventricular
pressure

P
re

ss
ur

e

F
lo

w

Figure 4. Idealized waveforms of pressure and flow through the
mitral valve.



mostly popular types in use clinically (see Fig. 5). The
St. Jude bileaflet mechanical valve is by far the most widely
used mechanical valve. It accounted for >70% of all
mechanical valves sold in the United States in 2003 (18).
Most innovations in MHVs in the last 10 years have
focused on optimizing this type of bileaflet design, either
through improved materials, geometries, or sewing rings.
Other manufacturers of mechanical heart valves include
Carbomedics, Medtronic, Sorin, and Medical Carbon
Research Institute.

Tissue heart valves (THVs), also called bioprosthetic
valves, were developed based on the idea that valves made
of biologic tissue and with a structure similar to the native
heart valve would function better in vivo than rigid
mechanical valves. The leaflets of these valves are made
from animal tissue that has been treated with a dilute
solution of glutaraldehyde. Glutaraldehyde cross-links the
collagen in the tissue, which prevents its breakdown and
reduces its antigenicity in vivo. The cross-linked tissue is
slightly stiffer than fresh tissue, but it still retains a
functional amount of flexibility.

Porcine THVs are made from the aortic valve of a pig. To
construct the prosthesis, the aortic valve is first excised
from the pig heart, trimmed to remove excess tissue,

incubated in glutaraldehyde, and then mounted on a
cloth-covered frame with three commissure posts and a
sewing ring. The frame, made of metal wire or plastic,
provides structural support and allows ease of handling
and implantation. The other main type of THV is the
pericardial valve. Pericardium, the tissue that surrounds
the heart, is separated from the heart of a cow or horse and
then flattened and incubated in glutaraldehyde, producing
a sheet of material that may be cut and assembled as
desired to form a valve. Commercial pericardial valves
typically incorporate three separate leaflets onto a three-
pronged support structure similar to those used for porcine
valves. Although structurally similar to the aortic valve,
both porcine and pericardial valves are also implanted in
the mitral position. Examples of a porcine valve and a
pericardial valve are shown in Fig. 6. The Edwards Peri-
mount pericardial valve is currently the most widely used
THV, comprising >70% of all tissue valves used in the
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Figure 5. Examples of two mechanical heart valves: A bileaflet
St. Jude Mechanical valve, and a Medtronic tilting disc valve.
(Courtesy of Medtronic, Inc.)

Figure 6. Examples of two tissue heart valves: A Mosaic porcine
tissue valve. (Courtesy of Medtronic, Inc.) A Perimount pericardial
tissue valve. (Courtesy of Edwards Lifesciences, Irvine, California.)



United States (18). Other manufacturers of tissue valves
include Medtronic, St. Jude, Sorin, and 3F Therapeutics.

In contrast to MHVs, THVs generally have an unob-
structed flow orifice, seal during closure, and do not typi-
cally require long-term anticoagulation. However, THVs
have limited structural durability compared to MHVs,
which usually last the duration of the recipient’s lifetime.
Although some pericardial valves have performed well for
as long as 17 years in patients (19), the THVs in general are
expected to degenerate or calcify within 10–15 years, at
which time they must be surgically replaced with a new
prosthesis. Due to this limitation, THVs are typically only
implanted in patients older than 65 years of age (13). Over
the past several years there has been an increased use of
tissue valves in the United States, while mechanical valve
usage has declined, a trend that is expected to continue
(18).

Another type of THV that was widely pursued in the
1990s is the stentless valve. This valve type, intended for
aortic valve replacement only, is made from porcine aortic
roots that are fixed in glutaraldehyde, but do not have any
rigid support materials added. The surgeon must attach
both ends of the device into the patient’s aorta without the
aid of a sewing ring or support structures. The intended
benefit of these valves is better hemodynamics because of
their flexibility and lack of a sewing ring, and greater
durability due to lower stresses in the tissue. However,
they are not used as extensively as other THVs because
they are more difficult to implant, which results in
extended surgery time. Examples of two stentless valves
used clinically are shown in Fig. 7. Similarly, human aortic
roots can be removed from cadavers and processed with
preservative techniques to make an implantable replace-
ment. These valves, called homografts or allografts, have
all the perceived benefits of stentless valves, but are just as
difficult to implant, and long-term clinical results have been
mixed (5). The primary commercial source of homografts is
Cryolife, which cryogenically preserves the aortic roots.

There have been numerous attempts at fabricating
prosthetic valves from polymers but, to date, none have
achieved clinical success. Polymer valves are conceptually
attractive because they would be flexible, with a reprodu-
cible geometry and relatively economical and straightfor-
ward to manufacture, and ideally would be more durable
than tissue valves, while not requiring chronic anticoagu-
lation like mechanical valves. But design difficulties and
calcification have prevented these valves from realizing
their full potential (20). Like polymer valves, tissue-engi-
neered valves have many theoretical advantages over cur-
rent mechanical and tissue valves. As a result, processes
for growing a valve in vitro from human cells seeded on a
scaffold has been an area of active research (21–23), but
has also not yet produced a clinically viable product.

IN VITRO TESTING

In vitro evaluations of prosthetic heart valves are per-
formed to understand the detailed flow characteristics of
a given design. The flow area, the amount of leakage, the
ultrasound compatibility, the presence of deleterious flow

patterns, the velocity magnitude of regurgitant jets, the
motion of the leaflets during forward flow, and the position
of the leaflets during closure can all be assessed in vitro and
be used to improve valve designs and assess the appro-
priateness for human implantation.

Equipment

To evaluate the hemodynamic performance of prosthetic
valves, a pulse duplicator or mock flow loop is implemented
to act as an artificial left ventricle, and therefore must be
able to simulate the pressure and flow waveforms shown in
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Figure 7. Examples of two stentless porcine heart valves: A
Prima stentless valve. (Courtesy of Edwards Lifesciences, Irvine,
Ca.) A Freestyle stentless valve. (Courtesy of Medtronic, Inc.)



Figs. 2 and 3 over a range of physiologic hemodynamic
conditions.

Figure 8 is a schematic representation of a pulse dupli-
cator for in vitro heart valve testing. Generally, the left
atrium is simulated with an open or compliant reservoir
that maintains a static fluid height above the mitral valve
so as to provide a diastolic filling pressure of�10–15 mmHg
(1.33–1.99 kPa). The mitral valve should open directly into
the left ventricle as it does anatomically. The left ventricle
can be simulated with a rigid chamber with a volume
similar to the human left ventricle (�70–100 mL), although
some pulse duplicators utilize a flexible, ventricular-
shaped sac that can be hydraulically compressed to simu-
late the squeezing action of the heart (24,25). The aortic
valve should be mounted at the outflow of the ventricular
chamber so that flow enters the valve directly from the
chamber. Tubing between the ventricle and the valve
should be avoided as it will cause higher than physiologic
velocities upstream of the valve. The flow exiting the aortic
valve enters a tubular chamber with dimensions similar to
the native aorta, including three sinuses and a diameter
appropriate for the aortic valve being tested. Although not
necessary for valve closure, the presence of sinuses allows
for more realistic flow patterns behind the leaflets during
systole.

The system should be instrumented to allow instanta-
neous pressure measurements in the left atrium, left ven-
tricle, and aorta and flow measurements through both
valves. The flowmeter must be able to accurately measure
both forward flow, which can reach peak valves of
30 L �min�1, and leakage flows, which may be on the order
of 1 mL � s. Test fluids can be either saline or a blood analog
fluid with a density and viscosity similar to that of blood,
�1.1 g �mL�1 and 3.5 cp, respectively. A mixture of water
and glycerin is the most common blood analog fluid.
Because blood is a non-Newtonian fluid (i.e., its viscosity

varies with shear rate), polymeric solutions, which more
closely mimic this property, have also been used for in vitro
valve testing (26).

In order to produce physiologic waveforms, compliant
and resistive elements must be present downstream of the
aorta. Compliant elements are expansive chambers that
may utilize air, springs, flexible beams, or compliant tubing
to absorb fluid volume during the systolic stroke. The
compliant element should be located as close as possible
to the aortic valve to minimize ‘‘ringing’’ in the pressure
and flow waveforms. The impedance of the arterial system
can be simulated with simple pinch clamp on flexible
tubing, or a variably restrictive orifice.

The flow is driven with a pulsatile pumping system that
interfaces with the left ventricular chamber. The pump
must be able to create physiologic beat rates, flow rates,
and systolic/diastolic ratios. One type of pumping system
utilizes positive and negative air pressure, cycled with
solenoid valves and timers, to drive a flexible diaphragm
(27). Alternatively, a large, cam-driven syringe (piston–
cylinder) pump can be employed with controlled piston
displacement designed to produce the desired systolic
and diastolic timing. Syringe pumps driven by computer-
controlled servo motors are the optimal pumping systems
because they allow the greatest amount of control over the
motion of the piston and can best simulate complicated
physiologic flow patterns (e.g., biphasic diastolic flow).

Valve mounting in a pulse duplicator can be accom-
plished by mechanical compression of the sewing ring, or
by suturing the ring to a gasket. However, any valve that is
flexible and mechanically coupled to the native anatomy
during implantation (e.g., a stentless aortic valve) must be
tested in a valve chamber that mimics the dynamic motion
of the valve in vivo, because this may affect hemodynamic
performance. Standardized testing guidelines suggest that
stentless valves be tested in flexible chambers that undergo
a 4 and 16% change in diameter per 40 mmHg (5.33 kPa)
pressure change (28).

Test Conditions and Data Analysis

Hemodynamic conditions considered typical for an adult
would be the following: cardiac output: 5 L�min�1; left
atrial pressure: 10–15 mmHg (1.33–1.99 kPa); left ventri-
cular pressure: 120/0 mmHg (systolic/diastolic) (15.99/0 g);
aortic pressure: 120/80 mmHg (systolic/diastolic) (15.99/
10.66 kPa); heart rate: 70 beats �min�1.

Although flow and pressure conditions are often quan-
tified according to mean, peak, and minimum values this
way, the shape of the pressure and flow waveforms are also
important in determining the appropriateness and quality
of the test condition. Excess ‘‘ringing’’, large pressure
spikes, and square waveforms are examples of unphysio-
logic waveform features that may be seen in vitro.

A thorough in vitro investigation of heart valve perfor-
mance should also include different flow, heart rate, and
pressure conditions that correspond to the range of phy-
siologic hemodynamic conditions that the valve will experi-
ence in vivo. At rest, the heart rate may decrease to
45 beats �min�1 or lower, while during exercise it may
increase to >120 beats�min�1; cardiac output will vary
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accordingly at these conditions, typically ranging from 2 to
7 L �min�1. It is at these extremes that leaflet dynamics, for
example, may change and reveal performance limitations
of the valve.

Typically, a minimum of 10 cycles, or heart beats of flow,
inflow pressure and outflow pressure are collected for
analysis at each test condition. The waveforms are ana-
lyzed by first identifying the key crossing points that define
the start and end of forward flow, regurgitant flow, and
positive (forward flow) pressure gradient (see Figs. 3 and
4). These pressure and flow data are used to calculate the
key variables that define the hemodynamic performance of
a valve: the pressure gradient (DP), the effective orifice
area (EOA), and regurgitant volume.

The pressure gradient is the most basic measure of valve
resistance to flow. In vivo, a prosthetic aortic valve with a
high pressure gradient will force the left ventricle to
expend more energy than one with a low pressure gradient.
The regions of positive pressure gradient for aortic and
mitral valves are shown in Figs. 3 and 4. These pressures
can be measured in a pulse duplicator through wall taps in
the testing chambers or through a catheter inserted into
the flow. The pressure gradient will increase with decreas-
ing valve size and, for a given valve size, increasing flow
rate. It has also been shown that aortic pressure gradient
measurements can be dependent on left ventricular ejec-
tion time (29) and aortic pressure (30).

The EOA is not a physical valve dimension, but a
calculation of the minimal flow area allowed by the open
valve. Under pulsatile flow conditions, it is calculated as
Qrms/[51.6(DP)1/2], where Qrms is the root-mean square of
the average flow rate through the valve. The EOA is a more
useful measure than geometric orifice dimensions because
mechanical valves, with occluders that occupy the orifice,
restrict the orifice flow in variable ways based on the
degree of opening and flow rate. Similarly, the extent of
tissue valve leaflet opening will vary based on leaflet
stiffness and flow rate. A method of dynamically measuring
the actual valve area in an in vitro tester by measuring the
amount of light that passes through it has also been
proposed and tested (31).

All valves move some volume of fluid back into the inflow
chamber during closure. The closing volume of a prosthetic
valve is calculated from the area under the flow curve
immediately after valve closure as shown in Figs. 3 and
4. This volume is a function of the valve area and the travel
distance of the leaflets during closure. Although it will vary
based on valve design, the closing volume is relatively
small and typically does not have a significant hemody-
namic effect. Leakage volume, by contrast, is the volume of
blood that passes through the valve during closure, and is a
critical measure of valve performance. Excessive leakage
reduces the efficiency of the heart and can cause progres-
sive deterioration of ventricular function. Ideally, the leak-
age volume through a valve is zero, although most
mechanical valves allow some leakage of blood in order
to provide ‘‘washout’’ of mechanical junctions. Tissue
valves do not allow any leakage as long as there is adequate
apposition, or coaptation, of the leaflets.

The total regurgitant volume is the sum of the closing
and leakage volumes and represents the total fluid loss

during one valve closure. Regurgition can also be expressed
as a percentage of forward volume. Clinically, the ejection
fraction, the ratio of the ejected blood volume to the left
ventricular volume, is used to assess the hemodynamic
severity of regurgitation. As with other hemodynamic
variables, regurgitant volumes will vary with valve design,
valve size, flow rate, pressure, and heart rate.

When assessing prosthetic valve regurgitation it is
important to discriminate between transvalvular regurgi-
tation and paravalvular regurgitation. Transvalvular
regurgitation occurs through the valve mechanism, such
as past the hinges or occluder gaps in mechanical valves
or through regions of inadequate leaflet coaptation in
tissue valves. Because prosthetic valves are sewn in place
with a porous cloth sewing ring, leakage can also occur
through the sewing ring or spaces created by inadequate
fixation to the annulus. This is paravalvular leakage,
occurring around or adjacent to the valve, and should be
differentiated from transvalvular leakage In vitro, test
valves should be sealed to eliminate paravalvular leakage
so that transvalvular leakage can be measured indepen-
dently.

In vitro performance comparisons of different prosthetic
valve designs are complicated by variations between
labeled valve size and actual valve size (32). Most commer-
cial prosthetic valves are sized according to diameter in
2 mm increments and typically range from 19 to 29 mm for
aortic valves, and 25 to 31 mm for mitral valves. However,
the diameter measurement is made at different locations
based on manufacturer and valve type. The performance
index (PI), which is the ratio of EOA to actual sewing ring
area (33), is calculated in order to control for these varia-
tions and allow for more reliable valve-to-valve compar-
isons. Clinically, an EOA Index (EOAI) is calculated by
dividing the EOA by the patient’s body surface area, in
order to normalize EOA values based on patient size and,
indirectly, hemodynamic requirements.

Due to the variability of pulse duplicator systems and
the sensitivity of test results on hemodynamic conditions,
comparing valves evaluated in different test systems can
also be problematic (34). Differences in pressure and flow
waveform shapes, drive types, location of pressure taps,
chamber geometries, and other system configuration char-
acteristics can cause variations in measured valve perfor-
mance. Comparative in vitro studies of different mechanical
valves (35,36) and tissue valves (37) tested in the same pulse
duplicator under the same conditions can be found in the
literature. Figures 9–10 show in vitro pressure drop results
for various tissue valves from one of these studies.

Doppler Ultrasound

Doppler echocardiography is the most widely used modality
for assessing prosthetic valve performance in vivo and can
be useful for in vitro studies as well. In vitro Doppler and
imaging assessments are an important part of valve evalua-
tions prior to human implants because they may reveal
signature ultrasound features (e.g., acoustic shadowing,
eccentric flow profiles, jet morphology), which are unique
to the valve design and different from a native valve. It is
important for clinical sonographers to understand these
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features so they can distinguish between normal and
abnormal valve function. In addition, two-dimensional
(2D) echo images of the valve can be used to obtain an
axial cross-sectional view of the valve during cycling that
can be useful in assessing the motion and coaptation
morphology of tissue leaflets. And although a flowmeter
can be used to quantify the amount of regurgitation
through a valve, Color Doppler ultrasound allows for
visualization of the size and shape of any jets and detect-
ing their point of origin.

Doppler measurements and 2D imaging can be per-
formed in vitro providing there is an acoustic window for
the ultrasound beam that allows the transducer to be
aligned roughly perpendicular to the axis of valve flow
and does not attenuate the acoustic signal. It is also

necessary to add small, insoluble particles to the test fluid
to provide acoustic scatter for Doppler measurements and
Color Doppler imaging. Figure 11 shows how an ultra-
sound transducer would be positioned on a pulse duplicator
and the types of images that can be obtained.

Doppler measurements of pressure gradients can be
performed in vitro to assess the hemodynamic performance
of a valve as it would be done in a patient. During forward
flow, continuous wave Doppler measures a real-time spec-
trum of velocities across the open valve. Standard echo-
cardiographic software allows the user to acquire and
analyze the spectrum and determine an average velocity.

Clinically, the average velocity value is used to compute
pressure gradient using a simplified version of the Ber-
noulli equation. Ignoring viscous losses, acceleration
effects, and changes in height, the Bernoulli relationship
between two points, 1 and 2, on a streamline is:

P1 þ 1

2
rv2

1 ¼ P2 þ 1

2
rv2

2 ð1Þ

where P is the pressure, is the fluid density, and v is the
velocity.

Rearranging Eq. 1 and expressing the upstream, or
proximal valve velocity as vp, and the downstream, or distal
velocity as vd, the pressure gradient (P1�P2¼DP) across a
valve can be expressed as:

DP ¼ 1

2
rðv2

d � v2
pÞ ð2Þ

Doppler ultrasound machines typically report velocity in
units of meter per second (m � s�1) and pressure in units of
millimeter of mercury (mmHg). Assuming a blood density
of �1.1 g �mL�1 and applying the appropriate unit conver-
sions, the 1/2 term is approximated as 4 mmHg�m�2�s�2. A
further simplification can be made if the proximal velocity
term (the velocity at the left ventricular outflow tract for
aortic valves) is small compared to the distal velocity.
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Neglecting the proximal velocity term yields the equation
used by ultrasound software programs to compute pressure
gradient from continuous wave velocity measurements:

DP ¼ 4ðv2Þ ð3Þ

If the proximal velocity term is needed, it can be measured
with pulsed wave Doppler ultrasound, which, unlike contin-
uous waveDoppler,providesvelocityspectraatauser-defined
location in space (e.g., the left ventricular outflow tract).

Prior to the use of Doppler, hemodynamic assessment of
prosthetic valves in vivo was performed by placing a pres-
sure-measuring catheter into the heart. Comparisons
between pressure gradients measured by catheter and
by Doppler typically show some discrepancy between the
two methods, causing some concern as to which method is
more accurate. Several groups have performed in vitro and
in vivo studies to compare and contrast catheter-based
measurements and Doppler measurements (38–41). These
comparisons are complicated by the fact that the two
techniques use fundamentally different methods to arrive
at the pressure gradient and they each have individual
sources of approximation and error.

The primary valve-related reason for differences in
Doppler and catheter measurements of pressure gradient
is pressure recovery. Pressure recovery occurs when some
portion of the downstream kinetic energy is converted back
to potential energy (i.e., pressure). Like flow through a
Venturi nozzle, the lowest pressure and highest velocity
through a heart valve will occur at the narrowest point,
which is typically the region immediately downstream of
the valve. If the flow out of the valve is allowed to gradually
expand and remains attached to the walls, there will be an
increase, or recovery, of pressure further downstream
relative to the pressure at the valve exit. Due to this local
variation in pressure, the location of pressure measure-
ment becomes critical. Because continuous wave Doppler
measures velocities all along the beam path, it will detect
the highest velocity (regardless of its location), which will
then be used to calculate the pressure gradient. In contrast,
catheters take direct pressure measurement at a specific
location; if that location is not at the point of lowest
pressure, catheter measurements of pressure gradient will
tend to be lower than those derived from Doppler.

Pressure measurements across bileaflet MHVs (e.g., the
St. Jude Mechanical) are further complicated because,
during opening, the two side orifices are larger than the
central orifice, resulting in a nonuniform velocity profile.
This may be one reason why better agreement between
in vitro Doppler and catheter measurements has been
found for a tissue valve, which has an unobstructed central
orifice, than for a bileaflet mechanical valve (39).

Flow Visualization

Clear chambers that provide visual access to the valve as
well as the flow fields in its vicinity are an important
feature of in vitro test systems. The use of video to asses
leaflet dynamics can provide important information about
valve performance that cannot be obtained from hemody-
namic measurements or in vivo studies. Tissue contact
with a stent, poor coaptation, asymmetric or asynchronous

leaflet closure, and leaflet rebound are all visual clues that
either the valve design is inadequate or the test conditions
are inappropriate.

Flow field visualization and measurements are equally
important because thrombotic complications in vivo can be
caused by unphysiologic, valve-induced flow patterns. Both
flow stasis and high velocity leakage jets (and associated
turbulent stresses) can trigger thrombosis and subsequent
thromboemboli. In vitro pulsatile flow studies using blood
are not a practical means of determining the thrombogeni-
city of a valve design because of the complexity and sensi-
tivity of the coagulation process. Although the use of milk
as an enzymatically coagulable test fluid has been reported
(42–44), most in vitro assessments of a valve’s thrombogeni-
city are made indirectly based on its flow characteristics.

Illuminating the flow field of interest with a sheet of
laser light and seeding the fluid with neutrally buoyant
particles will allow for qualitative visual assessment of flow
patterns (i.e, uniformity and direction of forward flow,
presence of vortices or recirculation zones, areas of wash-
out during closure.) The motion of the particles can be
analyzed quantitatively with digital particle image veloci-
metry (DPIV), which uses the translocation of seeded
particles in consecutive, laser-illuminated video frames
to compute the velocity of many particles at one point in
time. With these numerous velocity measurements, a velo-
city map of the flow field can be created from any point in
the cardiac cycle.

Velocity measurements can also be performed with laser
Doppler velocimetry (LDV), which allows good temporal
resolution of velocity, but only at a single point. Multiple
point measurements at different locations can be made
sequentially and then compiled in order to construct a
phase averaged velocity profile of the entire flow field.
Simultaneous LDV and DPIV measurements have been
performed on a MHV in an attempt to integrate the relative
benefits of each method (45). Thorough flow field measure-
ments of several prosthetic heart valves, both tissue and
mechanical, have been published by Yoganathan and co-
workers (46,47). During forward flow, MHVs are seen to
have disrupted or eccentric velocity profiles reflective of the
open occluder position, while THVs tend to have more
uniform, unobstructed flow profiles.

Since blood cell damage will likely occur above some
critical shear stress threshold, in vitro velocity data is used
to calculate shear stresses created throughout the flow cycle,
and indirectly assess the potential for hemolysis and platelet
activation in vivo. The MHV leakage jets, in particular, have
the potential to create high shear stresses in blood (48). It is
difficult, however, for in vitro flow characterization studies
to be conclusive with regard to blood damage because of the
myriad of variables that interact to trigger coagulation. In
addition to the magnitude of shear stresses, the exposure
time to those stresses, as well as flow stagnation, material
surface interactions, and patient factors can contribute to
prosthetic valve thrombosis.

Design Specific Testing

Guidelines for in vitro testing heart valves prior to human
use were originally introduced by the U.S. Food and Drug
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Administration (FDA) in 1982. A revised document, that
included guidelines for testing stentless valves, was intro-
duced in 1994 (28). The International Standards Organiza-
tion publishes a similar set of guidelines for heart valve
evaluation, including the equipment and data require-
ments for in vitro studies (49). Many of the testing tech-
niques in use today are motivated by and in response to
these guidelines. However, standardized guidelines are
often insufficient for testing new and innovative designs,
since each new valve design will have unique features that
may require special testing methods to evaluate. A risk
analysis or failure mode analysis can be used to assess the
need for in vitro testing beyond that described in the
standards.

In addition to predictive studies of in vivo performance,
in vitro studies may be conducted retrospectively, in order
to elucidate a particular failure mode seen after a valve has
been used clinically. These types of studies typically
require the development of new or improved testing meth-
odologies to investigate a particular phenomenon, as
shown in the following examples.

In 1988, structural failures of the Baxter Duromedics
MHV were reported in several patients (50). Surface pit-
ting was observed on the pyrolytic carbon leaflets of the
explanted valves, suggestive of cavitation-induced erosion.
Cavitation occurs in a fluid when the pressure drops
rapidly below the vapor pressure of the fluid, causing
the formation of small vaporous cavities, which collapse
violently when the pressure increases. Many in vitro stu-
dies were conducted, employing novel measurement tech-
niques, to assess the propensity for cavitation to occur
during leaflet closure of mechanical heart valves (51,52)
and cavitation testing is now part of U.S. Food and Drug
Administration (FDA) required preclinical testing for all
new MHVs.

In the mid-1990s, the Medtronic parallel bileaflet valve
experienced an unanticipated number of thrombosed
valves in early clinical trials (53). Explanted valves were
observed to have clot formation in the hinge region of the
valve, indicating a flow-related problem in this vicinity
(54). These failures occurred despite the full set of required
tests having been conducted with apparently satisfactory
results. Prototype valves with clear housings were con-
structed to allow flow visualization studies in the region of
the hinge mechanism (55). Results of these studies sug-
gested the geometry of the hinge created stagnant flow
regions which may have been responsible for the clinical
failures.

Clinical studies of patients with stentless valves
revealed that some developed aortic regurgitation several
years after implantation (56,57). Because these valves lack
a support structure, it was believed that age-related dila-
tion of the aorta strained the outflow edge of the valve,
which lead to insufficient leaflet coaptation. Although FDA
testing requirements for stentless valves included flow
testing at elevated aortic pressures in compliant chambers,
testing of mechanical dilation without an increase in pres-
sure was not required. An in vitro study using canine
hearts showed that simply pulling the aorta outward at
the commisssures with sutures prevented the aortic leaf-
lets from closing in the center (58). This study helped

confirm the need to band the aorta during implantation
of some stentless valves in order to prevent later dilation.

In some cases, in vitro testing may also be employed to
test the actual valve that was explanted from a patient.
Depending on the age and condition of the valve, it may be
mounted in a pulse duplicator and studied for signs of
performance, structural or manufacturing abnormalities
responsible for an adverse event in a patient.

Finally, in vitro flow studies may be conducted using
valves excised from animal hearts in order to study the flow
or mechanical dynamics of the native valve that in turn
may be used to design improved prosthetic devices. Fresh
porcine aortic roots have been installed in pulse duplicators
to study the motion of the aortic valve as well to serve as a
testing chamber for prosthetic valves (59–61). The porcine
mitral apparatus, including chords and papillary muscles,
has also been mounted and tested in vitro (62,63).

FUTURE DIRECTIONS

After more than four decades of prosthetic heart valve
development, surgeons have come to rely on just a few
valve designs, both mechanical and tissue, for the large
majority of implants. These valves have achieved wide-
spread use because their performance is reliable and their
limitations and failure modes are known and reasonably
predictable. None of these valves are ideal, however, and
new designs that try to improve upon the state of the art
will continue to emerge.

Although polymer valves and tissue-engineered valves
still hold promise, the greatest change to be expected in the
near future is not the valve itself but the way it is
implanted in the heart. The success of catheter-based
technologies in treating other heart diseases (e.g., coronary
stents, septal defect closure devices) has inspired the pur-
suit and clinical evaluation of a prosthetic heart valve that
can be placed in the beating heart with a catheter (64–66).
This technology is attractive because it would not require
opening the chest and stopping the heart, nor the use of
cardiopulmonary bypass equipment.

Catheter-delivered valves will still require all the test-
ing and analysis described above, but will also necessitate
new equipment and methodologies that take into account
their unique delivery and implantation method. For exam-
ple, the actual delivery and deployment of these valves may
first need to be simulated under in vitro pulsatile condi-
tions, requiring testers that simulate the entry point and
anatomy of the delivery path. Once deployed, the ability of
the valve to seal around its perimeter and remain in place
without migrating must be evaluated, which will require
deployment chambers with the appropriate surface proper-
ties, mechanical properties, and dynamic motion. Also,
current in vitro valve tests rarely simulate coronary flow
out of the sinuses. But when testing valves that are placed
in the aortic annulus under image guidance, rather than
direct visualization, it will be important to evaluate valve
designs in terms of their propensity to block coronary flow.

With aging populations in the United States and Eur-
ope, heart valve disease is likely to remain a significant and
prevalent problem. Better, more efficient prosthetic heart
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valve technology will surely emerge to address this need
and in vitro testing technologies will need to keep pace to
continue helping to improve these devices and ensure their
safety and efficacy for human use.
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HEART VALVES, PROSTHETIC

ROBERT MORE
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INTRODUCTION

Blood flow through the four chambers of the normal human
heart is controlled by four one-way valves. These valves
open and close in response to local pressure gradients and
flow during the cardiac cycle. The atrioventricular mitral
and tricuspid valves open to admit blood flow from the atria
into the ventricles during diastole and then close during
systolic ventricular contraction to prevent backflow into
the atria. The semilunar aortic and pulmonary valves open
during systole to eject blood from the ventricles and then
close during diastole to prevent backflow. Various patholo-
gical states, either congenital or acquired, may result in the
failure of one or more of these valves. A valve may become
stenotic, in which case forward flow through the valve is
impaired, or a valve may become incompetent or regurgi-
tant, closing improperly, which allows excessive backflow
losses. Loss of valve function has a profound degenerative
effect on quality of life and is ultimately life-threatening.

THE CHALLENGE

The goal for valve prosthesis design is to provide a func-
tional substitute for a dysfunctional native valve that will
endure for a patients’ lifetime while requiring minimal
chronic management. The development of open-heart sur-
gery opened the technical possibility of valve replacement
in the late 1950s and early 1960s. However, the practicality
of an effective, durable artificial heart valve was to prove

HEART VALVES, PROSTHETIC 437



elusive in the early 1960s because of problems with valve
construction materials causing blood clotting, material
fatigue, and degradation. Materials, related problems were
greatly diminished when Carpentier (1) introduced the use
of aldehyde preserved biological valves in the early 1960s.
In 1963, Bokros discovered isotropic pyrolytic carbon
(PyC), and shortly thereafter Gott and Bokros discovered
the remarkable blood compatibility of PyC (2). These
events led to two separate avenues of approach to the
development of successful heart valve replacements,
namely biological valves, derived from biological valves
themselves or biological tissues, and mechanical valves,
manufactured from synthetic materials. Significant pro-
cess has occurred toward the goal of a lifelong valve sub-
stitute, last 30 years to the extent that valve replacement
surgery is now a commonplace procedure worldwide. How-
ever, todays valve prostheses are nonideal and a tradeoff
remains between long-term durability and the need for
chronic anticoagulant management.

Although the history of early development of replace-
ment heart valves is fascinating in it’s own right, it is well
chronicled and, thus, will not be addressed here (3–5). See
http://members.evansville.net/ict/prostheticvalveimage-
gallery.htm for a chronology of valve designs. Rather, the
focus here is to contemporary replacement heart valve
designs, which is a story of interplay between advances
in materials technology, design concepts, methods for eva-
luation, and regulatory issues.

EVOLUTION OF REGULATION

Prior to 1976, heart valve prostheses were unregulated
devices—clinical studies, use, and introduction to the mar-
ketplace could be initiated without a formalized perfor-
mance evaluation conducted under regulatory oversight.
Regulation in the United States by the Food and Drug
Administration (FDA), and by similar agencies in other
countries, became necessary because not all valve pros-
theses were clinically successful. With the passage of the
Medical Device Amendments in 1976, heart manufacturers
were required to register with the FDA and to follow
specific control procedures. Heart valve replacements were
required to have premarket approval (PMA) by the FDA
before they could be sold. To quote from the FDA website,
http://www.FDA.gov, (the) ‘‘FDA’s mission is to promote
and protect the public health by helping safe and effective
products reach the market in a timely way, and monitoring
products for continued safety after they are in use’’.

The establishment of FDA oversight was a watershed
event because it formalized the approval process and led to
the development of criteria for evaluating new valve pros-
thesis designs. The preclinical performance tests and clin-
ical performance evaluation criteria that have been
developed are given in the FDA Document Replacement
Heart Valve Guidance - Draft Document, October 14, 1994
(6). This document may be downloaded from the FDA
website at: http://www.fda.gov/cdrh/ode/3751.html. The
document is deliberately labeled ‘‘Draft’’ because it is a
‘‘living’’ document that is periodically updated as heart
valve technology evolves. Furthermore, requirements for

postmarket monitoring exist to continually verify valve
safety and effectiveness.

A parallel international effort gave rise to the Interna-
tional Standards Organization (ISO) Standard 5840, Car-
diovascular Implants-Cardiac Valve (7), which is currently
being harmonized with the European Committee for Stan-
dardization (CEN) to produce a European Standard EN
prEN12006. A major benefit of the European Union (EU) is
that member countries agree to recognize a single set of
standards, regulatory processes and acceptance criteria.
Prior to the establishment of the European Union, each
individual country imposed their own standards and reg-
ulatory requirements. The ISO committee hopes to ulti-
mately merge with or at least to philosophically harmonize
the ISO, EN requirements with the FDA Guidance Docu-
ment requirements in order to produce a single interna-
tional standard.

The regulatory approval process for a new heart valve
design consists of two general stages, a preclinical study
and a subsequent clinical study. The preclinical study
consists of in vitro tests, orthotopic animal implants, and
a survey of manufacturing quality assurance systems.
When the preclinical requirements are satisfied, the
FDA or EU agency may issue an Investigational Device
Exemption (IDE) that allows human clinical trials. Clinical
trials are conducted according to specified study designs,
patient numbers, and evaluation methods. Upon the suc-
cessful completion of clinical trials, the regulatory agency
such as the FDA may issue a PMA, or equivalent EU
approval, that allows the open marketing of the valve
design. As a result of the importance and complexity of
regulatory requirements in heart valve design, evaluation,
manufacture, marketing, and monitoring, major heart
valve companies now have dedicated ‘‘Regulatory Affairs’’
departments.

DEMOGRAPHICS AND ETIOLOGY

Patients require heart valve replacement for a number of
reasons, which vary by sex, valve position, and the pre-
vailing levels of socioeconomic development. Valves
become dysfunctional because of stenosis, inadequate for-
ward flow when open or insufficient and excessive backflow
when closed. A summary of typical patient data by sex,
lesion, and disease state that led to dysfunction is given in
Table 1. This data is taken from PMA studies of the On-X
mechanical valve conducted in North America and Wes-
tern Europe (8,9).

Patients in developing countries tend to require valves
at a younger age (mean 33 years) and have a significantly
higher incidence of rheumatic disease and endocarditis.
The proportion of aortic implants relative to mitral
implants is higher in North America and Western Europe,
whereas the proportion of mitral implants and double-
valve implants is higher in the developing countries.

CLINICAL PERFORMANCE

Regulatory agencies (6,7) gage the results of observational
clinical (IDE) trials in terms of Objective Performance
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Criteria (OPC). Ultimately, the performance of a new
investigational device is compared with existing devices.
The OPCs are linearized complication rate levels. An IDE
study uses statistical methods to demonstrate that
observed complication rates for the investigational device
are less than two times the OPC rate. The linearized rates
are given in units of percent per patient year (6,7) in
Table 2. A patient year is simply the total post implant
follow-up duration in years for patients enrolled in the
study. For example, 100 patients followed one year each
post implant is 100 patient years (pt-yr). For the occurrence
of complication events, the linearized rate is 100% �
(number of events/number of patient years). Currently, a
followup of 400 patient years is the minimum FDA reg-
ulatory requirement for each valve position, aortic and
mitral each.

Thromboembolism (blood clotting-related strokes) and
hemmohrage (excessive bleeding) are measures of the
stability of the valve design relative to hemostasis and
chronic anticoagulation therapy. Perivalvular leaks occur
at the interface between the valve sewing cuff attachment
mechanism and the cardiac tissue and are a measure of
how well the valve design seals. Endocarditis is any infec-
tion involving the valve. A number of other complications,
or morbid events, including hemolysis, unacceptable hemo-
dynamics, explant, reoperation, and death are also mon-
itored and compared on the basis of percent per patient

year. Other presentations of data often used are Kaplan
Meier ‘‘Survival or Freedom from complications’’ plots or
tables in which the percentage of the study population that
has survived, or has not experienced a given complication,
is plotted vs. implant duration in years (10).

HEMODYNAMIC EVALUATION

Methods of evaluating heart valve hemodynamic function,
both natural and prosthetic, have advanced considerably in
the past 30 years. With today’s technology, most evalua-
tions of valve performance can be performed noninvasively,
and more information regarding valve design performance
is available than ever before, both in vivo and in vitro.
Early methods, such as ascultation, listening to valve
sounds with a stethescope, have been greatly improved
on, and invasive catheter techniques are no longer needed
except in special cases.

Cine fluoroscopy involves recording a fluoroscopic exam-
ination with film or digital recording media. It provides a
direct dynamic visualization of radio-opaque prosthetic
valve features and, thus, can be used to identify a valve
type and to assess function. Cine fluoroscopy used in
combination with a catheter delivered radio-opaque con-
trast media, cineangiography, provides a means for basic
flow visualization. Noninvasive echocardiography, how-
ever, has become the most common and important method
for assessing valve function.

The physics of echocardiography are simple; a beam of
ultrasound (1–5 MHz) is aimed into the patient’s chest and,
as the propagating sound wave encounters the different
tissue layers, some of the energy is reflected back. The
existence and depth of the reflecting tissue layers are then
inferred from the time history of the reflections relative to
the incident beam and the strength of the reflection. The
reflection time history and strength from an angular sweep
are then used to construct a 2D tomographic image of the
underlying tissue structures. Thus, cardiac structures and
their motions are readily visualized.

Echocardiography also produces an angiographic image
for visualizing flow by using the moving red blood cells as a
contrast medium. A Doppler shift occurs between the
frequency of the incident sound and the sound reflected
by the moving red blood cells, which is in proportion to the
cells’ velocity. This information is used to map flow direc-
tion and velocity throughout the cardiac cycle. Further-
more, the Doppler frequency shifts can be rendered audible
to produce sound signatures. Thus, echocardiography and
Doppler echocardiography provide powerful visual and
audible diagnostic tools to interrogate cardiac dynamic
structure and function.

Although the above description of echocardiography is
admittedly brief, the real complexity of echocardiography
lies in transducer mechanics, sophisticated electronics,
and computational techniques required to produce near
real-time dynamic 2D images and flow maps. Further
details are readily available; for example, a very accessible
tutorial can be found at the http://www.echoincontext.com/
basicEcho.asp ‘‘Introduction to Echocardiography,’’ pre-
pared by Duke University, 2000.
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Table 1. Summary of Typical Patient Data

Category Aortic Mitral

Mean age years 60 59

Sex % %
Male 66 38
Female 34 62

Lesion % %
Stenosis 47 13
Insufficiency 21 48
Mixed/other 32 39
Etiology (can be > one per patient) % %

Calcific 50 16
Degenerative 28 27
Rheumatic 13 38
Congenital 10 2
Endocarditis 4 7
Previous prosthetic valve dysfunction 3 3
Other 3 16

Table 2. Linearized Rates in Units of Percent Patient
Year

Complication
Mechanical

Valve (%/pt-yr)
Biological

Valve (%/pt-yr)

Thromboembolism 3.0 2.5
Valve thrombosis 0.8 0.2
All hemmhorage 3.5 1.4
Major hemmhorage 1.5 0.9
All perivalvular leak 1.2 1.2
Major perivalvular leak 0.6 0.6
Endocarditis 1.2 1.2



For the purposes of heart valve evaluation, echocardio-
graphy and Doppler echocardiography give dynamic visua-
lizations of valve component motion and reasonable
measurements of flow velocities, flow distributions valve
effective orifice areas, and transvalvular pressure differ-
ences. Definitions and technical details of valve evalua-
tions can be found in Appendix M of the FDA Document
Replacement Heart Valve Guidance - Draft Document,
October 14, 1994 (6,7). A summary of the important echo-
cardiographic parameters for valve evaluation are listed
below.

1. Visualizations of valve motion and structure: Pro-
vides a diagnostic tool for both the native valve and
valve prostheses and can detect the presence of
thrombosis.

2. Doppler measurements of transvalvular pressure
difference (or gradient): A stenotic valve, with
impaired forward flow, either native or prosthetic,
will have an elevated transvalvular pressure differ-
ence. The transvalvular gradient (peak or mean) is
determined by measuring the forward flow velocity
through the valve. If the proximal velocity is greater
than 1 m � s�1, then it is also measured. Velocity
values are diagnostic and can be used to derive an
estimate of the transvalvular pressure difference
using the complete (long) Bernoulli equation,

DP ¼ 4ðV2
2 � V2

1 Þ;

where DP is the peak pressure difference mmHg, V2

is the continuous-wave Doppler peak transvalvular
velocity (m � s�1), and V1 is the proximal pulse-wave
Doppler peak velocity (m � s�1). If the proximal velo-
city is less than 1 m � s�1, as is usual in the mitral
position, the V1 term can be dropped and, as such,
the single-term equation is called the short Bernoulli
equation. Forward flow velocity-time envelopes may
be integrated to give mean velocity values or mean
pressure values depending on the echo system’s
processing capabilities. The mean velocity values
are substituted into the Bernoulli equation, or the
mean transvalvular and proximal pressures are
subtracted to give the mean transvalvular pressure
difference.

3. Effective orifice area: A stenotic valve, either native
or prosthetic, will have decreased effective orifice
area. Effective orifice area is determined using the
classical continuity equation:

EOVðcm2Þ ¼ CSA vti1=vti2

CSA is the cross-sectional area of the left ventricu-
lar outflow tract (LVOT) for the aortic position.
Variables vti1 and vti2 are the velocity-time integrals
at the pulse-wave proximal LVOT vti1 and
transvalvular continuous wave for the aortic position
vti2 . For the mitral position, CSA is the aortic cross-
sectional area; vti1 and vti2 are the velocity-time
integrals for the continuous-wave transvalvular
velocities for the aortic valve, vti1, and vti2 for the
mitral valve.

4. Regurgitation: Regurgitation or incompetence is
graded as trivial, mild, moderate, or severe according
to the regurgitant flow jet size expressed as a height or
area relative to the LVOT area in the aortic position or
left atrium in the mitral position. An incompetent,
leaky valve will have severe regurgitation.

As a result of variations in patient body size and because
the valve must fit the native valve annulus, prosthetic
valve designs are prepared in annulus sizes ranging from
an approximate 19 mm annulus diameter up to 33 mm
diameter. However, valve sizes are not scalar in the sense
that a size 19 valve or its sizer will often not be 19 mm. The
valve and its associated sizer are supposed to fit a 19 mm
annulus. For this reason, it is critical to use the sizers and
associated instrumentation provided by the manufacturer
for a specific valve design.

Typically, a design will have six sizes in 2 mm diameter
increments. The size differences can consist of larger valve
components or larger sewing cuffs. In general, it is desired
to present the largest internal diameter possible for flow.
Thus, it is important to recognize that hemodynamic quan-
tities vary strongly with valve size in the aortic position
and, for this reason, aortic hemodynamics comparisons
must be interpreted according to size. One can find studies
in the literature that report single values for a valve design
that lump together and ignore the effects of valve size, the
utility of such information is limited to the engineer, but
meaningful to the cardiologist (11).

Patient body surface area (BSA) is often used to normal-
ize valve effective orifice area, to give an orifice area
cm2 �m�2. EOA is measured using echocardiography and
BSA is calculated using the patient height and weight. The
ratio of valve EOA to patient BSA is known as the indexed
orifice area (IEOA)

Patient prosthesis mismatch has recently been recog-
nized as a potential error in selecting valves for patients. It
is possible to replace a diseased aortic valve with a valve
prosthesis that is too small for the patient body size. A
generally accepted criteria for sizing is that the indexed
effective orifice area should not fall below a value of 0.85
(12).

Left ventricular mass regression is another contempor-
ary measure of valve effectiveness. Ventricular dimensions
are measured from echocardiography for patients pre-
operatively and postoperatively. When overloaded by a
dysfunctional valve, the heart responds with an increase
in mass. An effective prosthetic valve lowers the work load
on the heart and thus causes a regression back toward
normal size (13).

The information presented above provides a basic fra-
mework for evaluating and comparing valve design clinical
performance: complication rates and hemodynamics. Com-
plication rates are assessed using statistics presented as
linearized rates, percent per patient year. However, the
linearized rates tend to assume that the risk of a complica-
tion is constant with time (14), which may not hold for all
complications. Furthermore, it is necessary to compare
linearized rates determined for comparable population
demographics, implant experience, and complication defi-
nition. Short-term clinical experience study rates do not
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compare well with long-term clinical experience. For this
reason, it is convenient to compare results from PMA pre-
clinical studies. Such studies have comparable patient num-
bers, demographics, duration, statistics, and study methods.

Results from PMA preclinical studies can be found by
searching a database for ‘‘Summary of Safety and Effec-
tiveness’’ documents on the FDA website (http://www.fda.
gov/cdrh/). A Summary of Safety and Effectiveness is
prepared for each device that has received a PMA and
contains a summary of the clinical study, the preclinical
studies, and the manufacturing facilities. Furthermore,
most valves in the United States are packaged with
‘‘Instructions for Use’’ that include the clinical complica-
tion and hemodynamics data. Most valve manufacturers
have websites that either contain the pertinent data or
provide relevant references to the literature because of the
importance of this data for marketing purposes. In general,
high survival, freedom from complications or low complica-
tion rates, low pressure gradients, high effective orifice
areas, and low regurgitation are essential.

Much of the same type of information is also available in
the open literature; however, because of differences in
study design, methods, and size that occur, it is more
difficult to compare results from different studies and
sources. An excellent review of heart valve complication
comparison problems can be found in a paper by G. Grunk-
meier and Y. Wu, ‘‘Our complication rates are lower than
theirs: Statistical critique of heart valve comparisons’’ (14).
An excellent review of hemodynamics for a number of valves
may also be found in a paper by Zang and Chambers (15). As
with complication rates, hemodynamics comparisons based
on studies in the open literature can be difficult because of
differences in technique and quantity definitions.

Examples of valve comparisons with the above informa-
tion will be presented in subsequent sections of this text.

VALVE DESIGN ELEMENTS

The challenge is to provide valve prostheses that can
endure the aggressive biological and mechanical environ-
ment for a patients’ lifetime without structural or func-
tional degradation. A myriad of disciplines, including
medicine, biology, engineering design, materials engineer-
ing, structural engineering, and fluid mechanics, are
required to meet this challenge. Advances in each of these
disciplines over the past 30 years have made possible
significant improvements in the safety and efficacy of valve
prostheses. At the current state of development, common
structural features exist among the various valve designs
required to meet the goals of function and durability.
Conceptually, a valve prosthesis is a simple one-way valve
that opens easily to allow forward flow and closes ade-
quately to prevent regurgitant losses during the cardiac
cycle. Each design has:


 An orifice body that defines the open forward flow
channel.


 Leaflets or occluders that reversibly open to permit
forward flow and close (or occlude) to prevent reverse
flow.


 Struts or pivots that capture and guide leaflet motion
during opening and closing.


 A sewing cuff or sewing ring that is used to attach the
valve to the cardiac anatomy.

In addition, bioprosthetic valves may have stents, which
are metallic or polymeric structures that define and sup-
port the soft tissue valve shape.

Many of the design elements of valves are radio-opaque
and present a unique appearance upon examination by X-
ray or cine fluoroscopy. Guides to identifying valves by
radiographic appearance have recently been published by
Butany et al. (16,17).

The size, shape, strength, durability, and biocompat-
ibility of these common design elements define the perfor-
mance of the valve. Each element is, in turn, defined by the
materials used in its construction, hence, the importance of
materials technology.

MATERIALS TECHNOLOGY

The materials available in many ways dictate design pos-
sibilities. Our repertoire of manmade materials for
mechanical valves includes certain polymers, metals,
and pyrolytic carbons in a class generally known as bio-
materials. For heart valve applications, the materials used
must be blood- and tissue-compatible. The presence of the
material itself, wear particles, or the material in combina-
tion with others cannot provoke adverse biological reac-
tions. Some of the more important adverse biological
reactions include intense inflammatory response, carcino-
genicity, mutagenicity, or the inception of thrombosis.

The materials must be biodurable: The mechanical
integrity must resist degradation by the in situ physio-
chemical environment. Assuming that the human heart
beats approximately 40 million times a year, valve pros-
theses must endure on the order of 600 million cycles over a
15 year period without functional degradation due to expo-
sure to the aggressive biological reactions and repeated
cyclic stresses in the cardiac environment. Early valve
designs failed within a short period because of thrombosis
(blood clotting), and damage due to exposure to the rigor-
ous biological environment manifest as distortion, wear,
and fatigue. Additionally, the materials must tolerate ster-
ilization without adverse affects. A more current require-
ment is that a material cannot interact adversely with high
strength electromagnetic radiation, as may be encountered
with modern diagnostic techniques such MRI (magnetic
resonance imaging).

The short list of materials that meet these requirements
for heart valve structural components includes isotropic
pyrolytic carbons, certain cobalt-chrome alloys, and certain
titanium alloys. The polymers most often used today in the
fabric sewing cuffs are polyethylene terephthalate (PET,
tradename Dacron) and polytetrafluoroethylene (PTFE,
tradename Dacron). Polyacetyl (polyformaldehyde, trade-
name Delrin) and poly dimethyl siloxane (Silicone rubber)
are used as occluders in some of the older designs. Some
important physical and mechanical characteristics of these
materials are given in Table 3.
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As the mechanical properties of biological materials are
more complex than for manmade materials, they will not be
addressed here, rather references are suggested in the
recommended reading section.

Each material used in a prosthetic heart valve must
meet a battery of tests for biocompatibility as currently
defined in the FDA Guidance document (8) ISO 5840 and
ISO 10993. The interested reader can find the details of
these tests in the reference documents.

DESIGN CONCEPTS

Two broad categories of valve prostheses have evolved,
mechanical and biological, each with advantages and dis-
advantages. The selection of valve type for a given recipient
is made by balancing the individual’s needs relative to the
valve type advantages and disadvantages. Factors for con-
sideration in valve type selection include:


 Thromboembolism/Stroke,


 Bleeding Risk,


 Reoperation,


 Survival.


 Guidelines from The American Heart Association/
American College of Cardiology (AHA/ACC) are listed
below in Table 4 (18).

In the absence of concomitant disease, aortic mechanical
valves are recommended for patients less than 65 years of
age and mitral mechanical valves for patients less than 70
years of age.

Biological valves offer the advantage that chronic antic-
oagulation therapy (warfarin) may not be required beyond
an aspirin taken daily. Many patients benefit from biolo-
gical valves because of an inability to tolerate or to comply
with chronic anticoagulation. However, many patients
with biological valves may require anticoagulation for
other concomitant conditions, such as atrial fibrillation
that pose a coagulation risk, and some physicians may
recommend anticoagulation for mitral replacements.

The disadvantage is that biological valves have limited
lifetimes for reasons inherent to host responses that degen-
erate the implant tissue and the relatively low fatigue
resistance of the devitalized biological tissues. Expected
patient survival (median) in the United States equals
expected biological valve survival at 18 years for aortic
valves and 69 years for mitral valves (19).

The risk of biological valve dysfunction increases inver-
sely with age, with failure being more rapid in younger
patients. Degenerative mechanisms such as calcification
are accelerated in young growing patients, and an active
lifestyle may more severely stress the valve. As a mitigat-
ing factor, biological valve degeneration tends to be gra-
dual, hence readily detected so that a re-operation to
replace the valve can be scheduled before the patients’
health becomes compromised. Here, the tradeoff is the risk
of re-operation vs. the risk of anticoagulant-related com-
plications. Therefore, the ideal biological valve candidate
patient tends to be an elderly person with a relatively
sedentary lifestyle and an expected lifetime that is not
likely to exceed the useful lifetime of the valve.

A mechanical valve has the advantage of unlimited
durability, but has the disadvantage of requiring chronic
anticoagulant therapy.

Many excellent resources are available on the Internet
providing illustrations, some design, details, and perfor-
mance details for valve prostheses. A general overview of
valves and other devices approved for marketing in the
United States can be found at the Cardiovascular and
Thoracic Surgery website (http://www.ctsnet.org/sections/
industryforum/products/index.cfm). Other very accessible
resources include the Evansville Heart Center prosthetic
heart valve gallery (http://members.evansville.net/ict/
prostheticvalveimagegallery.htm) and the Cedar Sinai
Medical Center (http://www.csmc.edu/pdf/Heart Val-
ves.pdf). Heart valve manufacturers also have websites
that provide information regarding valves and perfor-
mance. A partial list follows:


 ATS Medical, Inc. http://www.atsmedical.com/


 Carbomedics, A Sorin Group Company, http://
www.carbomedics.com/, and Sorin Biomedica, http://
www.sorin-cid.com/intro_valves.htm


 Cryolife, Inc., http://www.cryolife.com/products/cryo-
valvenew.htm.


 Edwards Lifesciences, http://www.edwards.com/Pro-
ducts/HeartValves
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Table 3. Representative Material Properties

Property Unit PyC CoCr Delrin

Density g � cm�3 1.93 8.52 1.41
Bend strength MPa 494 690 (uts) 90
Young’s modulus GPa 29.4 226 3.1
Hardness HV 236a 496 86 Shore D
Fracture toughness

K1c

MN �m3/2 1.68

Elongation at failure % 2 30
Poisson’s ratio 0.28 0.3 0.35

aThe hardness value for PyC is a hybrid definition that represents the

indentation length at a 500 g load with a diamond penetrant indentor.

Table 4. AHA/ACC Guidelinesa

AHA/ACC Indications for Valve types

Mechanical Valve Tissue Valve
Expected long lifespan AVR >65 years age, No risk

factors for TE
Mechanical valve in

another position
MVR >70 years age
Cannot take warfarin

AVR � 65 years age
MVR �70 years age
Requires warfarin due

to risk factors
Atrial fibrillation
LV Dysfunction
Prior thromboembolism
Hypercoagulable condition

aAVR –aortic valve replacement MVR – mitral valve replacement.




 Medical Carbon Research Institute, LLC., http://
www.onxvalves.com/


 Medical CV, http://www.vitalmed.com/products/med-
icalcv/omnicarbon_heart_valve.htm


 Medtronic, Inc., http://www.edwards.com/Products/
HeartValves


 St. Jude Medical, Inc., http://www.sjm.com/condi-
tions/condition.aspx?name¼HeartþValveþDisease&
section=RelatedFeaturesProducts

Many other resources are available, other manufac-
turers, a number of professional journals and archives of
news stories, and press releases available on the web. A
web search for ‘‘artificial heart valves’’ will yield more
than 300,000 sites. The sites listed above are given as
a simple quick start for the reader, without implied
endorsement.

As a point of interest, the valve manufacturers’ websites
are highly colored by competitive marketing and tend to
present a rather focused view. However, they often provide
copies of studies in the literature along with supplemental
interpretative information. As an example, aspects of the
selection of type, biological and mechanical, for a given
patient are controversial. To address this controversy, the
Edwards Lifesciences and St. Jude Medical sites have
detailed, authoritative panel discussions of issues related
to valve selection that are well worth reviewing.

BIOLOGICAL VALVES

Bioprosthetic valve replacements tend to mimic the semi-
lunar aortic valve directly by using a natural aortic valve
from a donor (allograft) or an aortic valve from another
species (xenograft). Alternatively, the natural aortic valve
may be imitated by design using a combination of non-
valvular natural tissues and synthetic materials (hetero-
graft). Typically, the semilunar aortic-type valve is used in
all positions for valve replacement.

The native aortic valve can be visualized as a short
flexible tube within a longer tube. The outer tube, the
aorta, has three symmetric scalloped bulbous protuber-
ances (sinus of Valsalva) at its root. Within the sinus of
Valsalva, there is the short inner tubular aortic valve, with
a length approximately the same as the diameter. The
aortic valve tube is constrained at three equidistant points
along its upper circumference at the commissures. When
pressurized from above, the aortic valve tube wall collapses
onto itself into three symmetric crescent-shaped leaflet
cusps. Along the lower circumference, the leaflets attach
to the aorta wall following the scalloped curve of the aortic
root. When pressurized from below, the valve opens, the
cusps rise together and separate to form the short open
internal tube, which is the flow region of the valve. When
closed, the internal tube walls, cusps, collapse, inflate, and
form a seal (coaptation) at the center of the valve (nodus
Aranti) along lines 1208 apart (see Fig. 1). A good dynamic,
multimedia visualization of this collapsing tube concept of
the aortic valve can be found at the 3F Technologies website
(http://www.3ftherapeutics.com/us/products.html).

Valves constructed from biological materials have sev-
eral categories, including:


 Homograft (also Allograft), native valves taken from
members of the same species,


 Xenograft (also Heterograft), valves taken from other
species,


 Autograft, valves transposed from one position to
another in the same patient. Valves may also be con-
structed from nonvalvular tissues such as pericardium,
dura mater, or facia lata and the tissues may be auto-
genic, allogenic, or xenogenic. Valves may be stented
(with added rigid support structures) or unstented.

Valves transplanted from one individual to another do
not remain vital. Although the valve may be initially coated
with endothelium, the valve eventually becomes acellular
with only the extracellular matrix collagenous structures
remaining. A biological tissue originating from another
species (xenograft) must be killed and stabilized by alde-
hyde cross-linking or some other method. Fixation masks
autoimmune rejection processes and adds stability and
durability. However, the tissue again consists of an acel-
lular, but now cross-linked, extracellular matrix collage-
nous structure. Biological valves lifetimes are limited due
to degradation of the relatively fragile nonvital, acellular
material, which results in structural and functional failure.
Degradation processes are exeraberated by calcification
and elevated applied stress levels in the cardiovascular
environment.

Valve Homografts (Also Allograft)

Use of an orthotopic implanted homologous cardiac valve
(e.g., a valve transplant from the same species) as a valve
substitute was first successfully accomplished in humans
by Donald Ross in 1962 (20). Harvest must occur as
rapidly as possible following the donor’s death, if within
48 h, the valve may still be vital. However, with human or
animal origin, a risk of disease transmission exists, par-
ticularly if the valve is not sterilized. Furthermore, com-
petition exists with the need for intact donor hearts for
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Figure 1. Mitroflow bovine pericardial prostheses heterograft
shown in two sizes. This figure illustrates the collapsed tube
concept of aortic valve structure.



heart transplantation, so the supply of homografts is
limited.

During the period between 1962 and 1972, homografts
were widely used because other valve substitutes were
not yet satisfactory. As other valve substitutes became
effective and more readily available during the 1970s,
homograft use decreased. With the development of cryo-
preservation technology in the mid-1980s and commercia-
lization by Cryolife, homograft use has increased again.
However, unless the homograft is an autograft (from the
same patient), it becomes a devitalized acellular, collage-
nous structure within the first year of implantation (21).
Homograft lifetime in the aortic position tends to be limited
to approximately 10 years due to primary tissue failure
because of the inherent fragility of the devitalized, acellu-
lar homograft.

The most successful use of homografts is for a pulmon-
ary valve replacement in the Ross procedure in which
the patient’s own viable pulmonary valve (autograft) is
transplanted into the aortic position as a replacement for
diseased aortic valve and a heterograft used to replace the
patient’s pulmonary valve (22). In principal, the autograft
pulmonary valve in the aortic position remains vital and
grows with the patient. The heterograft in the pulmonary
position endures well because the pressure loads and the
consequences of regurgitation are much less severe on the
right side of the heart.

Xenografts

Aldehyde-fixed porcine xenograft valves were initially
developed in 1969 by Carpentier et al. (1), which consisted
of porcine aortic valves mounted on a stent frame to
maintain shape and then fixed with dilute gluteraldehyde
(see Fig. 2). Aldehyde fixation masks autogenic host reac-
tions, cross-links the extracellular matrix collagen, and
kills the native valve cells. Infectous cells and viri are also
cross-linked and killed, so fixation provides a means of
disinfection. During the same time period, Hancock et al.

independently developed another porcine prosthesis (23).
Yet another design, constructed from bovine pericardium,
was developed by Ionescu in 1971 (24). These valves pro-
vided readily available alternatives to homografts and
were widely used during the early 1970s. Although these
valves offered freedom from chronic anticoagulation, life-
times were limited to around 10 years. The valves failed
because of calcification, leaflet tears, and perforations.
Freedom from reoperation 15 years post implant was about
50% for the porcine valves and slightly worse for the bovine
pericardial valves. Other important lessons were learned
the Hancock valve polymeric Delrin stents would creep,
leading to valve dysfunction. With the Ionescu valve, a
suture located at the valve commissures initiated tears in
the leaflets. The attachment of leaflets at the commisures
tends to be the most highly stressed point, because of
pressure and reversed bending stresses, which leads to
commissural tearing.

Xenograft biological valve replacements have gone
through three generations of evolution. The first genera-
tion and some of its problems are described above by
Hancock and Ionescu. Tissues used in these valves were
fixed with aldehydes at high pressure in the closed position.
As the collagen fibers within the porcine leaflets tend to
have a wavy or crimped structure, the high pressure fixa-
tion tended to straighten the fibers out, removing the
crimp, which was found to have an adverse effect on fatigue
endurance.

For the second generation valves, low and zero pressure
aldehyde fixation were used, flexible stent materials were
employed, and assembly strategies improved. These
improvements retained the natural collagen crimp and
lowered stresses at the commissural attachment. Also,
additional fixation treatments and chemical posttreat-
ments were employed in hopes of reducing calcification.

Contemporary third-generation-valves tend to use
fixation at physiological pressures, flexible stents materi-
als, and include stentless designs. Some of these newer
aortic valve designs are challenging the age limits given
above for valve-type selection (25). A number of stentless
designs are available that typically consist of a xenograft
or homograft valve mounted in fabric or tissue to enable
sewing (see Fig. 3). Some designs include the portions of
the aortic arch along with the valve. Stenting and annular
support structures tend to decrease the annular flow
area. Removal of the stents should enhance hemodynamic
performance.

A unique design using equine pericardium and an
external expandable stent for use with a transcatheter
delivery system is under development by 3F Theraputics.
Furthermore, tissue engineering concepts are being
explored as a means of developing valve scaffolding struc-
tures in expectation that the host cells will infiltrate,
populate, and ultimately render the scaffolding into an
autologous tissue structure. One such example is a chemi-
cally decellularized valve in development by Cryogenics.
Carbomedics has also developed a method for nonaldehyde
cross-linking and decellularization of collageneous cardiac
tissues (26).

Hemodynamics for some of the contemporary biological
valves cited from FDA PMA Summaries of Safety and
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Figure 2. A porcine valve xenograft design (Xenomedica) shown
in two sizes. Here, a porcine valve is mounted in a stented struc-
ture.



Effectiveness and the literature for uniform echocardio-
graphic protocols and comparable patient experience are
listed in Tables 5 and 6. All of the contemporary biological
valves exhibit satisfactory hemodynamics and acceptably
low risk of valve-related complications.

MECHANICAL VALVES

Contemporary mechanical valves are primarily bileaflet
valve designs constructed from pyrolytic carbon (PyC).

Some monoleaflet valves and ball in cage valves, such as
the Medtronic Hall valve and the Starr-Edwards valve, are
still used. Some examples of bileaflet and monoleaflet
designs are shown in Fig. 4. The bileaflet designs consist
of two flat half circular leaflets inserted into a cylindrical
annulus. The orifice may be stiffened by external metallic
rings and is encircled by a fabric sewing cuff. Small depres-
sions, or extrusions, within the orifice accept mating fea-
tures on the leaflet and provide a pivot mechanism to
capture and guide the leaflets during opening and closing
excusions. Figure 5 provides a cut-away illustration of
general bileaflet valve features. Figure 6 provides a high
detail view of a hinge pivot.

PyC is used almost exclusively in bileaflet design struc-
tural components because of excellent blood compatibility,
biostability, strength, and fatigue endurance. This bioma-
terial is an isotropic, fine-grained turbostratic carbon that
is typically prepared as a coating on an inner graphite
substrate. Most PyC valve components are on the order of
slightly less than 1 mm in thickness and have a low enough
density so as to be easily moved by cardiovascular flow and
pressure. Two general types are available, silicon-alloyed
and pure carbon; both have roughly equivalent and ade-
quate properties for heart valve application. The history of
PyC applications in heart valves and its material science is
another story in itself and will not be addressed here.
Rather, sources about PyC can be found in the recom-
mended reference list.

Supraannular placement has been the most prominent
design evolution in contemporary mechanical valves. Ori-
ginally, the sewing cuff girdled the mechanical valve orifice
at approximately mid-height and was intended to fit
entirely within the native valve annulus. However, insert-
ing the bulk of the sewing cuff and valve into the native
annulus reduces the available flow area. Supraannular
designs are modifications to the sewing cuff and valve
orifice exterior wall that allow the sewing cuff to be posi-
tioned above the annulus, which removes the sewing cuff
bulk from within the native annulus and, thus, increases
the available flow area.
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Figure 3. A stentless pericardial aortic valve. Sorin Biomedica
Pericarbon.

Table 5. Bioprosthetic Aortic Valve Pressure Gradients (mmHg)

Valve/Size 19 21 23 25 27 29 PMA

Toronto Stentless 577 10� 9.0 7.3�4.8 6.4�5.1 5.1�3.1 3.8�2.3 P970030
Freestyle Stentless 631 11.7�4.7 9.8�7.4 8.8�6.8 5.1�3.3 4.4�2.9 P970031
Prima Plus Stentless 366 15.9�7.0 9.9�5.7 8.8�4.9 6.5�3.9 P000007
SAV Stented 337 12.7�4.2 10.5� 4.3 11.3� 5.5 8.3�3.3 P010041
Mosaic Stented 1252 14.5�5.3 12.8� 5.0 11.8� 5.2 10.0� 4.0 10.3� 2.6 P990064
Hancock II Stented 205 12.9�4.2 13.2� 4.6 11.3� 4.4 11.7� 4.8 10.5� 3.6 P980043

Table 6. Bioprosthetic Aortic Valve Effective Orifice Areas (cm2)

Valve/Size 19 21 23 25 27 29 PMA

Toronto Stentless 577 1.3� 0.7 1.5�0.6 1.7�05 2.0�0.6 2.5� 0.8 P970030
Freestyle Stentless 631 1.1� 0.3 1.4�0.4 1.7� 0.5 2.0�0.5 2.5� 0.7 P970031
Prima Plus Stentless 366 1.1� 0.4 1.6�0.5 1.9� 0.4 2.1�0.6 P000007
SAV Stented 337 1.3� 0.4 1.5�0.4 1.7� 0.5 1.8�0.6 P010041
Mosaic Stented 1252 1.3� 0.4 1.5�0.4 1.8� 0.5 1.9�0.6 2.2� 0.7 P990064
Hancock II Stented 205 1.4� 0.5 1.3�0.2 1.4� 0.4 1.6�0.4 1.4� 0.3 P980043



Effectively, a supraannular sewing cuff allows the pla-
cement of an upsized valve relative to the intraannular
cuff. Most often, the valve orifice and leaflet components
are unchanged, only the sewing cuff is modified. Thus,
supraannular cuffs are a subtle modification in that the
renamed supraannular design is not really a new design,
rather it is just an upsized version of the original valve.
Virtually every bileaflet valve manufacturer now has
supraannular cuffs. Renaming the supraannular versions
has caused a bit of confusion because it is not always
obvious that improved hemodynamic performance is due
solely to the placement of an upsized valve of the same
design. However, two recent designs, the Medical Carbon
Research Institute On-X valve and the SJM Regent, actu-
ally incorporate significant design features as supraannu-
lar valves beyond a modified sewing cuff.

Hemodynamics for some contempory mechanical valves
are given in Tables 7 and 8 (27–38). All of the contemporary
mechanical valves exhibit satisfactory hemodynamics and
acceptably low risk of valve-related complications. As a

point of interest, only aortic hemodynamics are presented
for both the biological and mechanical valve designs, because
clinical data for aortic valves demonstrates a strong depen-
dence on valve size. Effective orifice areas increase and
pressure gradients decrease with increasing valve annulus
size. Clinical hemodynamic data for mitral valves typically
does not depend as strongly on annulus size (15). Mitral sizes
range from 25 to33 mmannulus diameters. Inmany designs,
the larger annulus diameter sizes, above 27–29 mm, are
attained by increasing the sewing cuff bulk. However, the
difference between effective orifice area and pressure gradi-
ents with size is minimal. For mechanical mitral valves,
mean pressure gradients are on the order of 4 mmHg and
effective orifice areas of 2.5–3 cm2.

COMPARISON OF BIOLOGICAL AND MECHANICAL

Detailed comparisons of biological and mechanical valve
experience in large multicenter randomized studies have
been recently published (39–41). Freedom from complica-
tions were found to be roughly comparable. Rates for
thromboembolism and stroke have been found to be the
same, and strongly related to nonvalve factors. Bleeding is
more common for mechanical valves, but depends on the
anticoagulant control and the use of aspirin. Freedom from
reoperation is significantly better for mechanical valves. At
15 years, the freedom from reoperation for mechanical
valve patients exceeded 90%, whereas while for biological
valves, the percent free from reoperation was 67% for the
aortic position and 50% for the mitral position. Survival
at 15 years was slightly better with aortic mechanical
valves, mortality of 66 versus 79% for biological valves. No
difference exizted in survival for mitral valves. Overall,
the survival of biological and mechanical valve patients
was similar over extended periods, with the tradeoff
being an increased risk of hemorrhage with mechanical
valves vs. and increased risk of reoperation for biological
valves. This risk of reoperation for biological valves
increases in time. Thus, valve type selection is a balance
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Figure 4. Three mechanical valve designs shown attached to
aortic grafts. Left to right: St. Jude Medical bileaflet, Carbomedics
bileaflet, and Medtronic-Hall monodisk.

Figure 5. A cut-away view of the On-X valve showing leaflets
in the closed (left) and open (right) positions. The valve orifice or
annulus ring has pivot depressions in the inside diameter wall and
is encased in a sewing cuff. The orifice wall has a bulge and two
external metal wires for stiffening.

Figure 6. Detail of the St. Jude Medical bileaflet valve pivot
mechanism. A tab on the leaflet inserts into a butterfly shaped
depression in the valve annulus ring. The pivot depression retains
and guides the leaflet motion during opening and closing excusions.



between the patient ability to tolerate chronic anticoagu-
lation therapy and the risk of re-operation. To reiterate
the AHA/ACC criteria, in the absence of concomitant
disease, aortic mechanical valves are recommended for
patients less than 65 years of age and mitral mechanical
valves for patients less than 70 years of age.

IMPROVEMENTS IN ANTICOAGULATION AND
DURABILITY

As mentioned earlier, although contemporary PyC mechan-
ical valveshave virtuallyunlimited durabilityand extremely
low incidences of structural failure, the biocompatibility is
not perfect. Hence, because of imperfect biocompatibility,
chronic anticoagulation therapy is required, which is the
disadvantage of mechanical valves. Anticoagulation therapy
carries with it the risk of hemorrhage, thromboembolism,
and thrombosis.

Valve thrombogenicity can be thought of in terms of an
extrapolation of Virchow’s triad from veins to valves. Here,
a predisposition to thrombogenicity is attributed to three
factors, (1) the blood compatibility of the artificial valve
material, (2) the hemodynamics of blood flow through the
valve, and (3) patient specific hemostasis. In effect, resis-
tance to valve thrombogenicity occurs through a balance of
all three factors. Conversely, valve thrombosis could be
provoked by a poor material, poor hemodynamics, or a
patient-specific hypercoagulable condition.

Improvements are being made in the need for and
control of anticoagulant therapy for mechanical valve
patients. Anticoagulant-related complications have been
shown to be reduced by the use of INR (international
normalized ratio) self-monitor units (42). The success of

INR self-monitoring leads to the possibility of reduced
anticoagulant levels, which affects the patient-specific
hypercoagulable condition of Virchow’s triad. Valve man-
ufacturers have also made improvements in material qual-
ity and hemodynamics to the extent that aspirin-only and
reduced warfarin level studies are planned and in place for
certain low risk aortic mechanical valve patients (43).

On the other hand, concurrent improvements in biolo-
gical valve design and tissue treatments can lead to
extended durability, which reduces the risk of re-operation.
However, comparison of Tables 5 and 8 for effective orifice
areas shows that biological valves tend to be more stenotic
than mechanical valves. In the interest of avoiding patient-
prosthesis mismatch, smaller patients tend to be better
candidates for biological valves. Valve selection should
ultimately be a matter of patient and surgeon preference.

FUTURE DIRECTIONS

Advances in tissue engineering probably hold the bright-
est promise, because a viable, durable, autologous valve is
the best possible valve replacement. However, until rea-
lized, improvements in materials technology, anticoagu-
lant therapy, and valve hemodynamics can all be expected
to improve the outcome of valve replacements. Develop-
ments in techniques for valve annuloplasty and valve repair
(44) have been highly successful in allowing the surgical
restoration of the native valve, which often eliminates the
need for a valve replacement. In fact, mitral valve implant
rates have decreased with the popularity of valve repair.
Strides are also being made in minimally invasive techni-
ques, robotic surgery, and transcatheter surgery so as to
minimize the risk and trauma of valve replacement surgery.
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Table 7. Mechanical Aortic Valve Pressure Gradients (mmHg)

Valve/Size 19 21 23 25 27 29 PMA

On-X SA 8.9� 3.0 7.7�2.9 6.7�3.1 4.3�2.4 5.6� 0.3 5.6�0.3 P000037
SJM Regent SA 9.7� 5.3 7.6�5.2 6.3�3.7 5.8�3.4 4.0� 2.6 a

SJM HP SA 13.6�5 12.6�6.5 13� 6 a

SJM 17�7 15.1�3.2 16� 6 13� 6 11.5�5 7�1 a

ATS 20.2�2.8 18.0�1.6 13.1� 0.8 11.1� 0.8 8.0� 0.8 7.8�1.1 P990046
CMI 21.7�9.1 16.2�7.9 9.9�4.2 10.5� 2.8 7.2� 3.9 5.1�2.8 P00060
Sorin Bicarbon 14.1�2.9 10.1�3.3 7.7�3.3 5.6�1.6 b

Omnicarbon 19� 8 16� 8 12�4 P8300039

aSee Refs. 27–36.
bSee Refs. 37,38.

Table 8. Mechanical Aortic Valve Effective Orifice Areas (cm2)

Valve/Size 19 21 23 25 27 29 PMA

On-X SA 1.5� 0.3 1.9�0.5 2.4� 0.7 2.7�0.7 2.9�0.7 2.9� 0.7 P000037
SJM Regent SA 1.6� 0.4 2.0�0.7 2.2� 0.9 2.5�0.9 3.6�1.3 a

SJM HP SA 1.25� 0.2 1.3�0.3 1.8� 0.4 a

SJM 0.99� 0.2 1.3�0.2 1.3� 0.3 1.8�0.4 2.4�0.6 2.7� 0.3 a

ATS 1.2� 0.3 1.5�0.1 1.7� 0.1 2.1�0.1 2.5�0.2 3.1� 0.4 P990046
CMI 0.9� 0.3 1.3�0.4 1.4� 0.4 1.5�0.3 2.2�0.7 3.2� 1.5 P00060
Sorin Bicarbon 0.8� 0.2 1.1�0.2 1.6� 0.2 2.4�0.3 b

Omnicarbon 1.8� 0.9 1.9�0.8 2.5�1.4 P8300039

aSee Refs. 27–36.
bSee Refs. 37,38.



CONCLUSION

Valve replacements are a commonplace occurrence
worldwide, and many advances in design and patient
management have been made over the past 30 years.
Current replacements are certainly safe and effective.
Surgical outcomes and patient quality of life can only be
expected to improve.
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INTRODUCTION

Artificial hearts are broadly defined as devices that either
supplement or replace the native (natural) heart. These
devices can be classified into two groups: ventricular assist
devices and total artificial hearts. This article will define
the clinical need, review the native heart anatomy and
function, describe design considerations for ventricular
assist devices and total artificial hearts, review selected
designs, and recommend areas for future development.

CLINICAL NEED

Cardiovascular disease accounted for 38% of all deaths
(almost 1.4 million people) in the United States in 2002
(1). Coronary heart disease (53%) represented the majority
of these deaths, followed by stroke (18%), and congestive
heart failure (6%). Almost 4.9 million Americans suffer
from congestive heart failure, with � 550,000 new cases
diagnosed each year. Over 80% of men and 70% of women
with congestive heart failure under the age of 65 will die
within 8 years. In people diagnosed with congestive heart
failure, sudden cardiac death occurs at six to nine times the
rate of the general population.

One treatment for congestive heart failure is heart
transplantation. It is estimated that 40,000 Americans
could benefit from a heart transplant each year (1,2).
However, only �2100 donor hearts were available each
year from 1999 to 2004. The number of donor hearts
dropped during this period, from a high of 2316 in 1999
to 1939 in 2004. Over 3300 patients were on the waiting list
for a donor heart at any time during this period, with >65%
of these patients on the waiting list for >1 year. From 1998 to
2004, �630 patients died each year waiting for transplant.

These numbers clearly demonstrate the clinical need for
ventricular assist devices and total artificial hearts that
support the patient until transplant (bridge to transplant)
or permanently assist or replace the natural heart (desti-
nation therapy).
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NATIVE HEART ANATOMY AND FUNCTION

The anatomy of the native (or natural) heart is shown in
Fig. 1. The heart is composed of two pumps (right and left
side) that work simultaneously. The right pump delivers
blood to the pulmonary circulation (the lungs) while the left
pump delivers blood to the systemic circulation (the body).
Each pump consists of an atrium and ventricle that make
up the heart’s four distinct chambers: right atrium, right
ventricle, left atrium, and left ventricle. The atria act as
priming chambers for the ventricles. The ventricles pump
blood out of the heart to either the pulmonary or systemic
circulation. Heart valves located between each atrium and
ventricle and at the outlet of each ventricle maintain flow
direction during pulsatile flow.

Blood from the systemic circulation enters the right
atrium through the superior vena cava (from the head
and upper extremities) and inferior vena cava (from the
trunk and lower extremities). The blood is then pumped to
the right ventricle, which pumps blood to the pulmonary
circulation via the pulmonary arteries. Oxygenated blood
returns to the left atrium heart from the lungs via the
pulmonary vein and is then pumped to the left ventricle.
The left ventricle pumps blood to the systemic circulation
via the aorta.

Table 1 lists the nominal pressures and flows in the
native heart (3). A ventricular assist device or total arti-
ficial heart must be able to generate these pressures and
flows in order to meet the needs of the recipient.

DESIGN CONSDIRATIONS FOR VENTRICULAR ASSIST
DEVICES AND TOTAL ARTIFICIAL HEARTS

Several design considerations must be taken into account
when developing a ventricular assist device or total
artificial heart. These considerations are detailed
below:

1. Size of the Intended Patient: The size of the patient
will determine the amount of blood flow required to
adequately support the patient. This then deter-
mines the size of the ventricular assist device or total
artificial heart. For example, a total artificial heart
designed for adults would most likely be too large to
be implanted within small children. A larger ventri-
cular assist device may be placed externally, while a
smaller ventricular assist device could be placed
within the native heart. In addition, the size of the
patient may dictate the location of some of the com-
ponents. For example, the power sources may be
located either internally (in the abdominal cavity)
or externally depending on the size and type of the
power source.

2. Pump Performance: A ventricular assist device or
total artificial heart can be used to support or
replace the native heart. Each of these support
modes requires a different cardiac output. For
example, a ventricular assist device can provide
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Figure 1. Anatomy of the Native
Heart. The heart is composed of
two pumps (right and left side) that
work simultaneously. The right
pump delivers blood to the pulmon-
ary circulation (the lungs), while the
left pump delivers blood to the sys-
temic circulation (the body). Each
pump consists of an atrium and ven-
tricle. [Reprinted with permission from
Gerard J. Tortora and Bryan H.
Derrickson, Principles of Anatomy
and Physiology, 11th ed., Hoboken
(NJ): John Wiley & Sons; 2006.]

Table 1. Nominal Pressures and Flows in the Native (Natural) Heart

Pressures
Left ventricle 120 mmHg (16.0 kPa) peak systolic normal (into aorta)

10 mmHg (1.33 kPa) mean diastolic (from left atrium)
Right ventricle 25 mmHg (3.33 kPa) peak systolic (into pulmonary artery)

5 mmHg (0.667 kPa) mean diastolic (from right atrium)
Flows
Normal healthy adult at rest: 5 L�min�1

Maximum flow: 25 L�min�1



either a portion of the blood flow required by the
patient (partial support) or the entire blood flow
(total support). In addition, the decision must be
made whether to include a controller that will either
passively or actively vary the cardiac output of the
ventricular assist device or total artificial heart
based on the patient demand.

3. Reliability: The National Institutes of Health (NIH)
proposed a reliability goal for ventricular assist
devices and total artificial hearts of 80% for a 2 year
operation with an 80% confidence level before an
artificial heart can begin clinical trials. However,
the desired reliability may need to be more demand-
ing for long-term clinical use, such as 95% reliability
with 95% confidence for a 5 year operation. The
design and components of ventricular assist devices
and total artificial hearts must be carefully selected
to achieve this reliability goal.

4. Quality of Life: The patient’s quality of life can have
a significant impact on the design of a ventricular
assist device or total artificial heart. It is important
to clearly define what constitutes an acceptable
quality of life. For example, if a patient desires to
be ambulatory following the implantation of a ven-
tricular assist device or total artificial heart, the
power supply must be easily transportable. The
environment of the patient (home, work, car, etc.)
should also be considered to insure proper function
in these different environments. The patient should
be able to monitor basic pump operation without the
need for a physician or other trained medical per-
sonnel. The ventricular assist device or total artifi-
cial heart should be designed to clearly provide
information through displays and provide alarms
to warn the patient of potentially dangerous situa-
tions, such as a battery that is running low on
power.

VENTRICULAR ASSIST DEVICES

A ventricular assist device (VAD) is designed to assist or
replace the function of either the left or right ventricle.
These devices are intended to provide either temporary
support until a donor heart has been located or the native
heart has recovered function, or as a permanent device.

As shown in Table 1, the left ventricle pumps against a
higher pressure system than the right ventricle. Therefore,
the left ventricle is typically more in need of assistance.
Consequently, left ventricular assist devices (LVADs) are
more prevalent than right ventricular assist devices
(RVADs).

Ventricular assist devices can generate either pulsatile
or continuous (nonpulsatile) flow.

Pulsatile

Pulsatile flow ventricular assist devices are composed of
a single ventricle that mimics the native ventricle. The
ventricle is placed either outside the patient’s body or within
the abdominal cavity. There are two types of pulsatile flow
ventricular assist devices: pneumatic and electric.

Pneumatic Ventricular Assist Devices. Figure 2 shows a
pneumatic ventricular assist device that was originally devel-
oped by the Pennsylvania State University and later pur-
chased by Thoratec Corporation (Pleasanton, CA) (4). The
ventricle contains a flexible blood sac made of segmented
polyurethane that is housed within a rigid polysulfone case.
This blood sac is extremely smooth to prevent the formation
of clots (or thrombi). Mechanical heart valves are located in
the inlet and outlet positions of the ventricle to control flow
direction. Air pulses that are generated by an external drive
unit are used to periodically compress the flexible blood sac.
An automatic control system varies the cardiac output by
adjusting the heart rate and the time for ventricular filling in
response to an increase in filling pressure.

The device is placed outside the patient on the patient’s
abdomen (paracorporeal). The device can be used to assist a
single ventricle, or simultaneously with an additional device
that assists the both ventricles, as shown in Fig. 3. For the
LVAD configuration (right pump in Fig. 3), the inlet cannula
is inserted into the apex of the left ventricle and connected to
the inlet port of the ventricular assist device. The outflow
cannula is attached between the outflow port of the ven-
tricular assist device and the ascending aorta. For the
RVAD configuration (left pump in Fig. 3), the inlet cannula
is connected to the right atrium and the outlet cannula to
the main pulmonary artery. For both types of configura-
tions, the inflow and outflow cannulae pass through the skin
below the rib cage. Over 2850 implants have occurred
worldwide with the longest duration of 566 days (5). An
implantable version of this pump (with a titanium pump
casing) was approved by the FDA in August of 2004 (6).
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Figure 2. Penn State/Thoratec Pneumatic Ventricular Assist
Device. The ventricle contains a flexible blood sac made of segmented
polyurethane that is housed within a rigid polysulfone case. Mechan-
ical heart valves are located in the inlet and outlet positions of the
ventricle to control flow direction. Air pulses that are generated by
an external drive unit are used to periodically compress the flexible
blood sac. (Reprinted with permission from Thoratec Corporation.)



Another type of pneumatic ventricular assist device is
the Thoratec HeartMate IP (intraperitoneal). The Heart-
Mate IP is an implantable blood pump that is connected to
an external drive unit via a percutaenous air drive line (7).
The interior of this device is shown in Fig. 4. A unique
feature of this device is the use of a textured blood surface
in the ventricle that promotes the formation of a cell layer.
The cell layer is believed to decrease thrombus formation
because the layer mimics the blood contacting surface of a
blood vessel. Bioprosthetic heart valves are used to reg-
ulate the direction of flow. The HeartMate IP has been
implanted in >1300 patients worldwide with the longest
duration of 805 days.

Two other types of pneumatic devices include the
BVS5000 and AB5000 (both made by ABIOMED, Danvers,
MA). Both devices are intended to provide cardiac support
as a bridge to transplant or until the native heart recovers.
The BVS5000, illustrated in Fig. 5, is an external dual-
chamber device that can provide support to one or both
ventricles as a bridge to transplant (8). The chambers
utilize polyurethane valves to regulate the flow direction.
More than 6000 implants have been performed worldwide
(9). The AB5000 is a pneumatically driven, paracorporeal
device that is similar to a single ventricle of the AbioCor
total artificial heart (described in a later section) (10). This
device was approved by the FDA in October of 2003 as has
been used in > 88 patients. The average duration of sup-
port is 15 days with the longest duration of 149 days.

Additional types of pneumatic devices include the Berlin
Heart Excor (Berlin Heart AG, Berlin, Germany), the

MEDOS/HIA (Aachen, Germany), and the Toyobo Heart
(National Cardiovascular Center, Osaka, Japan). The Ber-
lin Heart Excor is available in a range of sizes (10–80 mL
stroke volume) with either tilting disk or polyurethane
valves, and has been implanted in > 500 patients (11).
The MEDOS/HIA system is also available in a range of
sizes and has been implanted in > 200 patients (12). The
Toyobo LVAS has been implanted in > 120 patients (13).

ELECTRIC VENTRICULAR ASSIST DEVICES

Electric ventricular assist devices mainly differ from their
pneumatic counterparts in their source of power. Electric
ventricular assist devices are typically placed within the
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Figure 4. Interior of Thoratec HeartMate IP Pneumatic Ventri-
cular Assist Device. A unique feature of this device is the use of a
textured blood surface in the ventricle that promotes the formation
of a cell layer. The cell layer is believed to decrease thrombus forma-
tion because the layer mimics the blood contacting surface of a blood
vessel. (Reprinted with permission from Thoratec Corporation.)

Figure 5. ABIOMED BVS 5000 Pneumatic Ventricular Assist
Device. The BVS5000 is an external dual-chamber device that can
provide support to one or both ventricles as a bridge to transplant
(8). The chambers utilize polyurethane valves to regulate the flow
direction. (Reprinted with permission from ABIOMED, Inc.)

Figure 3. Implant Location of Penn State/Thoratec Pneumatic
Ventricular Assist Device in the RVAD (left) and LVAD (right)
Configuration. For the LVAD configuration, the inlet cannula is
inserted into the apex of the left ventricle and connected to the
inlet port of the ventricular assist device. The outflow cannula is
attached between the outflow port of the ventricular assist device
and the ascending aorta. For the RVAD configuration, the inlet
cannula is connected to the right atrium and the outlet cannula to
the main pulmonary artery. For both types of configurations, the
inflow and outflow cannulae pass through the skin below the
rib cage. (Reprinted with permission from The Cleveland Clinic
Foundation.)



abdominal cavity. The inlet cannula is inserted into the
apex of the native left ventricle and connected to the inlet
port of the device. The outlet cannula is attached between
the outflow port of the device and the ascending aorta via
an end-to-side anastomosis. These types of devices can be
used as either bridge-to-transplant or as permanent
implants (destination therapy).

Figure 6 illustrates an electric ventricular assist device
(LionHeart) developed by the Pennsylvania State Univer-
sity in conjunction with Arrow International (Reading, PA)
(14). The blood pump assembly utilizes a rollerscrew
energy converter with a pusher plate. The motion of the
pusher plate compresses the blood sac and ejects blood from
the ventricle. Mechanical heart valves are used to control
the direction of flow into and out of the pump. Energy
passes from the external power coil to the subcutaneous
(internal) coil by inductive coupling via the transcutaneous
energy transmission system (TETS). The controller and
internal battery supply are also implanted in the abdomen.
The internal battery permits operation without the exter-
nal power coil for� 20 min. Air displaced by the blood pump
housing enters the polyurethane compliance chamber.
Because the air in the compliance chamber can slowly
diffuse across the wall of the compliance chamber, the
air in the chamber is periodically replenished via the
subcutaneous access port. The LionHeart is intended to
be used as destination therapy. This device was approved
for use in Europe in 2003.

Another type of electric ventricular assist devices is the
Novacor LVAS (left ventricular assist system), produced by
WorldHeart Corporation (Ottawa, ON). The Novacor
LVAS, illustrated in Fig. 7, contains a polyurethane blood
sac that is compressed between dual pusher plates (15).
The pusher plates are actuated by a solenoid that is coupled
to the plates via springs. Bioprosthetic heart valves are
utilized to control the direction of flow. A percutaneous
power line connects the pump to an external battery pack
and controller. The Novacor LVAS has been implanted in

over 1500 patients worldwide. The longest implant dura-
tion is > 6 years. No deaths have been attributed to device
failure with only 1.4% of the devices needing replacement.
The Novacor LVAS is approved as a bridge-to-transplant in
the United States and Europe and is in clinical trials for
destination therapy in the United States.

The HeartMate XVE (illustrated in Fig. 8) is a deriva-
tive to the HeartMate IP (7). The HeartMate XVE uses an
electric motor and pusher plate system to pump blood. A
percutaneous power line is used to connect the pump to an
external battery pack and controller. The HeartMate VE
(an earlier version of the XVE) and XVE have been
implanted in > 2800 patients worldwide with the longest
duration of 1854 days. The HeartMate SNAP-VE was
recently approved by the FDA as destination therapy.

The Randomized Evaluation of Mechanical Assistance
for the Treatment of Congestive Heart Failure (REMATCH)
study examined the clinical utility of ventricular assist
devices (16). Patients with end-stage heart failure who were
ineligible for cardiac transplantation were split into two
groups. The first group (n¼ 68) received the HeartMate VE
LVAS while the second group (n¼ 61) received optimal
medical management. The results showed a reduction of
48% in the risk of death from any cause in the LVAD group
versus the medical-therapy group (p¼ 0.001). The 1 year
survival was 52% for the VAD group and 25% for the
medical-therapy group (p¼ 0.002). The 2 year survival
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Figure 6. Penn State/Arrow Electric Ventricular Assist Device
(LionHeart). The blood pump assembly utilizes a rollerscrew
energy converter with a pusher plate. The motion of the pusher
plate compresses the blood sac and ejects blood from the ventricle.
Mechanical heart valves are used to control the direction of flow
into and out of the pump. Energy passes from the external power
coil to the subcutaneous (internal) coil by inductive coupling
via the transcutaneous energy transmission system (TETS). (Rep-
rinted with permission from Arrow International.)

Figure 7. WorldHeart Novacor Electric Ventricular Assist Device.
The Novacor contains a polyurethane blood sac that is compressed
between dual pusher plates. The pusher plates are actuated by a sol-
enoid that is coupled to the plates via springs. A percutaneous power
line connects the pump to an external battery pack and controller.
(Reprinted with permission from World Health Corporation, Inc.)



was 23% for the VAD group and 8% for the medical-therapy
group (p¼ 0.09). Finally, the median survival was 408 days
for the VAD group and 150 days for the medical-therapy
group. This study clearly showed the clinical utility of
ventricular assist devices.

Continuous Flow

Continuous flow ventricular assist devices deliver nonpul-
satile flow. Consequently, they do not require heart valves
to regulate the direction of blood flow. Continuous flow
ventricular assist devices are classified as either centrifu-
gal flow or axial flow pumps based on the direction of the
flow as it passes through the pump. These types of pumps
are implanted in a similar fashion as their pulsatile coun-
terparts.

Continuous flow assist devices have several potential
advantages over pulsatile systems. First, these devices are
typically smaller than their pulsatile counterparts and can
be used in smaller patients (such as small adults and
children). In addition, these pumps have fewer moving
parts and are simpler devices than pulsatile systems.
These types of devices typically require less energy to
operate than the pulsatile pumps.

However, continuous flow pumps have several potential
disadvantages. The main disadvantage is that the long-
term effects of continuous flow in patients are unknown.
Some studies suggest that continuous flow results in lower
tissue perfusion (17,18). In addition, these types of devices
typically have higher fluid stresses than their pulsatile
counterparts, potentially exposing blood components to
stress levels that may damage or destroy the cells. How-
ever, due to the short residence time of the blood compo-

nents within these pumps, the potential for damage or
destruction is reduced (19). Finally, feedback control
mechanisms for altering pump speed and flow in response
to patient demand are complex and unproven.

Centrifugal Flow Ventricular Assist Device. In a centri-
fugal flow ventricular assist device, the direction of the
outlet port is orthogonal (at a right angle) to the direction of
the inlet port. Blood flowing into a centrifugal pump moves
onto a spinning impeller. This causes the blood to be
propelled away from the impeller due to centrifugal forces.
The blood is then channeled to the outlet port by a circular
casing (known as the volute) around the impeller. Finally,
the blood is discharged through the outlet at a higher
pressure than the inlet pressure.

The impeller typically consists of various numbers and
geometric configurations of blades, cones, or disks. Typical
motor speeds (or rotation rates) for centrifugal flow pumps
range vary from 1500 to 5000 rpm (revolutions per minute).
This results in flow rates of 2–10 L�min�1. Many centrifu-
gal flow pumps utilize electromagnetic impellers that do
not make any contact with the interior of the pump when
the impeller is spinning. The inlet and outlet ports are
connected to the native ventricle and the aorta, respec-
tively, as described previously for pulsatile electric ventri-
cular assist devices.

A major drawback with centrifugal flow pumps is that
they are outlet pressure sensitive and may not produce flow
if the outflow pressure (the pressure that the pump is
working against) becomes greater than the outlet pressure.
When this happens, the impeller will continue to spin
without producing any flow. In order for the pump to
produce flow, either the outflow pressure must be reduced
or the impeller speed must be increased (to increase the
outlet pressure).

The Bio-Pump (Medtronic BioMedicus, Inc., Minneapo-
lis, MN), shown in Fig. 9, is an extracorporeal, centrifugal
flow pump that was originally developed for cardiopulmon-
ary bypass (20). It has been used to provide support for one
or both ventricles as a bridge to transplant for short periods
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Figure 9. Medtronic BioMedicus Bio-Pump Centrifugal Flow
Ventricular Assist Device. The Bio-Pump is an extracorporeal,
centrifugal flow pump that was originally developed for cardio-
pulmonary bypass. It has been used to provide support for one
or both ventricles as a bridge to transplant for short periods.
(Reprinted with permission from Medtronic, Inc.)

Figure 8. Thoratec HeartMate XVE Electric Ventricular Assist
Device. The HeartMate XVE uses an electric motor and pusher
plate system to pump blood. A percutaneous power line is used to
connect the pump to an external battery pack and controller.
(Reprinted with permission from Thoratec Corporation.)



(5 days or less). The pump consists of an acrylic pump head
with inlet port and outlet ports placed at right angles to
each other. The impeller consists of a stack of parallel cones
within a conical acrylic housing. A single magnetic drive
unit is coupled with a magnet in the impeller. The pump is
driven by an external motor and power console. Two dif-
ferent sizes are available to provide support for both adults
and children. Recipients of the Bio-Pump have had mixed
results (21). The Sarns/3M Centrifugal system (Terumo,
Ann Arbor, MI) is another centrifugal pump that is used
primarily for cardiopulmonary bypass (22).

The HeartMate III (Thoratec), shown in Fig. 10, is a
centrifugal pump that features a magnetically levitated
impeller (23,24). The entire pump is fabricated from tita-
nium. The interior of the pump uses the same type of
textured blood contacting surfaces utilized in the Heart-
Mate VE. In addition, the HeartMate III incorporates a
TETS that permits it to be fully implantable as a perma-
nent device for destination therapy. The controller is
designed to respond automatically to the patient’s needs
and to permit both pulsatile and continuous flow. This
pump is currently under development. Other centrifugal
pumps that utilize a magnetically levitated impeller
include the HeartQuest (MedQuest, Salt Lake City, UT)
(25) and the Duraheart (Terumo) (26). The Duraheart was
first implanted in 2004.

Two centrifugal flow pumps utilize hydrodynamic
forces, rather than magnetic levitation, to suspend the
impeller: the CorAide (Arrow International) (27) and the
VentrAssist (Ventrcor Limited, Chatswood, Australia)
(28). The CorAide (shown in Fig. 11) began clinical trials
in Europe in 2003 (29), while the VentrAssist (shown in
Fig. 12) began clinical trials in Europe in 2004 (30).

Axial Flow Ventricular Assist Devices. An axial flow
ventricular assist device is also composed of an impeller
spinning in a stationary housing. However, the blood that
flows into and out of the device travels in the same direction

as the axis of rotation of the impeller. The impeller trans-
fers energy to the blood by the propelling, or lifting, action
of the vanes on the blood. Stators (stationary flow straigh-
teners) stabilize the blood flow as it enters and exits the
impeller. Magnets are embedded within the impeller and
are coupled with a rotating magnetic field on the housing.
The pumps are typically constructed of titanium.

Axial flow pumps run at speeds of 10,000–20,000 rpm,
generating flow rates of up to 10 L�min�1. These high motor
speeds are not expected to cause excessive hemolysis
(damage to blood components) because of the limited expo-
sure of blood within the axial flow pump (19). Like cen-
trifugal pumps, axial flow pumps are also outlet pressure
sensitive and may not produce flow in cases when the
outflow pressure exceeds the outlet pressure. Mechanical
bearings are typically used to support the impeller within
the stator.

HEART, ARTIFICIAL 455

Figure 10. Thoratec HeartMate III Centrifugal Flow Ventricular
Assist Device. The HeartMate III is a centrifugal pump that
features a magnetically levitated impeller. (Reprinted with per-
mission from Thoratec Corporation.)

Figure 11. Arrow CorAide Centrifugal Flow Ventricular Assist
Device. The CorAide utilizes a hydrodynamic bearing, rather than
magnetic levitation, to suspend the impeller. (Reprinted with per-
mission from Arrow International, Inc.)

Figure 12. Ventracor VentrAssist Centrifugal Flow Ventricular
Assist Device. The VentrAssist utilizes a hydrodynamic bearing,
rather than magnetic levitation, to suspend the impeller. (Rep-
rinted with permission from Ventracor, Inc.)



Figure 13 shows the MicroMed Debakey VAD (Micro-
Med Technology, Houston, TX) axial flow pump. This
device operates from 7500 to 12,000 rpm and can provide
flows up to 10 L�min�1 (31). The flow curves, speed, current
and power are displayed in a bedside monitor unit. A pump
motor cable along with the flow probe wire exit transcu-
taneously from the implanted device and connect to the
external controller and power unit. The pump speed is
varied manually to meet the needs of the patient. The
pump can be actuated by two 12 V dc batteries for 4–6
h. This device was approved in Europe in 2001 (32). Clinical
trials in the United States began in 2000. Over 280 patients
have received the MicroMed Debakey VAD as of January
2005 worldwide. Although this device was originally
approved as a bridge to transplant, clinical trials are
underway to use the device for destination therapy.

Figure 14 shows the HeartMate II (Thoratec) axial flow
ventricular assist device. The rotating impeller is sur-
rounded by a static pump housing with an integral motor
(33). The pump’s speed can be controlled either manually or
by an automatic controller that relies on an algorithm
based on pump speed, the pulsatility of the native heart,
and motor current. The HeartMate II is designed to operate
between 6000 and 15,000 rpm and deliver as much as 10
L�min�1. The initial version of this device is powered
through a percutaneous small-diameter electrical cable
connected to the system’s external electrical controller. A
fully implantable system utilizing a TETS is under devel-
opment. The first implant HeartMate II implant occurred
in 2000 (34). Clinical trials in Europe and the United States
are ongoing. This device is intended for both bridge to
transplant and destination therapy.

Figure 15 illustrates the Jarvik 2000 (Jarvik Heart,
New York). The Jarvik 2000 is intraventricular axial flow
pump. The impeller is a neodymium–iron–boron magnet,
which is housed inside a welded titanium shell and sup-
ported by ceramic bearings (35). A small, percutaneous
cable delivers power to the impeller. All of the blood-
contacting surfaces are made of highly polished titanium.
The normal operating range for the control system is 8000–
12,000 rpm, which generates an average pump flow rate of
5 L�min�1. The pump is placed within the left ventricle with

a sewing cuff sutured to the ventricle, eliminating the need
for an inflow cannula. Over 100 patients have received the
Jarvik 2000 as a bridge to transplant or destination
therapy, with the longest implant duration of > 4 years
(36).
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Figure 13. MicroMedDebakeyAxialFlowVentricularAssistDevice.
The MicroMed is connected to an external controller and power unit.
The pump speed is varied manually to meet the needs of the patient.
(Reprinted with permission from Micromed Technology, Inc.)

Figure 14. Thoratec HeartMate II Axial Flow Ventricular Assist
Device.Therotating impeller issurroundedbyastaticpumphousing
with an integral motor. The pump’s speed can be controlled either
manually or by an automatic controller that relies on an algorithm
based on pump speed, the pulsatility of the native heart, and motor
current. (Reprinted with permission from Thoratec Corporation.)

Figure 15. Jarvik2000AxialFlowVentricularAssistDevice.Unlike
most other axial flow devices, the Jarvik 2000 is intraventricular axial
flow pump. The impeller is a neodymium-iron-boron magnet, which is
housed inside a welded titanium shell and supported by ceramic
bearings. (Reprinted with permission from Jarvik Heart, Inc.)



TOTAL ARTIFICIAL HEARTS

The total artificial heart (TAH) is designed to support both
the pulmonary and systemic circulatory systems by repla-
cing the native heart. Two types of artificial hearts have
been developed: pneumatic and electric.

Pneumatic Total Artificial Heart

A pneumatic total artificial heart is composed of two ven-
tricles that replace the native left and right ventricle. Each
ventricle is of similar design to the Penn State/Thoratec
pneumatic ventricular assist device (as described in a
previous section) (4). Both ventricles are implanted within
the chest. The air pulses are delivered to the ventricles via
percutaneous drivelines. An automatic control system var-
ies cardiac output by adjusting the heart rate and the time
for ventricular filling in response to an increase in filling
pressure.

Pneumatic total artificial hearts are currently used as a
bridge to transplant. Several different pneumatic artificial
hearts have been used clinically around the world. The only
pneumatic TAH approved as a bridge to transplant in the
United States is the CardioWest (SynCardia, Tucson, AZ)
TAH, illustrated in Fig. 16 (37). The CardioWest (with a
stroke volume of 70 mL) is based on the Jarvik-7, which has
a stroke volume of 100 mL. A study of 81 recipients of the
CardioWest revealed a survival rate to transplant of 79%
and a 1 year survival rate of 70%.

Pneumatic total artificial hearts have also been used as
a permanent replacement device. The Jarvik-7 pneumatic
TAH was permanently implanted in five patients (38).

Although the longest survivor lived for 620 days, all five
patients had hematologic, thromboembolic, and infectious
complications. The pneumatic artificial heart is no longer
considered for permanent use because of infections asso-
ciated with the percutaneous pneumatic drive lines and
quality of life issues related to the bulky external pneu-
matic drive units.

Electric Total Artificial Heart

The electric TAH is completely implantable and is designed
for permanent use. The Penn State/3M Electric TAH is
shown in Fig. 17. The artificial heart is composed of two
blood pumps that are of similar design to the Penn State/
Arrow electric ventricular assist device (39). However, the
electric TAH uses a single implantable energy converter
that alternately drives each ventricle. The implantable
controller adjusts the heart rate in response to ventricular
filling and maintains left–right balance. The design for this
system was completed in 1990 and was the first to incor-
porate the controller, transcutaneous energy transmission
system (TETS), telemetry, and internal power (via
rechargeable batteries) into a completely implantable sys-
tem. The Penn State electric TAH has been successfully
implanted in animals for >1 year without thromboembolic
complications. In 2000, ABIOMED acquired the rights to
the Penn State/3M Electric TAH.

The ABIOMED AbioCor TAH, illustrated in Fig. 18,
uses an electrohydraulic energy converter to alternately
compress each blood sac (40,41). In addition, the AbioCor
uses polymer valves to control flow into and out of each
ventricle. The AbioCor is currently undergoing clinical
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Figure 16. SynCardia CardioWest Pneumatic Total Artificial
Heart. The CardioWest is based on the Jarvik-7 and is the only
pneumatic TAH approved as a bridge to transplant in the United
States. (Reprinted with permission from SynCardia Systems, Inc.)

Figure 17. Penn State/3M Electric Total Artificial Heart. This
artificial heart is composed of two blood pumps that are of similar
design to the Penn State/Arrow electric ventricular assist device.
However, the electric TAH uses a single implantable energy con-
verter that alternately drives each ventricle.



trials in the United States. Fourteen critically ill patients
(with an 80% chance of surviving < 30 days) have been
implanted. Two patients were discharged from the hospital
(one to home), with one patient surviving for >1 year. The
causes of death were typically end organ failure and
strokes. One pump membrane wore out at 512 days. Smal-
ler, improved totally implantable artificial hearts are cur-
rently under development.

FUTURE DIRECTIONS OF RESEARCH

The ventricular assist devices and total artificial hearts
presented in this article successfully provide viable cardiac
support by either assisting or replacing the native heart.
However, there are several areas for future research on
artificial hearts. These include the following: Power
sources to permit longer intervals between battery
changes; Improved control schemes for both pulsatile
and nonpulsatile devices that enhance the response of
the cardiac assist device to meet physiologic demands;
Decrease thromboembolic events associated by modifying
the device geometry and/or blood-contacting materials;
Determine the long-term effects of continuous, nonpulsa-
tile flow; Decrease incidence of infection by the elimination
of all percutaneous lines and creating smaller implantable
electronic components; Reduced pump sizes to fit smaller
adults, children, and infants; Increased reliability for 5 or
more years to 95% (with a 95% confidence level).

Significant progress has been made in the last 20 years.
One can only imagine what the next 20 years will
bring!
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INTRODUCTION

The heart–lung machine is perhaps the most important
contribution to the advancement of surgery in the last
century. This apparatus was designed to perform the func-
tions of both the human heart and the lungs allowing
surgeons to suspend normal circulation to repair defects
in the heart. The development of a clinically safe and useful
machine was the rate-limiting step to the development of
modern cardiac surgery. Since its inception, the heart–
lung machine has enabled the surgical treatment of con-
genital heart defects, coronary heart disease, valvular
heart disease, and end-stage heart disease with heart
transplantation and mechanical assist devices or artificial
hearts.

The heart–lung machine consists of several components
that together make up a circuit that diverts blood away
from the heart and lungs and returns oxygenated blood to
the body. Commercial investment and production of these
components has resulted in wide variability in the design of
each, but the overall concept is preserved. During an
operation, a medical specialist known as a perfusionist
operates the heart–lung machine. The role of the perfusio-
nist is to maintain the circuit, adjust the flow as necessary,
prevent air and particulate emboli from entering the
circulation, and maintain the various components of the
blood within physiologic parameters.

HISTORY OF CARDIAC SURGERY AND ASSISTED
CIRCULATION

The emergence of modern heart surgery and the ability to
correct congenital and acquired diseases of the heart were
dependent on the work of innovative pioneers who devel-
oped a means to stop the heart while preserving blood flow
to the remainder of the body. This new technology was
aptly named cardiopulmonary bypass (CPB), which simply
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means circulating blood around the heart and lungs. Since
the inception of the heart–lung machine, continued refine-
ments and widespread adoption of CPB led to the rapid
growth of congenital and adult heart surgery.

Lessons learned during World War II and corresponding
advances in critical care emboldened surgeons to consider
surgical solutions for diseases of the heart, an organ long
considered to be inoperable. One such surgeon was
Dr. Dwight Harken who pioneered closed heart surgery,
which he initially used to remove foreign bodies from the
heart such as bullets and shrapnel. Having achieved success
with this approach, he and others modified the techniques,
developing a blinded technique for performing closed val-
vuloplasty primarily used to ameliorate rheumatic valvular
disease. Although this method proved safe and reproducible,
its applicability to other diseases of the heart was limited.

The next leap came when surgeons attempted open-
heart procedures using brief periods of total circulatory
arrest. As the brain is highly sensitive to hypoxic injury,
very few patients were successfully treated with his
approach. The safety of circulatory arrest was greatly
increased when Dr. Bill Bigelow at the University of Min-
nesota introduced the concept of induced hypothermia.
This method of lowering body temperature to reduce meta-
bolic demand provided protection for the oxygen-starved
organs allowing for modestly longer periods of circulatory
arrest. Inspired by Bigelow’s work, Lewis and Taufic first
used this approach clinically on September 2, 1952, at the
University of Minnesota (1). Under moderate total body
hypothermia, Lewis and Taufic used a short period of
circulatory arrest to repair a congenital defect in a
5 year-old girl. This was a landmark achievement in sur-
gery and marks the true beginning of open-heart surgery.
For the first time, surgeons had the ability to open the
heart to repair defects under direct vision. Despite this
great achievement, however, the relatively brief periods of
circulatory arrest that this technique provided were suffi-
cient only for the repair of simple defects and did little to
broaden the scope of surgically treatable cardiac diseases.

The development of assisted circulation was a quantum
leap in the field of cardiac surgery. Although investigation
into mechanical means of circulation began during the
early part of the twentieth century, an effective and safe
design would not emerge for several years. An alternative
approach named cross-circulation was used for several
years in the interim. Dr. C. Walt Lillehei, again at the
University of Minnesota, was the first to use this technique
clinically when on March 26, 1954, when he repaired a VSD
in a 12 month-old infant. During this operation, the child’s
mother acted as a blood reservoir, a pump, and an oxyge-
nator, allowing a safe period of extended circulatory arrest
to repair a complicated congenital defect. The child’s cir-
culation was connected in series to her mother’s diverting
oxygen poor blood away from the patient’s heart and lungs
and returning oxygen-saturated blood to her arterial sys-
tem. Although many were amazed by and congratulatory of
Dr. Lillehei’s efforts, critics were outspoken of their dis-
approval of a technique that risked the death of two
patients for the benefit of one. Nevertheless, these early
successes provided proof of the concept and a mechanical
substitute for cross-circulation soon followed.

John and Mary Gibbon are credited with building the
first usable CPB machine, a prototype of which John
Gibbon employed in 1935 to support a cat for 26 min (2)
(Fig. 1). This pump, which used two roller pumps and other
similar early designs, were traumatic to blood cells and
platelets and allowed for easy air entry into the circulation,
which often proved catastrophic. Later, in 1946, Dr. Gibbon
in collaboration with Thomas Watson, then chairman of
IBM, made further refinements. Together they were able to
successfully perform open-heart surgery in dogs, support-
ing the animals for period exceeding 1 h (3). Finally on May
6, 1953, Dr. Gibbon used his heart–lung machine to suc-
cessfully repair an atrial septal defect in an 18 year-old girl,
marking the first successful clinical use of a heart–lung
machine to perform open-heart surgery. Gibbon’s first
attempt in 1952 followed two unsuccessful attempts by
Clarence Dennis et al. in 1951 (4), and it too ended in
failure. Sadly, subsequent failures led Gibbon to finally
abandon this new technology, finally giving up heart sur-
gery completely.

Kirklin’s group at the Mayo Clinic modified the Gibbon
pump oxygenator and reported a series of eight patients in
1955 with a 50% survival (5). Around the same time,
Frederick Cross and Earl Kay developed a rotating disk
oxygenator that had a similar effectiveness (6,7). This
apparatus was similar in design to that used by Dennis
et al. several years earlier (8). While this Kay-Cross unit
became commercially available, it shared many of the
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Figure 1. John and Mary Gibbon with their heart–lung machine.
(Reprinted with permission from Thomas Jefferson University
Archives.)



limitations of the Gibbon system. These pumps were cum-
bersome, difficult to clean and sterilize, and were ineffi-
cient and thus wasteful of blood.

Collaboration between Richard DeWall and Lillehei
provided the next advance in pump oxygenators, and in
1956, they reported their first clinical experience using a
bubble oxygenator in seven patients, five of whom survived
(9). Further refinements by Gott et al. (10) resulted in a
reproducible, disposable plastic sheet oxygenator, a system
that was readily accepted by pioneering centers around the
world. The bubble oxygenator became the predominant
pump oxygenator for the next three decades. More
recently, the membrane oxygenator, an early design of
which was described by Kolff et al. in 1956 (11), has
replaced it. Lande et al. described the first commercially
available disposable membrane oxygenator (12), but its
advantages to the bubble oxygenator were not readily
apparent. By the mid-to-late 1980s, advanced microporous
membrane oxygenators began to supplant the bubble
oxygenator in the clinical arena and they remain the
predominant design in use today (Fig. 2).

THE CIRCUIT

The first requirement of a CPB circuit is a means to
evacuate and return blood to the circulation. Special drai-
nage and return catheters known as cannulae have been
devised for this purpose. One or more venous cannulae are
placed in a central vein or in the heart to empty the heart.
The venous cannulae are connected to a series of poly(vinyl
chloride) tubing that deliver the blood to the remainder of
the circuit.

The next component is a reservoir that collects and
holds the blood. The reservoir is often used to collect shed
blood from the operative field and to store excess blood
volume while the heart and lungs are stopped. Drainage of
the blood is accomplished by gravitational forces and is
sometimes assisted with vacuum. The movement of blood

through the remainder of the circuit, however, requires the
use of a pump. Many pump designs have been used over the
years, but the most common in current use are the roller
pump and the centrifugal pump. A roller pump is a positive
displacement pump and has been the most prolific design to
date for this purpose. These pumps use rollers mounted on
the ends of a rotating arm that displace blood within the
compressed tubing, propelling it forward with faint pulsa-
tility. Both the rate and direction of rotation and the
occlusion pressure can be adjusted to adjust the flow. In
contrast, centrifugal pumps use a magnetically driven
impeller design that create a pressure differential between
the inlet and the outlet portion of the pump housing
propelling blood. Less traumatic to the blood elements,
the centrifugal pump has largely replaced the roller pump
for central circulation at most large centers.

The blood is actively pumped through a series of compo-
nents before it is returned to the body. A heat exchange
system is used to first lower the blood and body temperature
during heart surgery. Controlled hypothermia reduces
the body’s energy demands, safely allowing reduced or even
complete cessation of blood flow, which is necessary during
certain times in the course of an operation. Reversing the
process later rewarms the blood and body.

The pump oxygenator is by far the most sophisticated
component of the circuit. As discussed, the membrane
oxygenator is the predominant design in use today. Mem-
brane oxygenators employ a microporous membrane that
facilitates gas exchange in the circulating blood. Pores less
than 1mm prevent the leakage of serum across the mem-
brane yet allow efficient gas exchange. An integrated gas
mixer or blender enables the perfusionist to adjust the
oxygen and carbon dioxide content in the blood and thus
regulate the acid–base balance. In addition, an inhala-
tional gas vaporizer provides anesthetic to the patient
for the period during CPB. In line oxygen saturation
monitors supplemented with frequent blood gas analysis
ensure physiologic requirements are met during CPB.

Finally, an in line filter (typically 40mm) prevents air
and thromboembolic particles from returning to the arter-
ial circulation. In parallel with this circuit, several addi-
tional roller pumps are used to provide suction that returns
shed blood form the operative field. These are critical in
open-heart procedures where a dry operative field is
imperative for good visualization. An additional pump is
often needed to deliver a cardioplegia solution, a mixture of
blood and hyperkalemic solution used to stop the heart.
Various monitors, hemofiltration units, blood sampling
manifolds, gauges, and safety valves are usually present.

The main arterio-venous circuit is generally primed
with a balanced electrolyte solution, which obviates the
need for the blood prime used in the earlier, higher volume
circuits. Other prime constituents include buffers such as
sodium bicarbonate, oncotics such as albumin and manni-
tol, and anticoagulation in the form of heparin. Some
protocols also call for the addition of an antifibrinolytic
such as aminocaproic acid or aprotinin to the prime.

The overall construction of the CPB circuit is highly
variable among institutions depending on the preferences
of the surgeons and perfusionists. Although the principals
of perfusion are universal, individual and group practices
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Figure 2. Typical cardiopulmonary bypass circuit demonstrating
the various components. This circuit contains four accessory pu-
mps for suction/venting and the administration of cardioplegia.
(Reprinted with permission from Ref. 13.)



are not. Perfusionists are a highly trained group of specia-
lists dedicated to the safe operation of the heart–lung
machine. Perfusion education and training has evolved
concurrently with improvements in the bypass circuit,
and accredited perfusion programs are included in many
allied health curriculums at select universities. Perfusio-
nists are required to pass a board examination, and many
government organizations are now enacting licensure
legislation. These persons must be able to adapt to the
ever-changing technology present in cardiac surgery as
well as to protocols and circuitry that vary among surgeons
and institutions.

FUTURE DIRECTIONS

There are many commercial designs currently available
that incorporate several of these components into a single
disposable unit. Some units, for example, combine a reser-
voir with a membrane oxygenator and a heat exchanger.
Continued innovation has resulted in more efficient, com-
pact designs that limit the blood contacting surface area
and decrease the need for large priming volumes and thus
the need for patient transfusions. Improving biocompat-
ibility of materials has lessened the inflammatory response
that is associated with extracorporeal (outside the body)
circulation. Sophisticated cannula designs are less trau-
matic to the vessels and have improved flow dynamics,
causing less sheer stress on circulating red blood cells. New
safety mechanisms such as alarm systems, pop-off valves,
and automatic air evacuation devices will further increase
the efficacy of these lifesaving machines.

The field of cardiac surgery is similarly evolving. Mini-
mally invasive approaches to many heart operations are
developing driven by patient demand as well as efforts to
reduce postoperative hospital stay and patient morbidity.
Recent debate has also focused on the possible adverse
neurologic sequelae associated with the use of CPB. A grow-
ing number of coronary bypass procedures are now per-
formed without the use of a heart–lung machine. Some
centers have demonstrated success with this approach,
decreasing the need for postoperative blood transfusions
and end-organ dysfunction. To date, however, there is no
conclusiveevidencethatavoidanceof theheart lungmachine
results in improved neurologic outcomes or patient survival.

The creation of the heart–lung machine was the rate-
limiting step to the development of the field of cardiac
surgery. The ability to stop the heart while preserving
flow the remainder of the heart has given surgeons the
ability to repair defects in the heart and great vessels in
patients of all ages. The pioneers in this field demonstrated
remarkable courage and conviction in persevering in the
face of overwhelming odds. Their collaborative efforts dur-
ing one of the most prolific periods in the history of med-
icine have had a remarkable impact on human health. The
future of cardiac surgery is largely dependent on continued
advances in perfusion techniques and in the components of
the heart–lung machine. In this endeavor, industry plays a
pivotal role in developing and manufacturing improved
products tailored to meet the needs of an everchanging
field. Ultimately, evidence-based outcomes research will

help ensure these innovations result in improved outcome
for patients.
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INTRODUCTION

Therapeutic levels of heating accelerate the resolution of
inflammation, relieve pain, and promote tissue repair and
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regeneration. Therapeutic levels of cooling reduce inflam-
mation, relieve pain, and can reduce the damage caused by
some injurious agents. To use therapeutic heating (ther-
motherapy) and therapeutic cooling (cryotherapy) effec-
tively, the clinician should know:

� The physiological effects of heat and cold

� What devices are available to produce temperature
changes

� How they work

� When and when not to use them

� Their advantages and disadvantages.

This information assists the clinician in selecting the most
suitable therapy and device for each patient.

The aim of this article is to provide this information,
following a brief description of the history of these thera-
pies, (this being included because history informs current
and future usage).

HISTORY OF THERMOTHERAPY AND CRYOTHERAPY

Heat and cold have been used to treat diseases, aid heal-
ing, and reduce pain for many millennia. Exposure to the
warmth of sunlight and thermal mineral springs con-
tinues to be used to this day. The ancient Greeks and
Romans also advocated heated sand and oils for the treat-
ment of injuries (1). Heated aromatic oils were rubbed on the
body before massage, a form of therapy still in use today. In
contrast, lesions accompanied by burning sensations (e.g.,
abscesses) were commonly treated by the application of
cooling substances such as cold water and ice packs, another
form of therapy still in use today. Fever was treated with
cold drinks and baths; eating snow alleviated heartburn.

Thermotherapy

In the seventeenth century, one treatment for arthritis and
obesity was to bury patients up to their necks in the sun-
warmed sand of beaches. Warm poultices made from vege-
table products such as leaves and cereals were used to treat
musculoskeletal and dermal ailments. Molten wax was
used to treat bruises around the eyes and infected eyelids,
a technique not recommended because of the danger of
getting hot wax into the orbit and damaging the eye.

In the eighteenth century, hot air produced by ovens
and furnaces was used to induce perspiration and improve
the circulation (2).

In the nineteenth century, Guynot found that wounds
healed faster when the ambient temperature was 30 8C
than when the ambient temperature was lower than this.
After the invention of electric light bulbs, these were used
to produce light baths and heating cabinets that were used
to treat neuralgia, arthritis, and other conditions. Different
wavelengths of light were also produced, initially by the
use of prisms and passing light through media of different
colors, and most recently by the use of lasers. There is
evidence that different wavelengths of the electromagnetic
spectrum including light and infrared radiation have

different biomedical effects (3). When light is used to
produce heat, both phototherapeutic and thermothera-
peutic effects are produced that may reinforce each other.

In the late nineteenth and early twentieth century, the
availability of electricity as a power supply led to the
development of a host of novel thermotherapeutic devices
including whirlpool baths, paraffin baths, and diathermy
machines. In diathermy, high frequency electric currents
are used to heat deeply located muscles. This effect was
discovered in the 1890s when d’Arsonval passed a 1 A
current at high frequency through himself and an assis-
tant. He experienced a sensation of warmth (4). d’Arsonval
worked on the medical application of high-frequency cur-
rents throughout the 1890s, work that led to the design
of a prototype medical device by Nagelschmidt in 1906
and the coining of the term ‘‘diathermy’’ for what had
previously been known as ‘‘darsonvalization.’’ The first
diathermy machines were long wave, and in the second
decade of the twentieth century, these were used to treat a
wide range of diseases, including arthritis, poliomyelitis,
and unspecified pelvic disorders. In 1928, short-wave dia-
thermy was invented, superceding long-wave diathermy in
Europe after the Second World War.

Therapeutic ultrasound also became popular in the
post-war period, initially as a method of heating tissues
deep within the body to relieve pain and assist in
tissue repair. It was demonstrated experimentally that
ultrasonic heating was accompanied by primarily nonther-
mal events such as micromassage, acoustic streaming, and
stable cavitation. These events, which also occur at inten-
sities less than are required to produce physiologically
significant heating of soft tissues, produce cellular events
that accelerate the healing process (3,5). Therapeutic
ultrasound is generally used at frequencies in the 0.75–3
MHz range. The higher the frequency, the shorter the
wavelength and the lower the intensity needed to produce
physiologically significant heating of soft tissues. However,
higher frequencies, because they are more readily absorbed
than lower frequencies, are less penetrative and are there-
fore less suitable for heating deep soft tissues. Since the
1990s, low kilohertz ultrasound, also known as long-wave
ultrasound, has been used to initiate and stimulate the
healing of chronic wounds (6). Although long-wave ultra-
sound is not primarily a heating modality (7), as with all
therapies in which energy is absorbed by the body, it is
inevitably transduced into heat, although in this instance
insufficient to be clinically significant (8).

Cryotherapy

Until the invention in 1755 of artificial snow, which was
made by placing a container of water over nitrous ether as
the latter vaporized, only cold water and naturally occur-
ring ice and snow were available as means of cooling the
body. In the nineteenth century, ice packs were used over
the abdomen to reduce the pain of appendicitis and over the
thorax to reduce the pain of angina. Ice was also used as a
local anesthetic. In 1850, evaporative cooling methods were
introduced; for example, ether applied to the warm fore-
head had a cooling effect as it evaporated. Since the early
days of physical therapy, the local application of ice has

HEAT AND COLD, THERAPEUTIC 463



been used to treat acute musculoskeletal injuries; usually a
combination of rest, ice, compression, and elevation (RICE)
are recommended.

Contrast Bath Hydrotherapy

Hydrotherapy is the use of water as a therapeutic agent.
Hot or cold water, usually administered externally, has
been used for many centuries to treat a wide range of
conditions, including stress, pain, and infection. Submer-
sion in hot water is soothing and relaxing, whereas cold
water may be anti-inflammatory and limit the extent of
tissue damage. In contrast bath hydrotherapy, the patient
is exposed to hot and cold water alternately to stimulate
the circulation. The blood vessels dilate in the heat and
constrict in the cold. Pain is also reduced. Contrast baths
have been used to treat overuse injuries such as carpal
tunnel syndrome and tendonitis of the hand and forearm
(http://www.ithaca.edu/faculty/nquarrie/contrast.html).
Although there has been little research on the efficacy of
contrast baths, they remain in use and may be of clinical
value (9).

THE PHYSIOLOGICAL EFFECTS OF HEAT AND COLD

When healthy we keep a fairly constant body temperature
by means of a very efficient thermoregulatory system. We
are homoeothermic organisms. Homoeothermic is a pat-
tern of temperature regulation in which cyclic variation of
the deep body (core) temperature is maintained within
arbitrary limits of �2 8C despite much larger variations
in ambient temperature. In health and at rest, our core
temperature can be maintained by the thermoregulatory
system within�0.3 8C of 37 8C in accordance with the body’s
intrinsic diurnal temperature cycle. Superimposed on the
diurnal temperature cycles are monthly and seasonal tem-
perature cycles. Hyperthermia is a core temperature greater
than 39 8C. Hypothermia is a core temperature less than
35 8C.

The physiological effects of heat and cold are generally
independent of the agent producing the temperature
change, although in some cases, for example, ultrasound
therapy, primarily nonthermally induced events accom-
pany those induced thermally (3).

Physiological Effects of Heat

Heating of tissues occurs when these tissues absorb
energy. The different effects of heating are due to many
factors, including the following (10):

� The volume of tissue absorbing the energy

� The composition of the absorbing tissue

� The capacity of the tissue to dissipate heat, a factor
largely dependent on its blood supply

� The rate of temperature rise

� The amount by which the temperature is raised

Cell Metabolism. Cell metabolism increases by about
13% for each 1 8C increase in temperature up to the tem-
perature at which the proteins of the cell, many of which

are vital enzymes, coagulate. Enzyme activity first
increases as the temperature increases, then peaks, then
declines as the enzymes denature, and is finally abolished
when the temperature reaches about 45 8C when heat
kills the cells. Only temperature increases less than those
producing enzyme denaturation are therapeutic. The
cells’ membranes are particularly sensitive to heat, which
increases the fluidity of their lipoproteinaceous compo-
nents, producing changes in permeability (11). At sublethal
temperatures, heat-shock proteins, which give some pro-
tection to cells reexposed to heat, accumulate in the cells.

Abnormal and normal cells are affected differently by
mild hyperthermia (� 40 8C). Synthesis of deoxyribonucleic
acid (DNA), ribonucleic acid (RNA), and proteins can all be
inhibited by mild hyperthermia in abnormal cells, irrever-
sibly damaging their membranes and killing the cells; this
does not occur in normal cells subjected to mild hyperther-
mia (12). The technique can therefore be used to kill
abnormal cells selectively.

Collagen. The extensibility of collagen is increased by
thermotherapy. Raising the temperature of a highly col-
lagenous structure such as a tendon increases the extent of
elongation produced by stretch of a given intensity (13).
Joint capsules are also highly collagenous, so thermother-
apy decreases the resistance of a joint to movement.
Cryotherapy, however, increases this resistance. Changes
in resistance to movement are also due to changes in the
viscosity of the synovial fluid.

Laboratory experiments suggest that heat should be
applied to tendons with caution because in vitro exposure
of excised tendons to temperatures in the range of 41–45 8C
is accompanied by a reduction in their tensile strength (13).
It is unlikely, however, that the stresses produced by
passive stretch during physical therapy and normal exer-
cise will reach the levels at which rupture occurs, although
overvigorous exercise could be damaging, particularly in
those who ignore protective pain.

Blood Flow. Thermotherapy causes blood vessels to
widen (vasodilatation), increasing local blood flow and
causing the skin to redden (erythema). Heat-induced vaso-
diltation has several causes, including the following:

� The direct effect of heat on the smooth muscle cells of
the arterioles and venules.

� If there is local damage, then the damage-induced
release of vasodilators such as bradykinin will cause
further vasodiltation.

Bradykinin, histamine, and other chemical mediators
released in response to injury and to heating increase
capillary and venule permeability that, together with an
increase in capillary hydrostatic pressure, can produce local
swelling of the tissues (edema). The application of local heat
immediately after injury should therefore be avoided (14).

Heating also induces changes in blood flow in subcuta-
neous tissues and organs. These changes depend on the
amount of heating. First blood flow increases in these
structures, but then it decreases if heating is sufficient
for the core temperature to rise, as blood is diverted to the
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skin where heat is lost from it to the external environment
as part of the thermoregulatory process.

Different local heating techniques can have different
effects on blood flow, due to differences in their depth of
penetration. Methods producing superficial heating
include infrared radiation and contact with a heated mate-
rial; those producing deep heating include short-wave and
microwave diathermy. Infrared (IR) radiation increases
cutaneous blood flow (15) but not in the underlying skeletal
muscle (16). In contrast, diathermy increases blood flow
and temperature in both skin and skeletal muscle in
humans (17), hyperemia being sustained for at least
20 min after the cessation of treatment, probably because
of an increase in the metabolic rate of the heated tissues.

Neurological Effects. Therapeutic heat produces changes
in muscle tone and pain relief.

Muscle Tone. Increased muscle tone can sometimes be
reduced by the application of either superficial or deep heat.
In 1990, Lehmann and de Lateur (18) showed that heating
skin and skeletal muscle of the neck relieved muscle spasm
secondary to underlying pathology. The Ia afferents of
muscle spindles increase their firing rate on receipt of heat
within the therapeutic range, as do tendon organs (19). Most
secondary afferents decrease their firing rate (20). Collec-
tively these neurological changes reduce muscle tone locally.

Pain Relief. People in pain generally consider heat to
be beneficial, even on the intense pain experienced by
patients with cancer (21).

Therapeutic heat produces vasodiltation and may there-
fore relieve pain related to ischemia. Pain related to muscle
spasm may also be relieved by therapeutic heat; this
reduces muscle spasm secondary to underlying pathology
(18). Heat may also act as a counterirritant and relieve
pain via the pain gate mechanism (22), in that the thermal
sensations take precedence in the central nervous system
over nociceptive sensations.

Increasing the temperature within the therapeutic
range increases the velocity of nerve conduction. An
increase in sensory conduction increases the secretion of
pain-relieving endorphins.

Tissue Injury and Repair. The initial response of vascu-
larised tissues to injury is acute inflammation. This is
characterized by:

� Heat

� Redness

� Swelling (edema)

� Pain

� Loss of function

During it a host of chemical mediators and growth
factors are secreted; these collectively limit the extent
of tissue damage and lead to healing. The application of
therapeutic levels of heat can accelerate the resolution
of acute inflammation leading to faster healing. Although
uncomfortable, acute inflammation is not a disease but a

vital component of tissue repair and regeneration. The pain
associated with it is generally of a short duration and is of
survival value in eliciting protective actions.

The management of acute trauma by thermotherapy and
cryotherapy is based on a pathophysiological model often
referred to as the secondary injury model (23). According to
this model, secondary injury is the damage that occurs as a
consequence of the primary injury in previously unaffected
cells. The mechanisms initially hypothesized as producing
this damage were classified as being either enzymatic or
hypoxic (24). Since then, knowledge of the mechanisms
involved in cell death from trauma has increased dramati-
cally and a third mechanism is now postulated, namely the
delayed death of primary injured cells. A review and update
by Merrick in 2002 (25) attempts to reconcile the secondary
injury model with current knowledge of pathophysiology.
Secondary hypoxic injury has been reclassified as secondary
ischemic injury, and specific mechanisms for ischemic injury
have been identified. In addition to changes of vascular
origin, there is now evidence that apparently secondary
injury may be due, in part, to the delayed death of cells
subjected, for example, to mitochondrial damage during the
primary trauma. A better understanding of secondary
injury should inform methods of treatment, some of which,
although traditional, may need to be altered to improve
their effectiveness. For example, the rationale that short-
term cryotherapy of acute injuries was effective because it
limited edema through vasoconstriction has been replaced
by the currently accepted theory that it also retards sec-
ondary injury, regardless of the cellular mechanisms by
which this occurs, be they lysosomal mechanisms, protein
denaturation mechanisms, membrane permeability mech-
anisms, mitochondrial mechanisms, and/or apoptotic
mechanisms (25). By reducing metabolic demand, the appli-
cation of cryotherapy as soon as possible after an acute
injury should reduce the speed and, possibly the extent,
of secondary injury. There is evidence that continuous
cryotherapy for 5 hours after a crush injury inhibited the
loss of mitochondrial oxidative function that follows such
injuries (25). The effect of continuous and intermittent
cryotherapy for other durations on this and other patho-
physiological events remains to be examined. This must be
done if clinical treatments are to be improved.

Systemic and local therapeutic heating can reduce post-
operative wound infection (26). The use of a warm-up
dressing (Augustine Medical), which radiates heat and
provides a moist wound environment, eradicated methi-
cillin-resistant Staphylococcus aureus (MRSA) infection
from pressure ulcers within 2 weeks (27). It should be
appreciated that patients with MRSA-infected pressure
ulcers, also known as pressure sores and bed sores, have
increased morbidity and mortality; these ulcers can kill.
Warming the tissues induces vasodiltation, giving rise to
the high oxygen tension required for the production of
oxygen-free radicals; these are an important part of the
body’s defense against bacterial infection (28) and initiate
collagen synthesis and re-epithelialization. Vasodiltation
also aids healing by increasing the efficiency with which
the cells and growth factors needed for this are transported
to the injured region and the efficiency with which waste
products are removed from it.
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Warming has been shown to increase the proliferation of
fibroblasts (29), the cells that synthesize collagen, and of
endothelial cells (30), the cells lining blood vessels, in vitro.
If this also occurs in vivo, then warming will accelerate the
formation of granulation tissue. More research is required
to confirm whether therapeutic heating reduces the risk of
wound infection and accelerates healing in a clinically
significant fashion. The data gathered to date suggest that
it may. If so, then ‘‘there is a real prospect of reducing
complications, improving patient outcomes, shortening
hospital stays and minimizing costs’’ (31).

Physiological Effects of Cold

The physiological effects of therapeutic cold (9) depend on a
range of factors, including

� The volume of tissue to which cooling is applied

� The composition of the tissues cooled

� The capacity of the tissues to moderate the effects of
cooling

� The rate of temperature fall

� The amount by which the temperature of the tissues is
lowered

Cell Metabolism. The vital chemical processes occur-
ring in cells generally slow as the temperature is lowered.
These processes are catalyzed by enzymes, many of which
are associated with the cells’ membranes. Cell viability
relies on passive and active membrane transport systems,
the latter involving ionic pumps activated by enzymes.
These transport systems are necessary to maintain the
intracellular ionic composition required for cell viability.
Below a threshold temperature, the pumps fail, and conse-
quently, the membranes lose their selective permeability;
the intracellular concentration of Naþ and Ca2þ increases
whereas that of K+ decreases. Between normal body tem-
perature and this threshold, cooling is therapeutic. The
application of therapeutic levels of cold can reduce cell
degeneration and therefore limit the extent of tissue damage
(31). The induction of mild hypothermia in the brain of a
baby starved of oxygen at birth can interrupt the cascade of
chemical processes that cause the neurons of the brain to die
after being deprived of oxygen (32), reducing disability.

Collagen. Collagen becomes stiffer when cooled. People
with rheumatoid arthritis generally experience a loss of
mobility of their affected joints at low temperatures, due in
part to increased stiffness of the collagen of their joint
capsules (9).

Blood Flow. Lowering the skin temperature is detected
by dermal thermoreceptors that initiate an autonomic
reflex narrowing of the blood vessels of the skin (vasocon-
striction). This results in reduction of the flow of blood to
the dermis. Cold also has a direct constrictor effect on the
smooth muscle of the blood vessels, and the arteriovenous
anastomoses that shunt blood to the skin close. The
resulting reduction in the flow of blood to the dermis dimi-
nishes heat loss through it. Countercurrent heat exchange
between adjacent arteries and veins reduces heat loss.

These processes collectively reduce the rate at which the
core temperature of the body falls.

Dermal vasoconstriction induced by lowering the tem-
perature of the skin to approximately 10 8C is followed after
a few minutes by cold-induced vasodiltation (CIVD) fol-
lowed by cycles of alternating vasoconstriction and vaso-
diltation, resulting in alternating decrease and increase on
dermal blood flow. Originally thought to be either a local
neurogenic axon reflex or due to the local release of vaso-
dilator materials into the tissues, CIVD is now believed to
be due to paralysis of vascular smooth muscle contraction
in direct response to cold (33). This reaction may provide
some protection to the skin from damage caused by pro-
longed cooling and ischemia. However, in CIVD of the skin,
the erythema produced is a brighter red than in erythema
produced by heating because at low temperatures, the
bright red oxyhemoglobin dissociates less readily than at
higher temperatures. Therefore, although in CIVD the skin
receives oxygen-rich blood, it is still starved of oxygen,
suggesting that cryotherapy may not aid wound healing (9).

In contrast to skin, the blood flow in the skeletal muscles
is determined more by local muscle metabolic rate than by
temperature changes at the skin because muscles are
insulated from these by subcutaneous fat.

Neurological Effects. Cold can be used therapeutically
to affect muscle tone and pain.

Muscle Tone. Although cooling generally decreases
muscle tone, this can be preceded by a temporary increase
in tone (34), possibly related to tactile stimulation accom-
panying the application of cryotherapy by means of ice
massage. Decrease in muscle tone in response to cryother-
apy is likely to be due to a decrease in muscle spindle
sensitivity as the temperature falls, together with slowing
of conduction in motor nerves and skeletal muscle fibers.

Pain Relief. The immediate response of the skin to cold is
a stimulation of the sensations of cold and pain. However, if
the cold is sufficiently intense, nerve conduction is inhibited,
causing both sensations to be suppressed. Less intense cold
can be used as a counterirritant, its effects being explicably
by the pain gate theory of Wall and Melzack (35). Enkepha-
lins and endorphins may also be involved (36).

Tissue Injury and Repair. Cryotherapy has beneficial
effects on the acute inflammatory phase of healing in
that it reduces bleeding, decreases edema at the injury
site, gives pain relief, and reduces local muscle spasm,
as described above. Once these events have occurred,
it should be replaced by thermotherapy because, as pre-
viously described, this accelerates the resolution of acute
inflammation leading to faster healing.

DEVICES AVAILABLE FOR PRODUCING TEMPERATURE
CHANGE

Thermotherapy Devices

These can be classified into those producing superficial
heating and those producing deep heating. All should be
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used with caution in patients unable to detect heat-induced
pain or over tissues with a poor blood supply because these
cannot dissipate heat efficiently.

Superficial Heating. This is provided by devices that
transfer energy to the body by conduction, convection, or
radiation (37).

Conduction. Devices that heat by conduction include
hydrocollator packs, hot water bottles, electric heating
pads, and baths of heated paraffin wax.

Hydrocollator packs Figs. 1 and 2 consist of cotton fabric
bags containing a silica gel paste that absorbs water equal
to 10 times its weight. They are placed in thermostatically
controlled tanks of hot water, and after they have absorbed
this, one or more packs are placed on toweling-covered
skin, into which heat is conducted until the pack has
cooled, usually or 20–30 min, depending on the ambient
temperature. Heat is also conducted into the subcutaneous
tissues to a depth of about 5 mm. The transportation of
blood warmed in the superficial tissues to deeper tissues
may result in the latter also becoming warmer. Hot water
bottles and thermostatically controlled electric heating
pads act in a similar fashion.

When and When Not to Use These Devices. They are
useful in the relief of pain and muscle spasm. Abdominal
cramps can be treated effectively through the induction of
smooth muscle relaxation. Superficial thrombophlebitis
and localized skin infections such as boils or furuncles
may also be treated by heat conduction with these devices.
It has been advised that these and other primarily heating
devices should not be used over injured tissue within 36 h of
the injury. Nor should they be used where there is
decreased circulation, decreased sensation, deep vein
thrombophlebitis, impaired cognitive function, malignant
tumors, a tendency toward hemorrhage or swelling, an
allergic rash, an open cut, skin infection, or a skin graft
(http://www.colonialpt.com/CPTFree.pdf). A search of Eng-
lish–language textbook and peer–reviewed sources and
computerized databases from January 1992 to July 2002
(38) has revealed ‘‘generally good agreement among contra-
indication sources for superficial heating devices’’; how-
ever, agreement ranged from 11% to 95% and was lower for
pregnancy, metal implants, edema, skin integrity, and
cognitive/communicative concerns.

Advantages and Disadvantages. The moist heat produced
by the hydrocollator packs has a greater sedative effect
than the dry heat produced by the other conduction devices
listed above. The hydrocollator packs are, however, heavy
because of the amount of water they absorb and should not
be applied to very frail patients, for example those with
advanced osteoporosis. Hot water bottles occasionally leak,
producing scalding and should therefore be inspected after
filling and before each use. Electric pads should be thermo-
statically controlled and used with an automatic timer to
reduce the risk of burning the skin.

Paraffin Wax Baths. Molten paraffin wax is mixed with
liquid paraffin wax and kept molten in a thermostatically
controlled bath (Fig. 3) at between 51.7 and 59.9 8C. Typi-
cally used for heating hands or feet, these are either dipped
into the bath several times so that a thick layer of wax
forms on them, or immersed in the bath for 20–30 min.
After dipping, the hand or foot is wrapped in a cotton towel
to retain the heat; after 20–30 min, the towel and wax are
peeled off.

When and When Not to Use These Devices. Paraffin wax
baths are suitable for treating small areas with irregular
surfaces. The heat provides temporary relief of joint stiff-
ness and pain in patients with chronic osteoarthritis and
rheumatoid arthritis. By increasing the elasticity of col-
lagen, it helps to increase soft-tissue mobilization in the
early stages of Dupuytren’s contracture and after trau-
matic hand and foot injuries provided that the lesions have
closed. Paraffin wax baths should not be used to open or
infected wounds.

Advantages and Disadvantages. Molten paraffin wax is
suitable for applying heat to small irregular surfaces such
as those of the hands and feet. The baths can be used
several times without changing the wax, and several
patients can be treated at the same time if the baths are
sufficiently large.
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Figure 1. Hydrocollator pack for moist heating by conduction.
Each pack consists of silica gel covered by cotton fabric. After
submersion in hot water, the pack is applied to the area to be
heated over layers of terry cloth.

Figure 2. Hydrocollator packs being heated in a thermostatically
controlled tank containing hot water.



A disadvantage is that the wax collects debris from the
surface of the skin and other particles that settle at the
bottom of the bath and are difficult to remove without
emptying the bath. Treatments must be supervised and
the temperature of the wax monitored to avoid the risk of
burning.

Convection. This involves immersion of either the
whole of the body or part of the body in heated water.
Hubbard tanks (Fig. 4), hydrotherapy pools (Fig. 5), akin

to heated swimming pools, and baths can be used for
either total or partial immersion. The Hubbard tanks
can be fitted with agitation devices. Some baths incorpo-
rate low-frequency ultrasound transducers. It is recom-
mended that the water temperature should not exceed
40.6 8C when used for total immersion and 46.1 8C when
used for partial immersion (1). Treatments typically last
for 20–30 min.

Hydrotherapy is useful for treating multiple arthritic
joints simultaneously and for treating extensive soft-tissue
injuries. Although total immersion can raise the core body
temperature, the main use of hydrotherapy is for the relief
of pain, muscle spasm, and joint stiffness. Exercise regimes
can be incorporated into hydrotherapy treatment to take
advantage of the increase in joint movement made possible
by the decrease in joint stiffness and the pain associated
with movement. The addition of an agitation device to a
Hubbard tank allows it to be used for the gentle debride-
ment of burns, pressure ulcers, and other skin conditions,
provided that thorough cleaning and disinfection of the
tank are carried out between treatments. Baths incorpor-
ating low frequency (kHz) ultrasound transducers have the
additional advantage that they can stimulate the repair
process as well as assist in debridement.

The greater the surface of the body that is immersed, the
greater the number of joints and the greater the area of
skin and subcutaneous tissue that can be heated. Immer-
sion also provides buoyancy, helping the patient to exercise
more easily.

Disadvantages are that

� Each patient needs one-to-one supervision to ensure
that the mouth and nose are kept free from water.

� The equipment is relatively expensive and is time-
consuming to maintain.

Radiation. Heat transmission by radiation is generally
provided by infrared lamps (Fig. 6). These are photon
producers, emitting wavelengths from the red end of the
visible part of the electromagnetic spectrum, together with
IR. The production of visible light provides a visual indica-
tion when the lamps are active. The IR component provides
heating.

Infrared emitters used for heating are either nonlaser or
laser devices, the former being the most commonly used.

Nonlaser.

� Luminous

� Nonluminous

Luminous emitters are effectively light bulbs, each
mounted in the center of a parabolic reflector that projects a
bright beam like a floodlight. About 70% of the energy emitted
consists of IR rays in the wavelength range of 700–4000 nm.

Luminous emitters can be classified into those with
large, high-wattage (600–1500 W) bulbs, and those with
smaller, lower wattage (250–500 W) bulbs.

1. The large luminous emitters are used to treat large
regions of the body such as the lumbar spine. They
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Figure 3. Paraffin wax bath used for heating hands and feet by
the dip method.

Figure 4. Hubbard tank used for partial or total body submersion.



are positioned about 0.6 m from the patient and used
for 20 min.

2. The small luminous emitters are used to treat smal-
ler regions of the body such as the hands and feet.

They are positioned closer to the patient, about
0.45–0.5 m away, and they are typically used for
20 min.

The former produce a greater sensation of warmth than
the latter. The skin becomes temporarily erythematous,
resembling blushing. If the heat is too great because, for
example, the lamp is too close to the skin, erythema ab igne,
a mottled appearance indicative of damage, may be
produced.

Nonluminous emitters are usually cylinders of either
metal or an insulating material, the radiation source,
around which a resistance wire, the heat source, is coiled.
They emit longer wavelengths of IR that penetrate deeper
than the shorter IR wavelengths of the luminous emitters.
About 90% of the emission of the nonluminous IR device is
in the wavelength range of 3500–4000 nm.

When and When Not to Use These Devices. IR radiation
when used as a heating modality can alleviate pain and
muscle spasm. It also accelerates the resolution of acute
inflammation. It should not be applied to skin that is
photosensitive. It should only be applied to skin free from
creams that, if heated, could burn the skin. Goggles should
be worn to protect the eyes from radiation damage to either
the lens or retina. Patients with abnormally low blood
pressure should not receive any form of treatment that
increases the temperature of large areas of skin and sub-
cutaneous tissue because of the redistribution of blood to
these areas and away from vital organs such as the brain,
heart, and lungs.

Advantages and Disadvantages. IR heating is suitable for
use in the home as well as in clinics and hospitals. Because
the devices described in this section are noncontact, they
can be used to treat open and infected wounds, but only for
short periods because they cause fluid evaporation and
wounds need to be kept moist if they are to heal efficiently.
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Figure 5. Hydrotherapy pool used
for partial or total body submersion.

Figure 6. Luminous generator infrared lamp used for superficial
heating by radiation. The height and angle of the lamp can be
adjusted.



The main disadvantage is that of burning if the IR
heater is placed too close to the patient. Only mechanically
stable devices should be used to ensure that they do not fall
on the patient.

Laser. Lasers emitting IR energy have been used to
treat injured tissue in Japan and Europe for over 25 years
(39). The term ‘‘LASER’’ is an acronym for light amplifica-
tion by the stimulated emission of radiation. Laser devices
are a very efficient means of delivering energy of specific
wavelengths to injured tissue. Laser radiation is coherent;
that is the waves are in phase, their peaks and troughs
coinciding in time and space. Some semiconductor diodes
produce coherent and others noncoherent IR radiation. Both
can accelerate repair and relieve pain, as does red light (39).
The technique of using low intensity lasers therapeutically is
usually referred to as LILT, an acronym for low intensity
laser therapy, or low level laser therapy (LLLT) to distin-
guish it from the surgical use of high intensity lasers. Surgi-
cal CO2, ruby, and Nd-YAG surgical lasers can be used for
thermal biostimulation provided that the amount of energy
absorbed by the tissues is reduced sufficiently. Manufac-
turers achieve this either by defocusing and spreading the
beam over an area large enough to reduce the power density
below the threshold for burning or by scanning rapidly over
the area to be treated with a narrow beam. The patient will
then feel only a mild sensation of heat (39).

Nonsurgical lasers are typically used at power densities
below those producing a sensation of heating; although
their bioeffects are primarily nonthermal, absorption of
light inevitably involves some heating. LILT can be used in
either continuous or pulsed mode, the latter further redu-
cing heating.

Single probes, each containing a single diode, are used to
treat small areas of skin and small joints. Some are suitable
for home use; their output is generally too low to produce
the sensation of heat although the radiation they emit is
transduced into heat after absorption. The effects of these
devices on pain and tissue repair are essentially nonther-
mal. Clusters of diodes are used in clinics and hospitals to
treat large areas of skin, skeletal muscle, and larger joints.
These cluster probes generally include, in the interest of
cost-effectiveness, nonlaser diodes. Treatment times vary
with the type of probe and the area to be treated. Typically
they range from about 3 to 10 min. They are calculated in
terms of the time taken to deliver an effective amount of
energy, generally 4 or more J � cm�2, joules being calculated
by multiplying the power density of the probe (in W � cm�2)
by the irradiation time in seconds. The larger cluster
probes have sufficient output to produce a sensation of
warmth. They also have essentially nonthermal effects
that assist in the relief of pain and the stimulation of tissue
repair (39).

When and When Not to Use These Devices. LILT devices
are effective on acute and chronic soft-tissue injuries of
patients of all ages. Most are designed for use in clinics and
hospitals, but small, handheld devices are also available for
home use as part of a first aid kit. The radiation they
produce is absorbed by all living cells and transduced into
chemical and thermal energy within these cells, which are

activated by it. Temporary diltation of superficial blood
vessels occurs, aiding oxygenation.

Contraindications for LILT have been described in some
detail by Tuner and Hode (39). They include the following:

� As a matter of prudence, LILT should not be applied
over the abdomen during pregnancy to ensure that no
harm comes to the fetus although it can be applied to
other parts of the body.

� In patients with epilepsy who may be sensitive to
pulses of light in the 5–10 Hz range, it is advisable
to use either unpulsed (continuous) LILT or much
higher pulsing frequencies.

� Treatment over the thyroid gland is contraindicated
because this gland may be sensitive to absorbed elec-
tromagnetic radiation in the red and IR parts of the
spectrum.

� Patients with cancer or suspected cancer should only
be treated by a cancer specialist.

Advantages and Disadvantages. LILT is easy to apply
directly to the skin. The treatment is rapid and painless,
the only sensations being of those of contact and, if the
power is sufficiently high, of warmth. If used over an open
wound, this should first be covered with a transparent
dressing through which the radiation can pass unimpeded.
The use of goggles is recommended as a precaution. The
larger devices require clinical supervision, but some of the
smaller predominantly nonthermal devices are suitable for
home use.

Deep Heating. Deep heating devices produce heat
within the tissues via electrostatic, electromagnetic, and
acoustic fields. The term diathermy is used to describe the
conversion or transduction of any form of energy into heat
within the tissues. The devices used for deep heating
include short-wave, microwave, and ultrasound genera-
tors. They are relatively expensive and should only be used
by trained operators.

Short-Wave diathermy (SWD). SWD equipment Figs. 7
and 8 produces nonionizing radiation in the form of radio
waves in the frequency range of 10–100 MHz. The most
commonly used frequency is 27.12 MHz; this has a wave-
length of 11 m.

SWD machines consist of:

� An oscillating circuit that produces the high
frequency current

� A patient circuit connected to the oscillating circuit
through which electrical energy is transferred to the
patient

� A power supply

The patient’s electrical impedance is a component of the
patient circuit. Because the patient’s electrical impedance
is variable, the patient circuit must be tuned to be in
resonance with the oscillating circuit to ensure maximum
flow of current through the patient.
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The most commonly used means of application of SWD
are as follows:

� The capacitor plate technique

� The inductive method

The capacitor plate technique entails the placement of
two capacitor plates near to the part of the patient’s body
that is to be heated, with a spacer between each plate and

the skin. The spacer allows the electric radiation to diverge
just before entering, preventing thermal damage to the
surface of the skin. The current density depends on the
resistance of the tissues and on capacitance factors. Both
subcutaneous fat and superficial skeletal muscle can be
heated with this technique. The patient feels a sensation of
warmth. Treatment is usually for 20 min �day�1.

In the inductive method, a high-frequency alternating
current is applied to a coiled cable generally incorporated
into an insulated drum that is placed close to the part of the
body requiring treatment. Alternatively, but these days
rarely, an insulated cable is wrapped around the limb to be
treated. The passing of an electric current through the
cable sets up a magnetic field producing small eddy cur-
rents within the tissues, increasing tissue temperature.
The patient feels a sensation of warmth. Treatment is
usually for 20 min �day�1.

Pulsed Shortwave. Some SWD devices allow the energy
to be applied to the patient in short pulses. This form of
application is termed pulsed short–wave diathermy
(PSWD). The only physical difference between SWD and
PSWD is that in the latter the electromagnetic field is
interrupted at regular intervals. Pulsing reduces the
amount of energy available for absorption by the tissues
and therefore reduces the thermal load, allowing its non-
thermal effects to be exploited without the risk of a poten-
tially damaging thermal overload. It has been suggested
that the applied energy produces ionic and molecular
vibration affecting cellular metabolism (40).

With some PSWD machines, the therapist can vary the:

� Pulse repetition rate (PRR)

� Pulse duration (PD)

� Peak pulse power (PPP).

The mean power applied is the product of these three
variables.
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Figure 7. SWD equipment. The SW energy leaving the insulated
disk-shaped applicators produces small eddy currents in the tis-
sues, thus heating them.

Figure 8. Applicator heads for
administration of SWD to produce
deep heating of tissues.



Tissues with good conductivity, such as muscle and
blood, i.e., with a high proportion of ions, should absorb
energy preferentially from the SWD field. However, there
is still debate about which tissues are heated the most
during SWD and PSWD treatments.

Microwave Diathermy. Microwaves are that part of the
electromagnetic spectrum within the frequency range of
300 MHz–300 GHz and, therefore, with wavelengths
between 1 m and 1 mm. Microwave diathermy, although
deeper than superficial (surface) heating, is not as deep as
capacitative short-wave or ultrasonic heating (40).

Microwave generators (Fig. 9) contain a magnetron,
which produces a high frequency alternating current that
is carried to a transducer by a coaxial cable. The transducer
consists of an antenna and a reflector. The electric current
is transduced into electromagnetic energy on passing
through the antenna. The reflector focuses this energy
and beams it into the tissues to be heated (1).

On entering the body the microwave energy is absorbed,
reflected, refracted, or transmitted according to the phy-
sical properties of the tissues in its path. When microwaves

are absorbed, their energy is transduced into heat. Tissues
with a low water content (e.g., superficial adipose tissue)
absorb little microwave energy, transmitting it into those
with a high water content (e.g., skeletal muscle) that are
very absorptive and therefore readily heated, warming
adjacent tissues by conduction. As with SWD, there is no
objective dosimetry, the intensity of treatment being
judged by the patient’s sensation of warmth (41).

When and When Not to Use These Devices. As with other
forms of heating, SWD and microwave diathermy are used
to relieve pain and muscle spasm. They are also used to
stimulate repair.

According to the Medical Devices Agency of the United
Kingdom, there are several groups of patients on whom
these devices must not be used:

1. Those with implanted drug infusion pumps because
the energy provided during therapy may affect the
pump’s electronic control mechanisms causing tem-
porary alteration in drug delivery.

2. Women in the first trimester of pregnancy should not
be treated with SWD because heating may be terato-
genic.

3. Patients with metallic implants because metals are
heated preferentially and may burn the surrounding
tissue.

4. Patients fitted with active (i.e., powered) implants
such as neurostimulators and cardiac pacemakers/
defibrillators because there have been reports of
tissue damage, including nerve damage adjacent
to stimulation electrodes on implanted lead
systems.

5. Patients with pacemakers are also unsuitable for
SWD because the frequency of the short-wave may
interfere with cardiac pacing.

Patients with rheumatoid arthritis have had their joint
pain reduced and walking time increased after treatment
with microwave diathermy, and it has been suggested that
the heat produced in the joints may have potentiated the
effects of concurrent anti-inflammatory medication (42).

In the interests of safety, microwave diathermy should
be restricted to patients in whom skin pain and tempera-
ture sensation are normal. It should not be used near the
eyes, sinuses, and moist open wounds, all of which could be
heated excessively because of their high water contact. Nor
should it be used on any of the groups of patients in whom
SWD is contraindicated.

Advantages and Disadvantages. The devices do not need
to be in direct contact with the body; however, the body part
being treated must be immobile during treatment because
movement interferes with the field, resulting in too little
heating in some regions and too much in other. Its dis-
advantages include its potential for burning tissue exposed
to it due, for example, to treatment over regions in contact
with metal. As with SWD, the therapist must be careful to
avoid being exposed to the radiation, bearing in mind that
some of the microwaves will be reflected from the patient.
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Figure 9. Microwave diathermy equipment. The microwave gen-
erator contains a magnetron that produces high frequency alter-
nating current. This current is carried by a coaxial cable shown on
the left to a transducer (upper left) containing an antenna and a
reflector. The antenna converts the electric current into micro-
waves that are collected by the reflector. This focuses them and
beams them into the body, where they are transduced into heat.



Ultrasound. Ultrasound therapy devices (Fig. 10
designed to produce clinically significant tissue heating
operate at 0.75–3.0 MHz, the lower frequencies mechan-
ical waves being more penetrative and affecting deeper
tissues than the higher frequency waves. The ultrasound
(US) is produced by the reverse piezoelectric effect when
a high frequency alternating current is applied to a cera-
mic crystal causing it to vibrate at the same frequency.
The crystal is located inside an applicator fitted with a
metal cap into which these vibrations pass. A coupling
medium such as either water or a gel with a high water
content transmits the ultrasonic vibration into the tis-
sues. US is transmitted readily by water and by tissue
fluids. As US is more readily absorbed by protein than by
fat, it can be used to heat muscle and collagenous tissue
selectively without heating subcutaneous fat to a clini-
cally significant level. Heating occurs where the US
energy is absorbed. If the US enters the tissue at an angle
other than 908, it is refracted; the transducer should
therefore be held perpendicular to the surface being
treated.

Absorption, and therefore heating, is greatest at higher
frequencies. As a consequence, it is generally accepted that
higher frequency US (e.g., 3 MHz) penetrates less deeply
into the body than lower frequency US (e.g., 1 MHz).
However, in some circumstances, 3 MHz may heat deeper
tissues than originally theorized, when for example, it is
transmitted into muscle over a bony prominence via a gel
pad coated on both sides with an ultrasound transmitting
gel (43). In this clinical investigation, it was found that
3 MHz ultrasound applied over the lateral malleolus of the
ankle heated the musculotendinous tissue deep to the
peroneal groove 0.5 cm deeper than suggested by others.
The 3 MHz ultrasound produced heating deeper into mus-
cle in healthy volunteers than did the 1 MHz ultrasound.
This interesting but surprising observation may be an
artifact due to variations in coupling of the US trans-
ducers to the skin. The authors point out that air trapped
at the gel/pad interfaces might result not only in non-
uniform heating but also in hot spots on the US trans-
ducer faceplate and possibly the skin.

In recent years, US therapy devices producing kilohertz
US have been developed (6); these are more penetrative
than the MHz devices but produce little heat, using the
nonthermal effects of US to produce their effects (7).

When US enters tissue, its intensity gradually
decreases as energy is lost from the US beam by absorption,
scattering, and reflection. This lessening of the force of the
US is termed attenuation. US is scattered by structures
smaller than its wavelength. It is reflected at the interfaces
between materials with different acoustic impedances, e.g.,
air and skin, collagen and ground substance, periosteum,
and bone. Muscle and bone are preferentially heated at
their interfaces with other tissues, e.g., tendon and peri-
osteum. This is because mode conversion occurs when US
waves are reflected from these interfaces, the longitudinal
incident waves being changed into reflected transverse
waves, creating additional heating. Therapists can take
advantage of this enhanced thermal effect to target
inflamed joints. The thickness of tissue through which
the US must pass for its intensity to be reduced to half
the level applied to its surface is termed the half-value
thickness. The half-value thickness of 1 MHz US is theo-
retically three times more than that of 3 MHz US although
artifacts during clinical use may alter this (43).

The intensity range of US necessary to elevate tissue
temperature to between 40 and 45 8C is 1.0–2.0 W � cm�2

applied in continuous mode for 5–10 min (44). This increase
is in the generally accepted thermal therapeutic range.
Temperatures exceeding this can cause thermal necrosis
and must be avoided. In poorly vascularized tissues, even
the upper end of the therapeutic range can produce ther-
mal damage. When US is absorbed or when mode conver-
sion occurs, heat is generated in the tissues. This produces
local increases in blood flow and softens collagenous depos-
its such as those in scars.

If the temperature increase is less than 1 8C, this is not
considered to be clinically significant. Therapeutic effects
produced by US used in a manner that produces a tem-
perature increase of less than 1 8C are considered to be
predominantly nonthermal. These effects, which include
stable cavitation and acoustic streaming (3,44), occur at
intensities lower than those necessary to produce thera-
peutic increases in temperature. The amount of acoustic
energy entering the tissues can be reduced by pulsing the
US. A commonly used pulsing sequence is 2 ms ON, 8 ms OFF.
By reducing the total amount of energy supplied to
the tissues, the thermal load on these tissues is reduced.
The intensity during the pulse is sufficient to permit the
predominantly nonthermal therapeutic events to occur.
This is of particular value when ultrasound is used to treat
tissue with a blood supply too poor to ensure adequate heat
dissipation via the circulation.

The nonthermal therapeutic effects of US include
stable cavitation and acoustic streaming. Cavitation is
the production of bubbles of gas a few microns in dia-
meter in fluid media such as tissue fluid and blood. The
bubbles increase in size during the negative pressure or
rarefaction part of the US wave and decrease during
the positive pressure part. If the intensity is suffici-
ently great, the bubbles collapse, damaging the tissues.
At lower intensities, within the therapeutic range, the

HEAT AND COLD, THERAPEUTIC 473

Figure 10. Portable ultrasound therapy equipment. The ultra-
sound transducer is housed in the head of the applicator shown on
the right.



cavities are stable and acoustic streaming is increased
around them. Acoustic streaming has been shown to cause
reversible changes in membrane permeability to calcium
and other ions, stimulating cell division, collagen synth-
esis, growth factor secretion, myofibroblast contraction,
and other cellular events that collectively accelerate the
resolution of acute inflammation leading to more rapid
tissue repair (3).

When and When Not to Use These Devices. US therapy is
used as a thermotherapeutic modality to treat acute and
chronic injuries of the

� Skin, e.g., pressure ulcers and venous ulcers

� Musculoskeletal system, e.g., arthritis, bursitis, mus-
cle spasms, and traumatic injuries to both soft tissue
and bone.

In addition to superficial injuries, US can be used to
heat tissues at a considerable depth from the surface of
the skin. Sites of pathology such as damaged skeletal
muscle, tendon, and ligaments within 5 cm of the surface
can be heated preferentially; any adipose tissue super-
ficial to these lesions is heated less because it absorbs
less US than highly proteinaceous muscle, tendons, and
ligaments. It is the most suitable form of thermotherapy
to use on deeply located areas of damage in obese patients.
At least 3 treatments per week are generally recom-
mended, daily treatment being preferable. The treatment
head should be moved throughout treatment to reduce
the possibility of thermal tissue damage due to local hot
spots and mechanical damage due to standing wave
formation.

In the interests of safety, continuous US should only be
used to heat tissues in patients sensitive to heat-induced
pain. In patients lacking this sensitivity, pulsed ultrasound
can be used. Although this may not heat the tissues sig-
nificantly, nonthermal events will occur that can accelerate
healing (3,44).

It should not be used either over tumors because it can
increase cell division or over the eye because of the risk of
collapse cavitation. Nor should it be used on any of the
groups of patients in whom SWD is contraindicated.

Advantages and Disadvantages. Its differential absorp-
tion makes it the therapy of choice for treating muscle,
tendons, ligaments, and bone without heating superficial
adipose tissue.

The effects of ultrasound are, however, local and only
small regions can be treated because of the small size of
the treatment heads, rarely greater than 5 cm2. Another
disadvantage is that a coupling medium such as water
or a gel with a high water content must be used to transit
the US from the applicator to the tissues. If there is an
open wound, this must be covered with an ultrasound
transmitting dressing such as Opsite to the surface of
which the coupling medium can be applied. Alternatively
the intact tissue adjacent to the wound and from which
reparative tissue grows into the wound can be treated (3).
Care must be taken to ensure that there are no bubbles
in the coupling medium because reflection from these

can reduce the efficiency to energy transfer from the
treatment head to the tissue. If the US energy is reflected
back into the treatment head because of inadequate cou-
pling, this will increase in temperature and could burn a
patient, lacking adequate sensitivity to heat-induced pain.

Cryotherapy

Cryotherapy produces a rapid fall in the temperature of the
skin and a slower fall in the temperature of the subcuta-
neous tissues, skeletal muscle, and the core temperature of
the body. The rate of fall in skeletal muscle and the core
temperature is dependent, in part, on the amount and
distribution of adipose tissue. In a slender person with
less than 1 cm of adipose tissue in the hypodermis, cooling
extends almost 2.5 cm into the skeletal muscle after 10 min
of applying cryotherapy to the skin surface. In an obese
person with more than 2.5 cm of adipose tissue in the
hypodermis, cooling extends only 1 cm into the muscle in
the same time (1). To get deeper cooling in an obese person,
the cooling agent must be applied for longer than in a
slender person, for example, 30 min compared with 10 min
to get adequate cooling extending 2.5 cm into the muscle.
This concept has been confirmed recently by Otte et al. (45)
who found that although 25 min of treatment may be
adequate for a slender patient with a skinfold of 20 mm
or less, 40 min is needed if the skinfold is between 21 and
30 mm, and 60 min if the skinfold is between 30 and 40 mm.
The subcutaneous adipose tissue thickness is an important
determinant of the time required for cooling in cryother-
apy.

Cryotherapy is used to relieve pain, retard the progres-
sion of secondary injury, and hasten return to participation
in sport and work. In a literature review by Hubbard et al.
in 2004 (46), the conclusion drawn was that cryotherapy
may have a positive effect on these aims, but attention was
drawn to the relatively poor quality of the studies reviewed.
There is a clear need for randomized, controlled clinical
studies of the effect of cryotherapy on acute injury and
return to participation in sport or work.

The main equipment used in cryotherapy is a refrig-
erator/freezer necessary for cooling gels and for producing
ice. The ice is mixed with water, reducing the temperature
of the water to just above its freezing point. The tempera-
ture of an injured limb can be reduced by immersing it in
this ice/water mixture, an effective but initially uncomfor-
table experience for the patient. Alternatively, a cold com-
press containing the mixture can be applied to the region to
be cooled. Also, a terry cloth can be soaked in the mixture,
wrung out, and then applied. Blocks of ice can be used to
massage an injured area if the skin over the injury is intact,
an initially uncomfortable experience for both patient and
therapist.

Another technique is to spray a vapor coolant on the
skin. As the coolant evaporates, the temperature of the
skin is reduced, but there is no clinically significant cooling
of subcutaneous tissues. Ethylene chloride, chlorofluoro-
methane, or preferably a non-ozone-depleting vapor cool-
ant, is sprayed over the area to be treated in a stroking
fashion at a rate of about 1 cm � s�1 (1). Concern over the
ozone-depleting properties of chlorofluorocarbons has led
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to the development of vapor coolant sprays that are not
ozone-depleting (http://www.gebauerco.com/Default.asp)
and that may be substituted for those noted above.

When and When Not to Use Cooling. The main use of
cryotherapy is after acute skin and musculoskeletal injury to
reduce swelling, bleeding, and pain. It helps give temporary
relief to painful joints. It also reduces muscle spasms and
spasticity, again temporarily. Trigger points, myofascial
pain, and fibrositis may be treated with vapor coolant sprays.

Cooling is an excellent way of minimizing the effect
of burns and scalds by reducing the temperature at the
injury site provided that it is done as soon as possible after
the incident. It can also slow brain damage after the deprival
of oxygen in, for example, babies for whom delivery has been
prolonged and difficult. A cool cap filled with chilled water is
placed on the baby’s head within a few hours of birth and
kept there for several days while the baby is in intensive
care. A computerized controller circulates cold water
through the cap, reducing the temperature of the brain
by several degrees, minimizing cell death within the brain.
The results of a clinical trial showed a significantly lower
disability and death rate in children at risk of post-natal
brain damage due to oxygen deprival if they were given this
treatment than in those whose brains had not been cooled in
this way (47). It has been suggested that a similar technique
may help patients with hemorrhagic strokes where bleeding
has occurred on to the surface of the brain.

Mild systemic hypothermia has also been reported to
reduce brain damage after severe head trauma. Patients in
whom the core temperature was reduced to and main-
tained at 33–35 8C with a cooling blanket for 4 days had
reduced extradural pressure, an increase in the free radical
scavenger superoxide dismutase, and consequently, less
neuron loss and improved neurological outcomes (48).

Retarding secondary injury is an important benefit of
cryotherapy. Secondary tissue death occurring after the
initial trauma has been attributed to subsequent enzymatic
injury and hypoxic injury (23). Cryotherapy reduces tissue
temperature, slowing the rate of chemical reactions and
therefore the demand for adenosine triphosphate (ATP),
which in turn decreases the demand for oxygen, leading
to longer tissue survival during hypoxia. By decreasing the
amount of damaged and necrotic tissue, the time taken to
heal may be reduced. In an extensive review of the second-
ary injury model and the role of cryotherapy, Merrick et al.
(24) addressed the following question: ‘‘Is the efficacy of
short-term cryotherapy explained by rescuing or delaying
the death of the cells that were primarily injured but not
initially destroyed?’’ He recommended the replacement of
the term ‘‘secondary hypoxic injury’’ by ‘‘secondary ischemic
injury’’ because hypoxia presents tissue with the challenge
of reduced oxygen only, whereas ischemia presents inade-
quacies in not only oxygen but also fuel and anabolic sub-
strates and in waste removal, all of which may contribute to
secondary injury. Short-term cryotherapy may lessen the
demand for these necessities.

Cooling should not be used:

� In people who are hypersensitive to cold-induced
pain

� Over infected open wounds

� In people with a poor circulation

Advantages and Disadvantages. Disadvantages are that
many people find prolonged exposure to cold therapy
uncomfortable. Frostbite can occur if the skin freezes, as
is possible if vapor coolant sprays are overused. Further-
more, its effects on chronic inflammatory conditions are
generally temporary.

SUMMARY

Changing the temperature of tissues can reduce pain, mus-
cle spasms, spasticity, stiffness, and inflammation. Heating
the tissues by a few degrees centigrade increases tissue
metabolism and accelerates the healing process. Cooling
tissue by a few degrees centigrade can limit secondary
damage to soft tissues, nerves, and the brain after trauma.

The correct selection of either thermotherapy or
cryotherapy depends on an understanding of the physio-
logical effects of heat and cold, and on knowledge of the
patient’s medical condition. It is suggested that acute skin
lesions and musculoskeletal injuries be treated:

� First by the application of cold as soon as possible
after the injury to limit its extent

� Followed a few hours later by the application of
moderate heat to accelerate the resolution of inflam-
mation enabling healing to progress more rapidly.

It is recommended that the progress of healing be
monitored noninvasively so that treatment can be matched
to the response of the injury. In recent years this has
become possible by means of high resolution diagnostic
ultrasound or ultrasound biomicroscopy (49).

Having decided which is required, heat or cold, the next
question is which modality to use. The following should be
considered:

� Size and location of the injury

� Type of injury

� Depth of penetration of the modality

� Ease of application

� Duration of application

� Affordability

� Medical condition of the patient

� Contraindications

Patients heal their own injuries if they can to. This can
be facilitated by the timely and correct application of
therapeutic heat or cold. Their pain can also be relieved,
improving their quality of life.
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INTRODUCTION

‘‘Arterial blood pressure and flow result from the interac-
tion of the heart and the arterial system. Both subsystems
should be considered for a complete hemodynamic profile
and a better diagnosis of the patient’s disease’’. This state-
ment seems common sense, and a natural engineering
approach of the cardiovascular system, but is hardly
applied in clinical practice, where clinicians have to deal
with limitations imposed by the clinical environment and
ethical and economical considerations. The result is that
the interpretation of arterial blood pressure is (too) often
restricted to the interpretation of systolic and diastolic
blood pressure measured using the traditional cuff around
the upper arm (cuff sphygmomanometry). Blood flow, if
even measured, is usually limited to an estimate of cardiac
output.

The purpose of this article is to provide the reader with
an overview of both established and newer methods and
techniques that allow us to gain more insight into the
dynamics of blood flow in the cardiovascular system (the
hemodynamics), based on both invasive and noninvasive
measurements. The emphasis is that hemodynamics
results from the interaction between the action of the heart
and the arterial system, and can be analyzed as the inter-
play between a (complex) pump and a (complex) tube net-
work. This article, has been divided into three main
sections. First the (mechanical function of the) heart is
considered, followed by a major section on arterial function
analysis. The final section deals with cardiovascular inter-
action.

THE HEART AS A PUMP. . .

The heart is a hollow muscle, consisting of four chambers,
whose function is to maintain blood flow in two circulations:

the systemic (or large) and the pulmonary circulation. The
left atrium receives oxygenized blood from the lungs via the
pulmonary veins. Blood flows (through the mitral valve) into
the left ventricle, where it is pumped into the aorta (through
the aortic valve) and distributed toward the organs, tissue,
and muscle for exchange of O2 and CO2, nutrients, and
waste products. Deoxygenated blood is collected via the
systemic veins (ultimately the inferior and superior vena
cava) into the right atrium and flows, via the tricuspid valve,
into the right ventricle, where it is pumped (through the
pulmonary valve) into the pulmonary artery toward the
lungs. Functionally, the pulmonary and systemic circulation
are placed in series, and there is a ‘‘serial interaction’’
between the left and right heart. Anatomically, however,
the left and right heart are embedded within the pericar-
dium (the thin membrane surrounding the whole heart) and
are located next to each other. The part of the cardiac muscle
(myocardium) that they have in common is called the myo-
cardial septum. Due to these constraints, the pumping
action of one chamber has an effect on the other, a form
of ‘‘parallel interaction’’. In steady-state conditions, the left
and right heart generate the same flow (cardiac output), on
average � 6 L/min in an adult at rest.

The Cardiac Cycle and Pressure–Volume Loops

The most heavily loaded chamber is the left ventricle (LV),
pumping � 80 mL of blood with each contraction (70 beats �
min�1), with intraventricular pressure increasing from
� 5–10 mmHg (1 mmHg¼ 133.3 Pa) at the onset of con-
traction (i.e., at the end of the filling period or diastole) to
120 mmHg (6.0 kPa) in systole (ejection period) (Fig. 1). In
heart physiology research, it is common to study the func-
tion of the ventricle using pressure–volume loops (PV
loops; Fig. 1), with volume on the x axis and pressure on
the y axis. Considering the heart at the end of diastole, it
has reached its maximal volume (EDV; end-diastolic
volume). Specialized pacemaker cells within the heart
generate the (electrical) stimulus for the contraction, initi-
ating the depolarization of cardiac muscle cells (myocytes).
Electrical depolarization causes the muscle to contract and
ventricular pressure increases. With this, the mitral valve
closes, and the ventricle contracts at closed volume, with a
rapidly increasing pressure (isovolumic contraction).
When LV pressure becomes higher than the pressure in
the aorta, the aortic valve opens, and the ventricle ejects
blood. The ventricle then starts its relaxation, slowing
down the ejection, with a decrease in LV pressure. At
the end of ejection, the LV has reached its end-systolic
volume (ESV), and LV pressure drops below the pressure in
the aorta, closing the aortic valve. Relaxation then
(rapidly) takes place at closed volume (isovolumic relaxa-
tion), until LV pressure drops below LA pressure and LV
early filling begins (E-wave). After complete relaxation of
the ventricle, contraction of the LA is responsible for an
extra (late) filling wave (A-wave). The difference between
EDV and ESV is the stroke volume, SV. Multiplied with
heart rate, one obtains cardiac output (CO), the flow gen-
erated by the heart, commonly expressed in L �min�1. The
time course of cardiac and arterial pressure and flow is
shown in Fig. 1.
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Time Varying Elastance and Cardiac Contractility

The intrinsic properties of cardiac muscle are responsible
for making the functional pumping performance of the
ventricle determined by different factors (1): the degree
to which the cardiac muscle is prestretched prior to con-
traction (preload), the intrinsic properties of the muscle
(the contractility or inotropy), the load against which the
heart ejects (the afterload), and the speed with which the
contraction takes place (reflected by the heart rate; chron-
otropy). In muscle physiology, preload is muscle length and
is related to the overlap distance of the contractile proteins
(actin and myosin) of the sarcomere (the basic contractile
unit of a muscle cell), while afterload is the load against
which a muscle strip or fiber contracts. In pump physiology,
ventricular end-diastolic volume is often considered as the
best approximation of preload (when unavailable, ventri-
cular end-diastolic pressure can be used as a surrogate). To
characterize afterload, one can estimate maximal ventri-
cular wall stress (e.g., using Laplace formula), but most
often, mean or systolic arterial blood pressure is taken as a
measure of afterload.

Most difficult to characterize is the intrinsic contracti-
lity of the heart, which is important to know in diagnosing
the severity of cardiac disease. At present, the gold stan-
dard is still considered to be the slope of the end-systolic
pressure–volume relation (2,3). To fully comprehend this
measure, the time varying elastance concept has to be
introduced.

Throughout a cardiac cycle, cardiac muscle contracts
and relaxes. The functional properties of fully relaxed
muscle-at the end of diastole-can be studied in the
pressure–volume plane. This relation, sometimes called
the (end-) diastolic pressure–volume relation (EDPVR),
is nonlinear, that is, for higher volumes, a higher increase
in pressure (DP) is required to realize a given increase in
volume (DV). With the volume/pressure ratio defined as
compliance, the ventricle behaves less compliant (stiffer) at
high volume. The EDPVR represents the passive proper-
ties of the ventricular chamber.

Similarly, if one could ‘‘freeze’’ the ventricle at its max-
imal contraction (as is reached at the end of systole), and
measure the pressure–volume relation of the chamber in
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Figure 1. The heart (a), and the variation in time of pressure, flow, and volume within the left
ventricle (b). Plotting left ventricular pressure as a function of volume (c), a pressure–volume loop is
obtained. (d) Illustrates the association between area’s defined within the pressure–volume plane
and the mechanical energy.



this maximally contracted state, one could assess the (end-)
systolic pressure–volume relation (ESPVR) and the max-
imal stiffness of the ventricle. The ESPVR represents the
active, contractile function of the ventricle. Throughout the
cycle, the stiffness (or elastance) of the ventricle varies in
between its diastolic and end-systolic value, hence the
conceptual model of the time-varying elastance (Fig. 2).

The basis of this time-varying elastance model was laid
by Suga et al. in the 1970s. They performed experiments in
isolated hearts, and found that by increasing the initial
volume of the heart (increasing preload), the maximally
developed pressure in an isovolumic beat increased line-
arly with preload (2,3) (Frank–Starling mechanism).
Obviously, the minimal pressure, determined by the pas-
sive properties, also increased. When they allowed these
ventricles to eject against a quasiconstant afterload pres-
sure, PV loops were obtained, with wider loops (higher
stroke volume) being obtained for the more filled ventri-
cles. When connecting all end-systolic points of the PV
loops, it was found that the slope of this line, the end-
systolic ventricular stiffness, was not different from the
line obtained with the isovolumic experiments, demon-
strating that it is independent of the load against which
the ventricle ejects. Moreover, connecting data points on
the PV loops occurring at the same instant in the cardiac
cycle (isochrones), these points were also found to line up
(Fig. 2). The slopes of these lines have the dimension of
stiffness (DP/DV; mmHg�mL�1 or Pa�mL�1) or elastance
(E). In addition, it is often assumed that these isochrones
all have the same intercept with the volume axis (which is,
however, most often not the case). This volume is called V0

and represents the volume for which the ventricle no longer
develops any pressure.

The slope of the isochronic lines, E, is given by E¼P/
(V�V0) and can be plotted as a function of time, yielding the
time varying elastance curve, E(t) (Fig. 2). The experi-
ments of Suga and co-workers further pointed out that
the maximal slope of the ESPVR, also called end-systolic
(Ees) elastance, is sensitive to inotropic stimulation. The
parameter Ees is, at present, still considered as the gold
standard measurement of ventricular contractility.

Since these experiments, it has been shown that the
ESPVR is not truly linear (4,5), especially not in conditions
of high contractility or in small mammals. Since V0 is a
value derived from linear extrapolation of the ESPVR, one
often finds negative values, which clearly have no physio-
logical meaning at all. Nevertheless, the time varying
elastance remains an attractive concept to concisely
describe ventricular function. In practice, PV loops with
altered loading conditions are obtained via inflation of a
balloon in one of the caval veins, reducing venous return, or
with a Valsalva maneuver. The PV loops can be measured
invasively with a conductance catheter (6), or by combining
intraventricular pressure (measured with a catheter) with
volumes measured with a medical imaging technique that
is fast enough to measure instantaneous volumes during
the load manipulating operations (e.g., echocardiography).

The area enclosed within the PV loop is the work
performed by the heart per stroke (stroke work, SW).
Furthermore, when the heart contracts, it pressurizes
the volume within the ventricle, giving it a potential energy
(PE). In the PV plane, PE is represented by the area
enclosed within the triangle formed by V0 on the volume
axis, the end-systolic point, and the left bottom corner of
the PV loop (Fig. 1). The sum of SW and PE is also called the
total pressure–volume area (PVA) and it has been shown
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Figure 2. Pressure–volume loops re-
corded in the left ventricle during tran-
sient loading conditions (a), and the
concept of the time-varying elastance
(b). (c) Illustrates an alternative repre-
sentation of ventricular function thro-
ugh the pump function graph.



that the consumption of oxygen by the myocardium, VO2, is
proportional to PVA: VO2¼ c1PVA þ c2Ees þ c3, with c1–3

constants to be determined from experiments. The con-
stant c1 represents the O2 cost of contraction, c2 is the O2

cost of Ca handling related to the inotropic state, and c3 is
the O2 cost of basal metabolism. Mechanical efficiency can
then be expressed as the ratio of SW and VO2. Recent
reviews of the relation between pressure–volume area and
ventricular energetics can be found in Refs. 7,8.

Another measure of ventricular function, also derived
from PV loop analysis, is the so-called preload recruitable
stroke work (PRSW) (9). Due to the Frank–Starling effect
(10), a ventricle filled up to a higher EDV will generate a
higher pressure and/or stroke volume, and hence a higher
SW. Plotting SW as a function of EDV yields a quasilinear
relation, of which the slope is sensitive to the contractile
state of the ventricle (9).

Alternative Ways of Characterizing LV Systolic Function

Pump function of the ventricle may also be approached in a
way similar to hydraulic pumps through its pump function
graph (11,12), where the pressure generated by the pump
(e.g., mean LV pressure) is plotted as a function of its
generated flow (cardiac output). With no outflow, the ven-
tricle contracts isovolumically, and the highest possible
pressure is generated. Pumping against zero load, no
pressure is built up, but outflow is maximal. The ventricle
operates at some intermediate stage, in between these two
extreme cases (Fig. 2). One such pump function curve is
obtained by keeping heart rate, inotropy, and preload
constant, while changing afterload. Although the principle
is attractive, it appears to be difficult to measure pump
function curves in vivo, even in experimental conditions.

Assessing Cardiac Function in Real Life

Although pressure–volume loop-based cardiac analysis
still has the gold standard status in experimental work,
the applicability in clinical conditions is rather limited.
First, the method requires intraventricular pressure and
volume. While volumes can, more and more, be measured
noninvasively with magnetic resonance imaging (MRI) and
even real-time three-dimensional (3D) echocardiography,
the pressure requirement still implies invasive measure-
ments. Combined pressure–volume conductance catheters
are available (6), but these require calibration to convert
conductance into volume data. This requires knowledge of
the conductance of the cardiac structures and blood outside
the cardiac chamber under study (offset correction), and an
independent measurement of stroke volume for scaling of
the amplitude of the conductance signal. Second, and
perhaps even more important, measuring preload-
recruitable stroke work or the end-systolic pressure–
volume relation requires that PV loops are recorded during
transient loading conditions, which is experimentally
obtained via inflation of a balloon in the caval vein to
reduce the venous return and cardiac preload. It is difficult
to (ethically) justify an extra puncture and the insertion of
an additional catheter in patients, knowing also that these
maneuvers induce secondary changes in the overall auto-
nomic state of the patient and the release of cathechola-

mines, making this method limited to assess the pump
function in a ‘‘steady state’’. To avoid the necessity of the
caval vein balloon, so-called ‘‘single beat’’ methods have
been proposed, where cardiac contractility is estimated
from data measured at baseline steady-state conditions
(13,14). The accuracy, sensitivity, and specificity of these
methods, however, remains a matter of debate (15,16).

Since it is easier to measure aortic flow than ventricular
volume, indicies based on the concept of ‘‘hydraulic power’’
have been proposed. As the ventricle ejects blood, it gen-
erates hydraulic power (Pwr), which is calculated as the
instantaneous product of aorta pressure and flow. The peak
value of power (Pwrmax) has been proposed as a measure
of ventricular performance. However, due to the Frank–
Starling mechanism, ventricular performance in general,
and hydraulic power in particular, is highly dependent on
the filling state of the ventricle, and correction of the index
for EDV is mandatory. Preload-adjusted maximal power,
defined as Pwrmax/EDV2, has been proposed as a ‘‘single
beat’’ (i.e., measurable during steady-state conditions)
index of ventricular performance (17). It has, however,
been suggested that the factor 2 used in the denominator
is not a constant, but depends on ventricular size (18). It
has been demonstrated that the most correct approach is to
correct Pwrmax for (EDV�V0)2, V0 being the intercept of the
end-systolic pressure–volume relation (19,20). Obviously,
the index then loses its main feature, that is, the fact that it
can be deduced from steady-state measurements.

In clinical practice, cardiac function is commonly
assessed with ultrasound echocardiography in its different
modalities. Imaging the heart in two-dimensional (2D)
planar views (2 and 4 chamber long axis views, short axis
views), allows us to visually inspect ventricular wall
motion and to identify noncontracting zones. With (on-
board) image processing software, parameters such as
ejection fraction or the velocity of circumferential fiber
shortening can be derived. Echocardiography has played
a major role in quantifying ‘‘diastolic function’’, that is, the
filling of the heart (21,22). Traditionally, this was based on
the interpretation of flow velocity patterns at the mitral
valve (23) and the pulmonary veins (24). With the advent of
more recent ultrasound processing tools, the arsenal has
been extended. Color M-mode Doppler, where velocities are
measured along a base-to-apex directed scanline, allows us
to measure the propagation velocity of the mitral filling
wave (25,26). More recent, much attention has been and is
being paid to the velocity of the myocardial tissue (in
particular the motion of the mitral annulus) (27). Further
processing of tissue velocity permits us to estimate the local
strain and strain rate within sample volumes positioned
within the tissue. Strain and strain rate imaging are new
promising tools to quantify local cardiac contractile per-
formance (28,29). Further advances are directed toward
real time 3D imaging with ultrasound and quantification of
function. Some of the aforementioned ultrasound modal-
ities are illustrated in Fig. 3.

An important domain where assessment of cardiac func-
tion is important, is in the catheterization laboratory (cath-
lab), where patients are ‘‘catheterized’’ to diagnose and/or
treat cardiovascular disease. Access to the vasculature is
gained via a large vein (the catheter then ends in the right
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atrium/ventricle/pulmonary artery: right heart catheteri-
zation) or large artery, typically the femoral artery in the
groin (the catheter then resides in the aorta/left ventricle/
left atrium: left heart catheterization). Cath-labs are
equipped with X-ray scanners, allowing us to visualize
cardiovascular structures in one or more planes. With
injection of contrast medium, vessel structures (e.g., the
coronary arteries) can be visualized (angiography) as well
ventricular cavity (ventriculography). The technique,
through medical image processing, allows us to estimate
ventricular volumes at high temporal resolution. At the
same time, arterial pressures can be monitored. Although
one cannot deduce intrinsic ventricular function from
pressure measurements alone, it is common to use the
peak positive (dp/dtmax) and peak negative value (dp/dtmin)
of the time derivative of ventricular pressure as surrogate
markers of ventricular contractility and relaxation, respec-
tively. These values are, however, highly dependent on
ventricular preload, afterload, and heart rate, and only
give a rough estimate of ventricular function. Measure-
ment of dp/dtmax or dp/dtmin at different loading states, and

assessing the relation between changes in volume and
changes in dp/dt, may compensate for the preload depen-
dency of these parameters.

There are also clinical conditions where the physician is
only interested in a global picture of cardiac function, for
example, in intensive care units, where the principal ques-
tion is whether the heart is able to deliver a sufficient
cardiac output. In these conditions, indicator-dilution
methods are still frequently applied to assess cardiac out-
put. In this method, a known bolus of indicator substance
(tracer) is injected into the venous system, and the con-
centration of the substance is measured on the arterial side
(the dilution curve), after the blood has passed through the
heart/cardiac output¼ [amount of injected indicator]/[area
under the dilution curve]. A commonly used indicator is
cold saline, injected into the systemic veins, and the change
in blood temperature is then measured with a catheter
equipped with a thermistor, positioned in the pulmonary
artery. This methodology is commonly referred to as ‘‘ther-
modilution’’. With valvular pathologies, as tricuspid or
pulmonary valve regurgitation, the method becomes less
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Figure 3. Echocardiography of the heart. (a) Classical four-chamber view of the heart, with vis-
ualization of the four cardiac chamber; (b) transmitral flow velocity pattern; (c) strain and strain rate
imaging in an apical, mid and basal segment of the left ventricle [adapted from D’hooge et al. (29)];
(d) real-time 3D visualization of the mitral valve with the GE Dimension. (Courtesy of GE Vingmed
ultrasound, Horten, Norway.)



accurate. The variability of the method is quite high, and
the method should be repeated (three times or more) so
that results can be averaged to provide a reliable estimate.
Obviously, the method only yields intermittent estimates
of cardiac output. Cardiac output monitors based on other
measuring principles are in use, but their accuracy and/or
responsiveness is still not optimal and they often require a
catheter in the circulation (30,31).

Finally, it is also worth mentioning that cardiac MRI is
an emerging technology, able to provide full 3D cardiac
morphology and function data (e.g., with MRI tagging)
(32,33). Especially for volume estimation, MRI is consid-
ered the gold standard method, but new modalities also
allow us to measure intracardiac flow velocities. The high
cost, the longer procedure, the fact that some materials are
still banned from the scanner (e.g., metal containing pace-
makers) or cause image artifacts and the limited avail-
ability of MRI scanner time in hospitals, however, make
that ultrasound is still the first method of choice. For
reasons of completeness, computed tomography (CT) and
nuclear imaging are mentioned as medical imaging tech-
niques that provide morphological and/or functional infor-
mation on cardiac function.

The Coronary Circulation

The coronary arteries branch off the aorta immediately
distal to the aortic valve (Fig. 4), and supply blood to the
heart muscle itself. With their specific anatomical position,
they are often considered as part of the heart, although
they could as well be considered as being part of the arterial
circulation. This ambiguity is also reflected in the medical
specialism: coronary artery disease is the territory of the

(interventional) cardiologist, and not of the angiologist.
The right coronary artery mainly supplies the right heart,
while the left coronary artery, which bifurcates into the left
anterior descending (LAD) and left circumflex (LCX)
branch, mainly supplies the left heart.

As they have to perfuse the cardiac muscle, the coron-
aries protrude the ventricular wall, which has a profound
effect on coronary hemodynamics (34,35). Upon ventricular
contraction, blood flow in the coronaries is impeded, lead-
ing to a typical biphasic flow pattern, with systolic flow
impediment, and predominantly flow during the diastolic
phase (Fig. 4). This pattern is most obvious in the LAD,
which supplies oxygenized blood to the left ventricle. The
resistance of the coronary arteries is thus not constant in
time, and contains an active component. When coronary
flow is plotted as a function of coronary pressure, other
typical features for the coronary circulation are observed.
Under normal conditions, coronary flow is highly regu-
lated, so that blood flow is constant for a wide range of
coronary perfusion pressures (35,36). The level up to which
the flow is regulated is a function of the activity of the
ventricle, and hence of the metabolic demands. This seems
to suggest that at least two different mechanisms are
involved: metabolic autoregulation (flow is determined
by the metabolic demand) and myogenic autoregulation.
Myogenic autoregulation is the response of a muscular
vessel on an increase in pressure: the vessel contracts,
reducing its diameter and increasing its wall thickness,
which tends to normalize the wall stress. It is only after
maximal dilatation of the coronary vessels [e.g., through
infusion of vasodilating pharmacological substances such
as adenosine or papaverine, or immediately following a
period of oxygen deficiency (ischemia)] that autoregulation
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Figure 4. (a) Anatomical situation
of the coronary arteries. (b) Demon-
stration of flow impediment during
systole. (c) Coronary flow as a func-
tion of perfusion pressure, demon-
strating the aspect of autoregulation
and the non-zero intercept with the
pressure axis (Pzf; zero-flow pres-
sure). (Reconstructed after Ref. 36.)



can be ‘‘switched off’’, and that the pressure-flow relation
becomes linear (Fig. 4). Note, however, that the pressure-
flow relation does not pass through the origin: it requires a
certain pressure value (zero-flow pressure Pzf) to generate
any flow, an observation first reported by Bellamy et al.
(37). The origin of Pzf is still not fully understood and has
been attributed to (partial) vessel collapse by vascular tone
and extravascular compression. This is a conceptual model,
also known as the ‘‘waterfall’’ model, as flow is determined
by the pressure difference between inflow and surrounding
pressure (instead of outflow pressure) and pressure
changes distal to the point of collapse (the waterfall) have
no influence on flow (38,39). Note, however, that Pzf is often
an extrapolation of pressure-flow data measured in a
higher pressure range. It is plausible that the relation
becomes nonlinear in the lower perfusion pressure range,
due to the distensibility of the coronary vessels and com-
pression of vessels due to intramyocardial volume shifts
(35). Another model, based on the concept of an intramyo-
cardial pump and capable of explaining phasic patterns of
pressure and flow waves, was developed by Spaan et al.
(35,40), and is mentioned here for reasons of completeness.

An important clinical aspect of the coronary circulation,
which we will only briefly touch here, is the assessment of
the severity of coronary artery stenosis (34). The stenosis
forms an obstruction to flow, causes an extra pressure drop,
and may result in coronary perfusion pressures too low to
provide oxygen to the myocardial tissues perfused by that
coronary artery. Imaging of the coronary vessels and the
stenosis with angiography (in the cath-lab) is still an
important tool for clinical decision making, but more and
more attention has been attributed to quantification of
functional severity of the stenosis. One of the most known
indicies in use are the coronary flow reserve (CFR), that is,
the ratio of maximal blood flow (velocity) through a cor-
onary artery (after induction of maximal vasodilation) and
baseline blood flow (velocity), with values > 2 indicating
sufficient reserve and thus a subcritical stenosis. Coronary
flow reserve has the drawback that flow or velocity mea-
surements are required, which are not common in the cath-
lab. From that perspective, the fractional flow reserve
(FFR) is more attractive, as it requires only pressure
measurements. It can be shown that FFR¼Pd/Pa (with
Pd the pressure distal to the stenosis and Pa the aorta
pressure) is the ratio of actual flow through the coronary,
and the hypothetical flow that would pass through the
coronary in the absence of the stenosis (34,41). A FFR
value >0.75 indicates nonsignificant stenosis (34). Mea-
surement of FFR is done in conditions of maximal vasodi-
lation, and requires ultrathin pressure catheters (pressure
wires) that can pass through the stenosis without causing
(too much) extra pressure drop. Other indicies combine
pressure and flow velocity (42) and are, from fluid dynamic
perspective, probably the best characterization of the extra
resistance created by the stenosis. It deserves to be men-
tioned that intravascular ultrasound (IVUS) is, currently,
increasingly being applied, especially when treating com-
plex coronary lesions. In addition to quantifying stenosis
severity, much research is also focused on assessing the
histology of the lesions and their vulnerability and risk of
rupture via IVUS or other techniques.

THE ARTERIAL SYSTEM: DAMPING RESERVOIR AND/OR
A BLOOD DISTRIBUTING NETWORK. . .

Basically, there are two ways of approaching the arterial
system (43): (1) one can look at it in a ‘‘lumped’’ way, where
abstraction is being made of the fact that the vasculature is
a network system with properties distributed in space; or (2)
one can take into account the network topology, and analyze
the system in terms of pressure and flow waves propagating
along the arteries in a forward and backward direction.

Irrespective of the conceptual framework within which
one works, the analysis of the arterial system requires
(simultaneously measured) pressure and flow, preferably
measured at the upstream end of the arterial tree (i.e.,
immediately distal to the aortic valve). The analysis of the
arterial system is largely analogous to the analysis of
electrical network systems, where pressure is equivalent
to voltage and flow to current. Also steming from this
analogy is the fact that the arterial system is often ana-
lyzed in terms of impedance. Therefore, before continuing,
the concept of impedance is introduced.

Impedance Analysis

While electrical waves are sine waves, with a zero time-
average value, arterial pressure and flow waves are
(approximately) periodical, but certainly nonsinusoidal,
and their average value is different from zero (in humans,
mean systemic arterial blood pressure is� 100 mmHg (13.3
kPa), while mean flow is � 100 mL�s�1). To bypass this
limitation, one can use the Fourier theorem, which states
that any periodic signal, such as arterial pressure and flow,
can be decomposed into a constant (the mean value of the
signal) and a series of sinusoidal waves (harmonics). The
frequency of the first harmonic is cardiac frequency (the
fundamental frequency), while the frequency of the nth
harmonic is n times the fundamental frequency.

Fourier decomposition is applicable if two conditions are
fulfilled: (1) the cardiovascular system operates in steady-
state conditions (constant heart rate; no respiratory
effects); (2) the mechanical properties of the arterial system
are sufficiently linear so that the superposition principle
applies, meaning that the individual sine waves do not
interact and that the sum of the effects of individual
harmonics (e.g., the flow generated by a pressure harmo-
nic) is equal to the effect caused by the original wave that is
the sum of all individual harmonics.

Harmonics can be represented using a complex formal-
ism. For the nth harmonic, the pressure (P) and flow (Q)
component can be written as

Pn ¼ jPnjeiðnvtþFPn Þ Qn ¼ jQnjeiðnvtþFQn Þ

where jPnj and jQnj are the amplitudes (or modul) of the
pressure and flow sine waves, having phase angles FPn

and
FQn

(to allow for a phase lag in the harmonic), respectively.
Time is indicated by t, and v is the fundamental angular
frequency, given by 2p/T with T the duration of a heart cycle
(RR-interval).Foraheartrateof75beats �min�1,T is0.8s.The
fundamental frequencyis1.25Hz,andvbecomes7.85rad � s�1.

In general, 10–15 harmonics are sufficient to describe
hemodynamic variables, such as pressure, flow, or volume
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(44,45). Also, to avoid aliasing, the sampling frequency
should be twice as high as the frequency of the signal
one is measuring (Nyquist limit). Thus, when measuring
hemodynamic data in humans, the frequency response of
the equipment should be > 2� 15� 1.25 Hz, or > 37.5 Hz.
These requirements are commonly met by Hi–Fi pressure
tip catheters (e.g., Millar catheters) with a measuring
sensor embedded within the tip of the sensor, but not by
the fluid-filled measuring systems that are frequently used
in the clinical setting. Here, the measuring sensor is out-
side the body (directly or via extra fluid lines) connected to
a catheter. Although the frequency response of the sensor
itself is often adequate, the pressure signal is being dis-
torted by the transmission via the catheter (and fluid lines
and eventual connector pieces and three-way valves). The
use of short, rigid, and large bore catheters is recommended,
but it is advised to assess the actual frequency response of
the system (as it is applied in vivo) if the pressure data is
being used for purposes other than patient monitoring. Note
that in small rodents like the mouse, where heart rate is as
high as 600 beats min�1, the fundamental frequency is 10
Hz, posing much higher measuring equipment require-
ments with a frequency response flat up to 300 Hz.

Impedance Z is generally defined as the ratio of pressure
and flow: Z¼P/Q, and thus has the dimensions of
mmHg�mL�1 s [kg�m�4�s�1 in SI units; dyn�cm�5 � s in older
units] if pressure is expressed in mmHg and flow in mL�s�1.
The parameter Z is usually calculated for each individual
harmonic, and displayed as a function of frequency. Since
both P and Q are complex numbers, Z is complex as well,
and also has a modulus and a phase angle, except for the
steady (dc) component at 0 Hz, which is nothing but the

ratio of mean pressure and mean flow (i.e., the value of
vascular resistance). For all higher harmonics, the mod-
ulus of the nth harmonic is given as jZnj ¼ jPnj/jQnj, and its
phase, Fz, is given as FPn �FQn .

Arterial impedance requires simultaneous measure-
ment of pressure and flow at the same location. Although
it can be calculated all over the arterial tree, it is most
commonly measured at the entrance of the systemic or
pulmonary circulation, and is called ‘input’ impedance,
often denoted as Zin. The parameter Zin fully captures
the relation between pressure and flow, and is determined
by all downstream factors influencing this relation (arter-
ial network topology, branching patterns, stiffness of the
vessel, vasomotor tone, . . .). In a way, it is a powerful
description of the arterial circulation, since it captures
all effects, but this is at the same time its greatest weak-
ness, as it is not very sensitive to local changes in arterial
system properties, such as focal atherosclerotic lesions.

The interpretation of (input) impedance is facilitated by
studying the impedance of basic electrical or mechanical
‘‘building blocks’’ (43–45): (1) When a system behaves
strictly resistive, there is a linear relation between the
pressure (difference) and flow. Pressure and flow are
always in phase, Zn is a real number and Fz is zero.
(2) In the case where there is only inertia in a system,
pressure is ahead of flow; for sine waves, the phase differ-
ence between both is a quarter of a wavelength, or þ 908 in
terms of phase angle. (3) In the case where the system
behaves like a capacitor, flow is leading pressure, again 908
out of phase, so that Fz is � 908.

Figure 5 displays the input impedance of these funda-
mental building blocks, as well as Zin calculated from the
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Figure 5. (a and b) Impedance modulus (a) and phase angle (b) of fundamental electrical/mechanical
building blocks of the arterial system: resistance (R; 1.028 mmHg�mL�1�s (137.0� 106 Pa�m�3�s)),
inertia [L; 0.065 mmHg�mL�1�s2 (8.7�106 Pa�m�3�s2)] and compliance [C; 2.25 mL�mmHg�1

(16.9� 10�9 m3�Pa�1)]. (c and d) input impedance modulus (c) and phase (d) calculated from
aortic pressure and flow given in Fig. 1.



aorta pressure and flow shown in Fig. 1. The impedance
modulus drops from the value of total systemic vascular
resistance at 0 Hz to much lower values at higher frequen-
cies. The phase angle is negative up until the fourth
harmonic, showing that capacitive effects dominate at
these low frequencies, although the phase angle never
reaches � 908, indicating that inertial effects are present
as well. For higher harmonics, the phase angle is close to
zero, or at least oscillating around the zero value. At the
same time, the modulus of Zin is nearly constant. For these
high frequencies, the system seems to act as a pure resis-
tance, and the impedance value, averaged over the higher
harmonics, has been termed the characteristic impedance
(Z0).

The Arterial System as a ‘‘Windkessel’’ Model

The most simple approximation of the arterial system is
based on observations of reverend Stephen Hales (1733),
who drew the parallel between the heart ejecting in the
arterial tree, and the working principle of a fire hose (46).
The pulsatile action of the pump is damped and trans-
formed into a quasicontinuous outflow at the downstream

end of the system, that is, the outflow nozzle for the fire
hose and the capillaries for the cardiovascular system. In
mechanical terms, this type of system behavior can be
simulated with two mechanical components: a buffer reser-
voir (compliant system) and a downstream resistance. In
1899, Otto Frank translated this into a mathematical
formulation (47,48), and it was Frank who introduced
the terminology ‘‘windkessel models’’, windkessel being
the German word for air chamber, as the buffer chamber
used in the historical fire hose. The windkessel models are
often described as their electrical analogue (Fig. 6).

The Two-Element Windkessel Model. While there are
many different ‘‘windkessel’’ models in use (49,50), the
two basic components contained within each model are a
compliance element, C (mL�mmHg�1 or m3�Pa�1), and a
resistor element, R (mmHg�mL�1�s or Pa�m�3�s in SI units).
The compliance element represents the volume change
associated with a unit change in pressure; R is the pressure
drop over the resistor associated with a unit flow. In
diastole, when there is no new inflow of blood into the
compliance, the arterial pressure decays exponentially
following P(t)¼P0e�t/RC. The parameter RC is the product
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Figure 6. (a and b) Electrical analog and mechanical representation of a two- and three-element
windkessel model. (c) Agreement between measured pressure, and the pressure obtained after
fitting a two- and three-element windkessel model to the pressure (1 mmHg¼133.3 Pa) and flow
data from Fig. 1. Model parameters are R¼ 1.056 mmHg�mL�1� s (140.8� 106 Pa�m�3�s) and C
¼ 2.13 mL�mmHg�1 (16.0�10�9 m3�Pa�1) for the two-element windkessel model; R¼ 1.028 mm
Hg�mL�1� s (137.0� 106 Pa�m�3�s). C¼ 2.25 mL�mmHg�1 (16.9�10�9 m3�Pa�1) and Z0¼ 0.028
mmHg�mL�1�s (3.7�106 Pa�m�3�s) for the three-element windkessel model. (d and e) Input impedance
modulus (d) and phase angle (e) of these lumped parameter models and their match to the in vivo
measured input impedance (1 mmHg�mL�1�s¼ 133.3�106 Pa�m�3�s).



of R and C and is called the arterial decay time. The higher
the RC time, the slower the pressure decay. It is the time
required to reduce P0 to 37% of its initial value (note that
the 37% is a theoretical value, usually not reached in vivo
because the next beat impedes a full pressure decay). One
can make use of this property to estimate the arterial
compliance: By fitting an exponential curve to the diastolic
decaying pressure, RC is obtained and thus, when R is
known we also know C (49,51–53). This method is known as
the decay time method.

For typical hemodynamic conditions in humans at rest
(70 beats �min�1, systolic/diastolic, and mean pressure of
120 (16.0 kPa), 80 (10.7 kPa), and 93 (12.4 kPa) mmHg
respectively, stroke volume 80 mL), mean flow is 93 mL�s�1

(0.93� 10�4 m3�s�1), and R is 1 mmHg (mL�s�1)
(133.3� 106 Pa�m�3�s). Assuming that the whole stroke
volume is buffered in systole, C can be estimated as the
ratio of stroke volume and pulse pressure (systolic–diasto-
lic pressure difference), � 2 mL�mmHg�1 (1.50� 10�8

m3�Pa�1). This value is considered as an overestimation
of the actual arterial compliance (49,54). In humans, RC
time is thus of the order of 1.5–2 s.

The question, How well does a windkessel model repre-
sents the actual arterial system?, can be answered by
studying the input impedance of both. In complex formula-
tion, the input impedance of a two-element windkessel
model is given as

Zi�WK2 ¼ R

1 þ ivRC

with i the complex constant, and v¼ 2pf, f is the fre-
quency. The dc value (0 Hz) of Zin is thus R; at high
frequencies, it becomes zero. The phase angle is 0 at 0
Hz, and � 908 for all other frequencies. Compared to input
impedance as measured in mammals, the behavior of a
two-element windkessel model reasonably represents the
behavior of the arterial system for the low frequencies (up
to third harmonic), but not for higher frequencies
(43,49,54) (Fig. 6). This means that it is justified to use
the model for predicting the low frequency behavior of the
arterial system, that is, the low frequency response to a
flow input. This property is used in the so-called ‘‘pulse
pressure method’’, an iterative method to estimate arter-
ial compliance: with R assumed known, the pulse pressure
response of the two-element windkessel model to a (mea-
sured) flow stimulus is calculated with varying values of
C. The value of C yielding the pulse pressure response
matching the one measured in vivo, is considered to be
the correct one (55). Compared to the decay time method,
the advantage is that the pulse pressure method is insen-
sitive to deviations of the decaying pressure from the true
exponential decay (53).

The Three-Element and Higher Order Windkessel
Models. The major shortcoming of the two-element wind-
kessel model is the inadequate high frequency behavior
(43,49,56). Westerhof et al.resolved this problem by adding
a third resistive element proximal to the windkessel,
accounting for the resistive-like behavior of the arterial
system in the high frequency range (56). The third element
represents the characteristic impedance of the proximal

part of the ascending aorta, and integrates the effects of
inertia and compliance. Adding the element, the input
impedance of the three-element windkessel model becomes

Zi�WK3 ¼ Z0 þ R

1 þ ivRC

it making the phase angle negative for lower harmonics,
but returns to zero for higher harmonics, where the
impedance modulus asymptotically reaches the value of
Z0. For the systemic circulation, the ratio of Z0 and R is
0.05–0.1 (57).

The major disadvantage of the three-element wind-
kessel model is the fact that Z0, which should represent
the high frequency behavior of the arterial system, plays a
role at all frequencies, including at 0 Hz. This has the effect
that, when the three-element windkessel model is used to
fit data measured in the arterial system, the compliance is
systematically overestimated (53,58): the only way to ‘‘neu-
tralize’’ the contribution of Z0 at the low frequencies, is to
artificially increase the compliance of the model. The
‘‘ideal’’ model would incorporate both the low frequency
behavior of the two-element windkessel model, and the
high frequency Z0, though without interference of the
latter at all frequencies. This can be achieved by adding
an inertial element in parallel to the characteristic impe-
dance, as demonstrated by Stergiopulos et al. (59), elabor-
ating on a model first introduced by Burattini et al. (60).
For the DC component and low frequencies, Z0 is bypassed
through the inertial element. For the high frequencies, Z0

takes over. It has been demonstrated, fitting the four-
element windkessel model to data generated using an
extended arterial network model, that L effectively repre-
sents the total inertia present in the model (59).

Obviously, by adding more elements, it is possible to
develop models that are able to further enhance the match-
ing between model and arterial system behavior (49,50),
but the uniqueness of the model may not be guaranteed,
and the physiological interpretation of the model elements
is not always clear.

Although lumped parameter models cannot explain all
aspects of hemodynamics, they are very useful as a concise
representation of the arterial system. Mechanical versions
are frequently used in hydraulic bench experiments, or as
highly controllable afterload systems for in vivo experi-
ments. An important field of application of the mathema-
tical version is for parameter identification purposes:
fitting arterial pressure and flow data measured in vivo
to these models, the arterial system can be characterized
and quantified (e.g., the total arterial compliance) through
the model parameter values (43,49).

It is important to stress that these lumped models
represent the behavior of the arterial system as a whole,
and that there is no relation between model components
and anatomical parts of the arterial tree (43). For example,
although Z0 represents the properties of the proximal
aorta, there is no drop in mean pressure along the aorta,
which one would expect if the three-element windkessel
model were to be interpreted in a strict anatomical way.
The combination of elements simply yields a model that
represents the behavior of the arterial system as it is seen
by the heart.
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Wave Propagation and Reflection in the Arterial Tree

As already stressed, lumped parameter models simply
represent the behavior of the arterial system as a whole,
and as seen by the heart. As soon as the model is subjected
to flow or pressure, there is an instantaneous effect
throughout the whole model. This is not the case in the
arterial tree: when measuring pressure along the aorta, it
can be observed that there is a finite time delay between
the onset of pressure rise and flow in the ascending and
distal aorta (Fig. 7). The pressure pulse travels with a given
speed from the heart toward the periphery.

When carefully analyzing pressure wave profiles mea-
sured along the aorta, several observations can be made:
(1) there is a gradual increase in the steepness of the wave
front; (2) there is an increase in peak systolic pressure (at
least in the large-to-middle sized arteries); (3) diastolic
blood pressure is nearly constant, and the drop in mean
blood pressure (due to viscous losses) is negligible in the
large arteries. The flow (or velocity) wave profiles exhibit
the same time delay in between measuring locations, but
their amplitude decreases. Also, by comparing the pressure
and flow wave morphology, one can observe that these are
fundamentally different.

In the absence of wave reflection (assuming the aorta to
be a uniform, infinitely long elastic tube), dissipation would
only lead to less steep wave fronts, and damping of max-
imal pressure. Also, in these conditions, one would expect
similarity of pressure and flow wave morphology. Thus, the
above observations can only be explained by wave reflec-
tion. This is, of course, not surprising given the complex
anatomical structure of the arterial tree, with geometric
and elastic tapering (the further away from the heart, the
stiffer the vessel), its numerous bifurcations, and the arter-
ioles and capillaries making the distal terminations.

The Arterial Tree as a Tube. Despite the complexity
described above, arterial wave reflection is often approached
in a simple way, conceptually considering the arterial tree

as a single tube [or T-tube (62)], with one (or 2) discrete
reflection site(s) at some distance from the heart. Within the
single tube concept, the arterial tree is seen as a uniform or
tapered (visco-)elastic tube (63,64), with an ‘‘effective
length’’ (65,66), and a single distal reflection site. The input
impedance of such a system can be calculated, as demon-
strated in Fig. 8 for a uniform tube of length 50 cm, diameter
1.5 cm, Z0 of 0.275 mmHg�mL�1�s (36.7� 106 Pa�m�3�s)
and wave propagation speed of 6.2 m�s�1. The tube is ended
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Figure 7. (a) Shows both pressure (1 mmHg¼ 133.3 Pa) and flow velocity measured along the
arterial tree in a dog [after Ref. (44).] (b) Pressure wave forms measured between the aortic valve
(AoV) and the terminal aorta (Term Ao) in one patient. [Modified from Ref. 61.]

Figure 8. Input impedance modulus and phase of a uniform tube
with length 50 cm, diameter 1.5 cm, characteristic impedance of
0.275 mmHg�mL�1 � s (36.7�106 Pa�m�3�s) and wave propagation
speed of 6.2 m � s�1. The tube is ended by a (linear) resistance of
1 mmHg�mL�1 � s (133.3� 106 Pa�m�3 � s).



by a (linear) resistance of 1 mmHg�mL�1�s (133.3� 106

Pa�m�3�s). The impedance mismatch between the tube
and its terminal resistance gives rise to wave reflections
and oscillations in the input impedance pattern, and many
features, observed in vivo (67), can be explained on the basis
of this model.

Assume there is a sinusoidal wave running in the
system with a wavelength l being four times the length
of the tube. This means that the phase angle of the reflected
wave, when arriving back at the entrance at the tube, will
be 1808 out of phase with respect to the forward wave. The
sum of the incident and reflected wave will be zero, since
they interfere in a maximally destructive way. If this wave
is a pressure wave, measured pressure at the entrance of
the tube will be minimal for waves with this particular
wave length. There is a relation between pulse wave velo-
city (PWV), l, and frequency f (i.e., l¼PWV/f). Thus, in an
input impedance spectrum, the frequency fmin, where input
impedance is minimal, corresponds to a wave with a wave-
length that is equal to four times the distance to the
reflection site, L,: 4L¼PWV/fmin, or L¼PWV/4fmin and
fmin¼PWV/4L. Applied to the example of the tube, fmin

is expected at 6.2/2¼ 3.1 Hz. This equation is known as the
‘‘quarter wavelength’’ formula, and is used to estimate the
effective length of the arterial system.

Although the wave reflection pattern in the arterial
system is complex (68), pressure (P) and flow (Q) are mostly
considered to be composed of only one forward running
component, Pf (Qf) and one backward running component,
Pb (Qb), where the single forward and backward running
components are the resultant of all forward and backward
traveling waves, including the forward waves that result
from rereflection at the aortic valve of backward running
waves (69).

At all times,

P ¼ Pf þ Pb and Q ¼ Qf þ Qb

Furthermore, if the arterial tree is considered as a tube,
defined by its characteristic impedance Z0, the following
relations also apply:

Z0 ¼ Pf =Qf ¼ �Pb=Qb

since Z0 is the ratio of pressure and flow in the absence of
wave reflection (43–45), which is the case when only for-
ward or backward running components are taken into
consideration. The negative sign in the equation above
appears because the flow is directional, considered positive
in the direction away from the heart, and negative toward
the heart, while the value of the pressure is insensitive to
direction.

Combining these equations, P¼Pf�Z0Qb¼Pf�Z0

(Q�Qf)¼ 2Pf�Z0Q, so that

Pf ¼ ðP þ Z0QÞ=2

Similarly, it can be deduced that

Pb ¼ ðP � Z0QÞ=2

These equations were first derived by Westerhof et al., and
are known as the linear wave separation equations (67). In
principle, the separation should be calculated on individual

harmonics, and the net Pf and Pb wave then follows from
summation of all forward and backward harmonics. In
practice, however, the equations are often used in the time
domain, using measured pressure and flow as input. Note,
however, that wave reflection only applies to the pulsatile
part of pressure and flow, and mean pressure and flow
should be subtracted from measured pressure and flow
before applying the equations. An example of wave separa-
tion is given in Fig. 9.

Note also that wave separation requires knowledge of
characteristic impedance, which can be estimated both in
the frequency and time domain (70). When discussing
input impedance, it was already noted that for the higher
harmonics (>fifth harmonic), Zin fluctuates around a con-
stant value, Z0, and with a phase angle approaching zero.
Assuming wave speed to be � 5 m � s�1, the wave length l

for these higher harmonics (e.g., the fifth harmonic for a
heart rate of 60 beats �min�1), being the product of the
wave speed and wave period (0.2 s) becomes shorter (1 m)
than the average arterial pathlength. Waves reflect at
distant locations throughout the arterial tree (with distal
ends of vascular beds < 50 cm to �2 m away from the heart
in humans), return back to the heart with different phase
angles and destructively interfere with each other, so that
the net effect of the reflected waves appears inexistent. For
these higher harmonics, the arterial system thus appears
reflectionless, and under these conditions, the ratio of
pressure and flow is, by definition, the characteristic impe-
dance. Therefore, averaging the input impedance modulus
of the higher harmonics, where the phase angle is about
zero, yields an estimate of the characteristic impedance
(43–45).

Characteristic impedance can also be estimated in the
time domain. In early systole, the reflected waves did not
yet reach the ascending aorta, and in the early systolic
ejection period, the relation between pressure and flow is

488 HEMODYNAMICS

Figure 9. Application of linear wave separation analysis to the
pressure (1 mmHg¼ 133.3 Pa) and flow data of Fig. 1. The ratio of
PPb and PPf can be used as a measure of wave reflection magni-
tude.



linear, as can be observed when plotting P as a function of Q
(70,71). The slope of the Q–P relationship during early
systole is the time domain estimate of Z0, and is in good
agreement with the frequency domain estimate (70).

Both the time and frequency domain approach, how-
ever, are sensitive to subjective criteria, such as the selec-
tion of the early systolic ejection period, or the selection of
the harmonic range that is used for averaging.

Pathophysiological Consequences of Arterial Wave
Reflection. Figure 10 displays representative carotid
artery pressure waves (� aorta pressure) for a young sub-
ject, (b), and for an older, healthy subject, (a). It is directly
observed that the morphology of the pressure wave is
fundamentally different. In the young subject, pressure
first reaches its maximal systolic pressure, and an ‘‘inflec-
tion point’’ is visible in late systole, generating a late
shoulder (P2). In the older subject, this inflection point
appears in early systole, generating an early shoulder (P1).

Measurements of pressure along different locations in
the aorta, conducted by Latham et al. (67), showed that,
when the foot of the wave on one hand, and the inflection
point on the other, are interconnected (Fig. 7): (1) these
points seem to be aligned on two lines; (2) the lines con-
necting these characteristic marks intersect. This pattern
is consistent with the concept of a pressure wave being
generated by the heart, traveling down the aorta, reflect,
and superimpose on the forward going wave. The inflection
point is then a visual landmark, designating the moment in
time where the backward wave becomes dominant over the
forward wave (61).

In young subjects, the arteries are most elastic (deform-
able), and pulse wave velocity (see below) is much lower
than in older subjects, or in patients with hypertension or
diabetes. In the young, it takes more time for the forward
wave to travel to the reflection site, and for the reflected
wave to arrive at the ascending aorta. Both interact only in
late systole (late systolic inflection point), causing little
extra load on the heart. In older subjects, on the other
hand, PWV is much higher, and the inflection point shifts
to early systole. The early arrival of the reflected wave
literally boosts systolic pressure, causing pressure aug-
mentation, and augmenting the load on the heart (72).
At the same time, the early return of the reflected wave
impedes ventricular ejection, and thus may have a nega-
tive impact on stroke volume (72,73). An increased load on
the heart increases the energetic cost to maintain stroke

volume, and will initiate cardiac compensatory mechan-
isms (remodeling), which may progress into cardiac pathol-
ogy (74–76).

Wave Intensity Analysis. With its origin in electrical net-
work theory, much of the arterial function analysis, includ-
ing wave reflection, is done in the frequency domain.
Besides the fact that this analysis is, strictly speaking,
only applicable in linear systems with periodic signal
changes, the analysis is quite complex due to the necessity
of Fourier decomposition, and it is not intuitively compre-
hensible. An alternative method of analysis, performed in
the time domain and not requiring linearity and periodicity
is the analysis of the wave intensity, elaborated by Parker
and Jones in the late 1980s (77).

Disturbances to the flow lead to changes in pressure
(dP) and flow velocity (dU), ‘‘wavelets’’, which propagate
along the vessels with a wave speed (PWV), as defined
above. By accounting for conservation of mass and momen-
tum, it can be shown that

dP� ¼ �PWVrdU�

where the ‘‘þ’’ denotes a forward traveling wave (for a
defined positive direction), while ‘‘�’’ denotes a backward
traveling wave. This equation is also known as the water-
hammer equation. Waves characterized by a dP> 0, that
is, a rise in pressure, are called compression waves, while
waves with dP < 0 are expansion waves. Note that this
terminology still reflects the origin of the theory in gas
dynamics.

Basically, considering a tube, with left-to-right as the
positive direction, there are four possible types of waves:
(1) Blowing on the left side of the tube, pressure rises (dP
> 0), and velocity increases (dU > 0). This is a forward
compression wave. (2) Blowing on the right side of the tube,
pressure increases (dP > 0), but velocity decreases (dU < 0)
with our convention. This is a backward compression wave.
(3) Sucking on the left side of the tube, pressure decreases
(dP < 0), as well as the velocity (dU < 0), but the wavefront
propagates from left to right. This wave type is a forward
expansion wave. (4) Finally, one can also suck on the right
side of the tube, causing a decrease in pressure (dP < 0)
but an increase in velocity (dU > 0). This is a backward
expansion wave.

The nature of a wave is most easily comprehended by
analysing the wave intensity, dI, which is defined as the
product of dU and dP, and is the energy flux carried by the

HEMODYNAMICS 489

Figure 10. Typical pressure wave contours mea-
sured noninvasively at the common carotid artery
with applanation tonometry in a young and old
subject, and definition of the ‘‘augmentation index’’
(AIx) (1 mmHg¼ 133.3 Pa). See text for details.



wavelet. It can be deduced from the above that dI is always
positive for forward running waves, and always negative
for a backward wave. When dI is positive, forward waves
are dominant; otherwise, backward waves are dominating.
Analysis of dP reveals whether the wave is a compression
or an expansion wave. Figure 11 shows the wave intensity
calculated from pressure and flow velocity measured in the
ascending aorta of a dog (71). A typical wave intensity
pattern is characterized by three major peaks. The first one
is a forward compression wave, associated with the ejection
of blood from the ventricle. The second positive peak is
associated with a forward running wave, but dP < 0, and
this second peak is thus a forward running expansion
wave, due to ventricular relaxation, slowing down the
ejection from the heart. During systole, reflected waves
are dominant, resulting in a negative wave intensity, but
with, in this case, positive dP. The negative peak is thus a
backward compression wave, resulting from the peripheral
wave reflections.

Further, note that similar to Westerhof’s work (69),
the wavelets dP and dU also can be decomposed in the
forward and backward components (71). It can be derived
that

dP� ¼ 1

2
ðdP � rPWV dUÞ and dU� ¼ � 1

2

dP

rPWV
� dU

� �
The total forward and backward pressure and flow wave
can be obtained as

Pþ ¼ Pd þ
Xt

t¼0

dPþ

with Pd the diastolic blood pressure, which is added to the
forward wave, and P� ¼

Pt
t¼0 dP� (71). Similarly, for the

forward and backward velocity wave, it applies that

Uþ ¼
Xt

t¼0

dUþ and U� ¼
Xt

t¼0

dU�

Wave Intensity in itself, dI, can also be separated in a net
forward and backward wave intensity: dIþ¼dPþdUþ and
dI�¼dP�dU� with dI¼dIþ þ dI�.

Wave intensity is certainly an appealing method to gain
insight into complex wave (reflection) patterns, as in the
arterial system, and the use of the method is growing (78–
80). The drawback of the method is the fact that dI is
calculated as the product of two derivatives dP and dU, and
thus is highly sensitive to noise in the signal. Adequate
filtering of basic signals and derivatives is mandatory. As
for the more ‘‘classic’’ impedance analysis, it is also
required that pressure and flow be measured at the exact
same location, and preferably at the same time.

Assessing Arterial Hemodynamics in Real Life

Analyzing Wave Propagation and Reflection. The easiest
approach of analyzing wave reflection is to simply quantify
the global effect of wave reflection on the pressure wave
morphology. This can be done by formally quantifying the
observation of Murgo et al. (61), and is now commonly
known as the augmentation index (AIx). This index was
first defined in the late 1980s by Kelly et al. (81). Although
different formulations are used, AIx is nowadays most
commonly defined as the ratio of the difference between
the ‘‘secondary’’ and ‘‘primary peak’’, and pulse pressure:
AIx¼ 100 (P2�P1)/(Ps�Pd), and expressed as a percentage
(Fig. 10). For A-type waves (Fig. 10) with a shoulder
preceding systolic pressure, P1 is a pressure value char-
acteristic for the shoulder, while P2 is systolic pressure.
These values are positive. For C-type waves, the shoulder
follows systolic pressure, and P1 is systolic pressure, while
P2 is a pressure value characteristic for the shoulder, thus
yielding negative values for AIx (Fig. 10). There are also
alternative formulations in use, for example, 100(P2�Pd)/
(P1�Pd), which always yields a positive value (< 100% for
C-type waves, and > 100% for A-type waves). Both are, of
course, mathematically related to each other. Since AIx is
an index based on pressure differences and ratios, it can be
calculated from noncalibrated pressure waveforms, which
can be obtained noninvasively using techniques such as
applanation tonometry (see below). In the past 5 years,
numerous studies have been published using AIx as a
quantification of the contribution of wave reflection to
arterial load.

It is, however, important to stress that AIx is an inte-
grated measure and that its value depends on all factors
influencing the magnitude and timing of the reflected
wave: pulse wave velocity, magnitude of wave reflection,
and the distance to the reflection site. This AIx is thus
strongly dependent on body size (82). In women, the earlier
return of the reflected wave leads to higher AIx. The
relative timing of arrival of the reflected wave is also
important, so that AIx is also dependent on heart rate
(83). For higher heart rates, systolic ejection time shortens,
so that the reflected wave arrives relatively later in the
cycle, leading to an inverse relation between heart rate and
AIx.

Instead of studying the net effect of wave reflection, one
can also measure pressure and flow (at the same location)
and separate the forward and backward wave using the
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Figure 11. The concept of wave intensity analysis, applied to
pressure and flow measured in the ascending aorta of a dog.



aforementioned formulas. An example is given in Fig. 9,
using aorta pressure and flow from Fig. 1. The ratio of the
amplitude of Pb (PPb) and Pf (PPf) then yields an easy
measure of wave reflection, which can be considered as a
wave reflection coefficient, although it is to be emphasized
that it is not a reflection coefficient in a strict sense. It is not
the reflection coefficient at the site of reflection, but at the
upstream end of the arterial tree and thus also incorpo-
rates the effects of wave dissipation, playing a role along
the pathlength for the forward and backward component.

Another important determinant of the augmentation
index is pulse wave velocity, which is an interesting mea-
sure of arterial stiffness in itself. This is easily demon-
strated via the theoretical Moens–Korteweg equation for a
uniform 1D tube, stating that PWV ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Eh=rD

p
with E the

Young elasticity modulus (400–1200 kPa for arteries), r the
density of blood (� 1060 kg �m�3), h the wall thickness, and
D the diameter of the vessel. Another formula, sometimes
used, is the so-called Bramwell–Hill (84) equation: PWV ¼ffiffiffiffi

A
p

@P=r@A ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A=r 1=CA

p
with P intra-arterial pressure, A

cross-sectional area and CA the area compliance, @A/@P. For
unaltered vessel dimensions, an increase in stiffness
(increase in E, decrease in CA) yields an increase in
PWV. The most common technique to estimate PWV is
to measure the time delay between the passage of the
pressure, flow, or diameter distension pulse at two distinct
locations, for example, between the ascending aorta (or
carotid artery) and the femoral artery (85). These signals
can be measured noninvasively, for example, with tono-
metry (86,87) (pressure pulse) or ultrasound [flow velocity,
vessel diameter distension (88,89)]. Reference work was
done by Avolio et al., who measured PWV is large cohorts in
Chinese urban and rural communities (90,91).

When the input impedance is known, which implies that
pressure and flow are known, the ‘‘effective length’’ of the
arterial system, that is, the distance between the location

where the input impedance is measured and an ‘‘apparent’’
reflection site at a distance L, can be estimated using the
earlier mentioned quarter wavelength formula. Murgo
et al. found the effective length to be � 44 cm in humans
(61), which would suggest a reflection site near the dia-
phragm, in the vicinity of where the renal arteries branch
off the abdominal aorta. Latham et al. demonstrated that
local reflection is higher at this site (67), but one should
keep in mind that the quarter wavelength formula is based
on a conceptual model of the arterial system, and the
apparent length does not correspond to a physical obstruc-
tion causing the reflection. Nevertheless, there is still no
clear picture of the major reflection sites, which is complex
due to the continuous branching, the dispersed distal
reflection sites, and the continuous reflection caused by
the geometric and elastic tapering of the vessels
(45,64,67,68,92–96).

Central and Peripheral Blood Pressure: On the Use of
Transfer Functions. Wave travel and reflection generally
result in an amplification of the pressure pulse from the
aorta (central) toward the periphery (brachial, radial,
femoral artery) (44,45). Since clinicians usually measure
blood pressure at the brachial artery (cuff sphygmomano-
metry), this implies that the pressure measured at this
location is an overestimation of central pressure (97,98). It
is the latter against which the heart ejects in systole, and
which is therefore of primary interest.

In the past few years, much attention has been attrib-
uted to the relation between radial artery and central
pressure (99–102). The reason for this is that radial artery
pressure pulse is measurable with applanation tonometry,
a noninvasive method (86,87,103). The relation between
central and radial artery pressure can be expressed with a
‘‘transfer function’’, most commonly displayed in the fre-
quency domain (Fig. 12). The transfer function expresses
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Figure 12. Demonstration of the aorta-to-radial
pressure pulse amplification: (a and b) are car-
otid (as substitute for aorta pressure) and radial
artery pressure measured in the same subject
with applanation tonometry (1 mmHg¼133.3
Pa). (c and d) Display the modulus and phase
angle of the radial-to-aorta transfer function as
published by Ref. (99).



the relation between the individual harmonics at both
locations, with a modulus (damping or amplification of
the harmonic) and a phase angle (the time delay). In
humans, the aorta-to-radial transfer function shows a peak
� 4 Hz, so that amplification is maximal for a harmonic of
that frequency (99,101). It has been demonstrated that the
transfer function is surprisingly constant, with albeit little
variation among individuals (99). It is this observation that
led to the use of generalized transfer functions, embedded
in commercial systems, that allow us to calculate central
pressure from a peripheral pressure measurement (104).
In these systems, the transfer is commonly done using a
time domain approach [autoregressive exogenous (ARX)
models (100)]. There have been attempts to ‘‘individualize’’
the transfer function, but until now these attempts were
unsuccessful (105). The general consensus appears to be
that the generalized transfer function can be used to
estimate central systolic blood pressure and pulse pressure
(104), but that one should be cautious when using synthe-
sized central pressures for assessing parameters based on
details in the pressure wave (e.g., the augmentation index)
(106). The latter requires high frequency information that
is more difficult to guarantee with a synthesized curve,
both due to the increase in scatter in the generalized
transfer function for higher frequencies, and the absence
of high frequency information in the peripherally mea-
sured pressure pulse (99,107).

One more issue worth noting is the fact that the radial-
to-aorta transfer function peaks at 4 Hz (in humans), which
implies that the peripheral pulse amplification is fre-
quency, and thus heart rate dependent (83,108,109). In a
pressure signal, most power is embedded within the first
two to three harmonics. When heart rate shifts from 60 to
120 beats/min (e.g., during exercise), the highest amplifi-
cation thus occurs for these most powerful, predominant
harmonics, leading to a more excessive pressure amplifica-
tion. This means, conversely, that the overestimation of
central pressure by a peripheral pressure measurement is
a function of heart rate. As such, the effect of drugs that
alter the heart rate (e.g., beta blockers, slowing down heart
rate) may not be fully reflected by the traditional brachial
sphygmomanometer pressure measurement (97,98).

Practical Considerations. The major difficulty, transfer-
ring experimental results into clinical practice, is the
accurate measurement of the data necessary for the hemo-
dynamic analysis. Nevertheless, there are noninvasive
tools available that do permit ‘‘full’’ noninvasive hemody-
namic assessment in clinical conditions, as possible with
central pressure and flow.

Flow is at present rather easy to measure with ultra-
sound, using pulsed Doppler modalities. Flow velocities
can be measured in the left ventricular outflow tract and,
when multiplied with outflow tract cross-section, be con-
verted into flow. Also, velocity-encoded MRI can provide
aortic blood flow velocities.

As for measuring pressure, applanation tonometry is an
appealing technique, since it allows us to measure pressure
pulse tracings at superficial arteries such as the radial,
brachial, femoral, and carotid artery (86,87,103,110,111).
The carotid artery is located close to the heart, and is often

used as a surrogate for the ascending aorta pulse contour
(87,111). Others advocate the use of a transfer function to
obtain central pressure from radial artery pressure mea-
surement (104), but generalized transfer functions do not
fully capture all details of a central pressure (106). Never-
theless, applanation tonometry only yields the morphology
of the pressure wave and not absolute pressure values
(although this is theoretically possible, but virtually impos-
sible to achieve in practice). For the calibration of the
tracings, one still relies on brachial cuff sphygmomanome-
try (yielding systolic and diastolic brachial blood pressure).
Van Bortel et al. validated a calibration scheme in which
first a brachial pressure waveform is calibrated with
sphygmomanometer systolic and diastolic blood pressure
(81,112). Averaging of this calibrated curve subsequently
yields mean arterial blood pressure. Pulse waveforms at
other peripheral locations are then calibrated using dia-
stolic and mean blood pressure. Alternatively, one can use
an oscillometric method to obtain mean arterial blood
pressure, or estimate mean arterial blood pressure from
systolic and diastolic blood pressure using the two-third/
one-third rule of thumb (mean blood pressure¼ 2

3 diastolicþ 1
3

systolic pressure). With the oscillometric method, one
makes use of the oscillations that can be measured within
the cuff (and in the brachial artery) when the cuff pressure
is lowered from a value above systolic pressure (full occlu-
sion) to a value below diastolic pressure (no occlusion).

Nowadays, ultrasound vessel wall tracking techniques
also allow us to measure the distension of the vessel upon
the passage of the waveform (88,113). These waveforms are
quasiidentical to the pressure waveforms [but not entirely,
since the pressure–diameter relationship of blood vessels is
not linear (114,115)] and can potentially be used as an
alternative for tonometric waveforms (112,116).

When central pressure and flow are available, the arter-
ial system can be characterized using all described tech-
niques, from impedance analysis, parameter estimation by
means of a lumped parameter windkessel or tube model,
analysis of wave reflection, and so on. The augmentation
index can be derived from pressure data alone. A para-
meter that is certainly relevant to measure in addition to
pressure and flow is pulse wave velocity, as it provides both
functional information, and helps to elucidate wave reflec-
tion. For measuring the transit time (e.g., from carotid to
femoral) of the arterial pressure pulse, the flow velocity
wave or the diameter distension wave is the most com-
monly applied technique (85).

HEART–ARTERIAL COUPLING

The main function of the heart is to maintain the circula-
tion, that is, to provide a sufficient amount of blood at
sufficiently high pressures to guarantee the perfusion of
vital organs, including the heart itself. Arterial pressure
and flow arise from the interaction between the ventricle
and the arterial load. In the past few years, the coupling of
the heart and the arterial system in cardiovascular patho-
physiology has been recognized (74–76,117,118). With age-
ing or in hypertension, for example, arterial stiffening
leads to an increase of the pressure pulse and an early
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return of reflected waves, increasing the load on the heart
(73,119), which will react through adaptation (remodeling)
to cope with the increased afterload.

Factors affecting ventricular pump function are preload
(venous filling pressure and/or end diastolic volume EDV),
heart rate, and the intrinsic contractile function of the
heart muscle (here assumed to be best represented by
the slope of the end-systolic PV relation, Ees). The two
main mechanical afterload parameters determining systo-
lic and pulse pressure are total peripheral resistance (R)
and total arterial compliance (C) (120,121). Arterial blood
pressure and flow are thus determined by a limited number
of cardiac and arterial mechanical factors.

The most common framework, however, to study the
heart–arterial (or ventricular–vascular) coupling, is the
Ea�Ees framework (23,122–124), where Ea is effective
arterial elastance (125), and where Ea/Ees is a parameter
reflecting heart–arterial coupling. In the pressure–volume
plane, Ea is the slope of the line connecting the end-systolic
point (ESV, ESP) with the end-diastolic volume point on
the volume axis (EDV, 0) (Fig. 13). As such, Ea¼ESP/SV,
with SV the stroke volume. The parameter Ea can be
written as a function of three-element windkessel para-
meters describing the arterial system (125), but it has been
shown that Ea can be approximated as R/T with T the
duration of the cardiovc cycle (124,126).

The first major advantage of this framework is that it
allows us to graphically study the interaction between the
heart and the arterial system. Cardiac function is char-
acterized by the ESPVR, which is a fully defined line in the
PV plane. For a given preload (EDV) and arterial stiffness
Ea, the line characterizing the arterial system can be
drawn as well. The intersection of these two lines deter-
mines the end-systolic point (ESV, ESP), and thus the
stroke volume and (end-)systolic pressure (Fig. 13).

Second, the analysis in the PV plane also allows us to
calculate some energetic parameters, and to relate them to
Ea/Ees. It can be shown that SW is maximal only when
Ea¼Ees. Thus when Ea/Ees¼ 1. Mechanical efficiency is
maximal when Ea/Ees¼ 0.5, when arterial elastance is one-
half of the end-systolic elastance (124). In normal hearts,
the heart operates in conditions with an Ea/Ees ratio in the
range 0.5:1, and it has been shown that this ratio is
preserved in normal aging (74,75). Arterial stiffening is
thus paralleled by an increase in ventricular end-systolic
stiffness. This happens even in patients with heart failure,

but with preserved ejection fraction (76). In this patient
population, both Ea and Ees are higher than expected with
normal ageing, but the ratio is more or less preserved.

Although the Ea/Ees parameter certainly has its value, it
has been shown under experimental conditions that the Ea/
Ees range, where the heart operates near optimal effi-
ciency, is quite broad (122,127). Thus the parameter is
not a very sensitive tool to detect ‘‘uncoupling’’ of the heart
and the arterial system, which commonly implies a
increase in Ea and a poorer ventricular function (depressed
Ees) leading to increased Ea/Ees ratios (128,129). Also, one
should not focus only on the coupling, but also on the
absolute values of Ea and Ees. Increased stiffening leads
to hypertensive response in exercise, where small changes
in volume (filling volumes, stroke volumes) have an ampli-
fied effect on arterial pressure and workload, and lead to an
increased energy cost to increase stroke volume (75,76).

By using dimensional analysis, Stergiopulos et al. (130)
and later Segers et al. (131), demonstrated that blood
pressure and stroke volume are mainly determined by
ventricular preload, and by 2 dimensionless parameters:
EesC and RC/T, where T is the heart period. The first is the
product of ventricular (end-systolic) stiffness and arterial
compliance; the latter is the ratio of the time constant of
arterial blood pressure decay (RC) and the heart period.

It is also worth noting the link between the coupling
parameters as proposed by Stergiopulos et al., and Ea/Ees:
(RC/T)/(EesC)¼ (R/T)/Ees�Ea/Ees. Ea/Ees thus combines
the two coupling parameters following from the dimen-
sional analysis into a single dimensionless parameter. This
is, however, at the cost of eliminating the contribution of
total arterial compliance from the parameter. Within this
perspective, the terminology of Ea as arterial stiffness, is
perhaps not entirely justified, as it is a parameter related to
peripheral resistance and the heart period, rather than to
arterial compliance or stiffness (126).

Finally, it should be mentioned that heart–arterial inter-
action can also be studied within the pump function frame-
work of Westerhof and co-workers (Fig. 13). While the
function of the heart can be described with the pump func-
tion graph, the function of the arterial system can be dis-
played in the same graph. In its simplest approximation,
considering only mean pressure and flow, the arterial sys-
tem is characterized by the total vascular resistance. In a
pump function graph, this is represented by a straight line:
mean flow is directly proportional to mean arterial pressure.
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Figure 13. Heart–arterial coupling
using the Ea–Ees (a) of the pump
function graph (b) framework. In
both cases, the intersection between
the curves characterizing the ven-
tricle and the arterial system deter-
mines the working point of the
cardiovascular system.



The intersection with the pump function graph yields the
working point of the cardiovascular system. Note, however,
that although both the pump and arterial function curve are
displayed in the same figure, their y axis is not the same.
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INTRODUCTION

High frequency ventilators (HFVs) were designed to elim-
inate many of the problems that conventional ventilators

create as they try to mimic normal breathing. When we
breathe normally, we draw gas into the lungs by creating a
negative pressure with our diaphragm. Iron lungs were
created to replicate that activity, and they worked very
well for thousands of polio patients. However, when
patients are sealed off in airtight iron lungs numerous
practical problems unrelated to breathing arise.

Positive pressure ventilators made assisting ventilation
much easier. Attaching the ventilator to the patient’s lungs
via an endotracheal (ET) tube greatly simplified patient
care. But, lungs, especially premature lungs, are not
designed to tolerate much positive pressure.

The lungs of prematurely borne infants have yet to be
fully formed, and they lack the surfactant that enables
alveoli to expand with very little pressure gradient. Hence,
a considerable pressure gradient must be applied to venti-
late them. Applying that pressure from the outside in, as
conventional ventilators (CVs) have been doing since the
early 1970s, causes problems. Tiny infant’s airways get
distended, alveoli are ruptured, and inflammatory sensors
are triggered. Even if an infant receives artificial surfac-
tant to lessen the need for assisted ventilation, and they
grow new lung fast enough to survive, they may well
develop chronic lung disease at a time when most of us
were just taking our first breaths. Most premature infants
outgrow their chronic lung disease, but many struggle
mightily with every virus they encounter in their first
few years of life, and they have an increased incidence of
neurodevelopmental problems, such as cerebral palsy.
Some infants lose those struggles and die of pneumonia.

Acute respiratory distress syndrome (ARDS) is the pri-
mary problem for mechanical ventilation of adults. This
disease affects �50 people per 100,000 with a mortality of
30–50%, and there have been few improvements in this
mortality rate over the past several decades.

High frequency ventilators were developed in response
to problems associated with CVs, but HFVs do not try to
replicate normal breathing. They assist ventilation using
much smaller tidal volumes delivered at rates �10 times
higher than normal. Animal and clinical studies indicate
that smaller tidal volumes cause less lung injury (1,2).

Swedish anesthesiologists in the 1970s turned up the
rate of their anesthesia ventilators to enable them to use
smaller breaths to assist patients during neurosurgery (3).
Their regular ventilators caused pulsations in blood pres-
sure, causing brain movement every time the ventilator
pushed in a breath, which was an obvious problem during
microsurgery.

Auto accident victims whose heads went through car
windshields also pose problems during surgery when
access to the lungs has to pass right through the area of
the face and neck where major reconstruction is required.
So, another anesthesiologist, Dr. Miroslav Klain, began
sticking needles into patients’ necks to gain access to their
tracheas, and he made it work by delivering very tiny
breaths at very rapid rates (4).

The HFVs have shown great promise in supporting
premature infants where fragile, underdeveloped and sur-
factant deficient lungs need to be gently ventilated until
growth and maturation allow the newborn to catch up both
anatomically and physiologically. In newborn infants,
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where various modes of positive pressure ventilation have
produced lung injury, HFVs have been widely accepted.
Early studies using HFV to treat adults with severe ARDS
have also shown promise in lessening lung injury and
improving survival (5,6).

This article will review our current understanding of
how HFVs work, the types of HFV equipment that are
available for treating infants and adults, the results of
several key animal and clinical studies that indicate how
to optimize applications of HFVs, and what controversies
remain to be resolved before HFVs can be considered as a
primary mode of ventilation.

THEORETICAL BASIS FOR HFV: HOW HFVs WORK

High frequency ventilators are different from all other
types of mechanical ventilators. They do not mimic normal
breathing; rather, they facilitate gas exchange in a manner
similar to panting in animals.

There are two elements to explaining how HFVs work
with the higher than normal frequencies and smaller than
normal tidal volumes. We begin with the assumption that
ventilation or CO2 elimination is proportional to minute
volume or frequency times tidal volume, as

V
�

CO2
/V

�
min ¼ f � VT ð1Þ

where V
�

CO2
¼ rate of carbon dioxide elimination; V

�
min ¼

minute volume; f¼ ventilator frequency; and VT¼ tidal
volume.

If the practical limits of the high frequency end of this
relationship are considered, there must be a lower limit on
tidal volume size that will effectively provide alveolar ven-
tilation. That lower limit is related to the effective or phy-
siologic dead space of the lungs by the following equation:

V
�

A ¼ f � ðVT � VDÞ ð2Þ

where V
�

A ¼ alveolar ventilation, and VD¼ effective or phy-
siologic dead space.

Thus, as tidal volume approaches the size of the effective
dead space of the lungs, ventilation of the alveoli becomes nil.

Physiologic Dead Space and the Lower Limit of Tidal Volume

Anatomic dead space of mammalian lungs is generally
considered to be 2 mL	kg�1 body weight (7). When one
breathes normally, effective or physiologic dead space must
be at least as large as anatomic dead space, because one
pushes the dead space gas back into the alveoli ahead of the
fresh gas during inhalation. What happens in the panting
animal is another matter, as Henderson and associates
described in 1915 (8).

Henderson et al. (8) demonstrated that panting animals
breathe very shallowly as well as rapidly. They hypothe-
sized that physiologic dead space changes at rapid respira-
tory rates in mammals, and they measured these effects on
themselves. They also performed a series of experiments
using smoke to demonstrate how inhaled gas penetrates
through the anatomic dead space with rapid inhalations in
a manner that makes physiologic dead space become less
than anatomic dead space (Fig. 1).

Regardless of how much physiologic dead space can be
reduced in the panting animal, there is still the matter of
providing adequate alveolar ventilation as defined by Eq. 2.
Thus, the extent to which smaller tidal volumes can be
used to ventilate the alveoli has to be balanced by an
increase in breathing frequency, as defined by Eq. 1.
Panting animals breathe very rapidly, of course, but
humans do not pant as a rule. So, how can the benefits of
increasing ventilator frequency for humans be explained?

The Natural Frequency of the Lungs

There is a mechanical advantage to ventilating lungs at
frequencies higher than normal breathing frequency. This
phenomenon was revealed by a diagnostic technique for
measuring airway resistance called forced oscillations (9).

Applying forced oscillations to measure airway resis-
tance requires a person to hold a large bore tube in their
mouth and allow small volumes of gas to be oscillated in
and out of their lungs by a large loudspeaker. The fre-
quency of oscillations produced by the speaker is varied
through a spectrum from low (�1 Hz) to high (�60 Hz),
and the pressure amplitudes of the oscillations are mea-
sured along with the flow rate of the gas that is passing in
and out of the lungs (Fig. 2 depicts the test set up).
Although the volume of gas moving in and out of the
lungs is a constant, pressure amplitude varies with fre-
quency and is minimized at the resonant or natural
frequency of the lungs.

The concept that the lungs have a natural frequency is
explained by consideration of lung mechanics. There are
three elements to lung impedance (those things that
impede the flow of gas in and out of the lungs): airway
resistance, lung compliance, and inertance. We normally
are not concerned about inertance, since it is concerned
with the energy involved in moving the mass in the system,
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Figure 1. Henderson’s smoke experiment. (a) A long thin spike or
jet stream of smoke shoots downstream when suddenly blown into
a glass tube. (b) The jet stream disappears when flow stops and
diffusion takes place. (c) This effect can be duplicated in the
opposite direction if fresh gas is drawn back into the smoke filled
tube with a sudden inhalation. (d) Imperfections in the tube walls
(such as a bulb) have little effect on the shape of the jet stream.
(Adapted with permission from Ref. 8, p. 8. # 1915, American
Physiology Society.)



most of which is gas, and gas does not have much mass.
Therefore, itdoesnottakemuchenergytoovercomeinertance
when one breathes: unless one is breathing very rapidly.

In the forced oscillations determination of airway resis-
tance, the point of minimum pressure amplitude marks the
frequency at which the energy necessary to overcome the
elasticity of the lungs is supplied by the energy temporarily
stored in the inertial elements of the system (i.e., the gas
rushing in). (We normally measure lung elasticity inver-
sely as lung compliance.) As the lungs recoil at the end of
the gas-in phase, the elasticity of the lungs imparts its
energy to turn the gas around and send it back out to the
loudspeaker.

When the natural frequency or resonance is reached,
the speaker and lungs exchange the gas being forced in and
out of the lungs with ease. The lungs and the speaker
accept the gas and recoil at just the right times to keep the
gas oscillating back and forth with minimal energy
required to keep the gas moving. At this point, the only
element impeding gas flow is frictional airway resistance,
which works against the gas coming in and going out. Its
value can be calculated by dividing pressure amplitude by
the gas flow rate when pressure amplitude is minimized.

The smaller the lungs are, the higher the natural fre-
quency. The natural frequency of adult lungs is �4 Hz,
while that of premature infant lungs is closer to 40 Hz.

Putting Two and Two Together: How Can We HFV?

Combining the two concepts that describe the relationships
of gas velocity, physiologic dead space, breathing fre-
quency, and lung mechanics led us to HFV. We reported
that one can then achieve adequate minute ventilation and
compensate for very small tidal volumes in paralyzed
animals by increasing ventilatory frequency to several
hundred breaths per minute in 1978 (10). Pushing small
volumes of gas into the lungs at high velocities reduced
effective dead space volume and pushed the lower limit of
effective tidal volume below anatomic dead space volume

(�2 mL	kg�1). Increasing frequency to near resonant fre-
quency also allowed us to minimize airway pressure.

As HFVs were developed and clinical use in newborn
intensive care units (NICUs) became widespread in the
1980 and 1990s, numerous theories and experiments
refined our concepts of how it all works. A number of
prominent physiologists and bioengineers tackled the ana-
lysis and interpretation of gas exchange within the lungs
during HFV while clinicians were seeking to identify appro-
priate applications of the new technique and all its intri-
cacies. A few notable contributions will be discussed here.

Fredberg (11) and Slutsky et al. (12) analyzed mechan-
isms affecting gas transport during high frequency oscilla-
tion, expanding traditional concepts of convection and
diffusion to include their combined effects, and termed the
collection: augmented transport. Their analyses and those of
Venegas et al. (13) and Permutt et al. (14) revealed that our
traditional appreciation of the relationship between minute
volume and CO2 elimination must be modified during HFV
to reflect the increased contribution of tidal volume, as

VCO2
/ f a � Vb

T ð3Þ

where the exponent b is greater than the exponent a. For
practical purposes, most people now accept this relation-
ship as

V
�

CO2
/ f � V2

T ð4Þ

Slutsky also explored the limitations of HFV by mea-
suring the effect of bronchial constriction on gas exchange.
When the peripheral airways of dogs were constricted by
administration of histamine, HFOV was no longer as effec-
tive at higher frequencies. (This issue is discussed later
when the effectiveness of various types of HFVs for differ-
ent pathophysiologies are explored.)

Venegas and Fredberg explored the importance of fre-
quency during HFV in their classic paper of 1994, subtitled:
‘‘Why does high frequency ventilation work?’’ (15). They
found that the resonant frequency of the smallest prema-
turely born infant with RDS (respiratory distress syn-
drome) is approximately 40 Hz. At that frequency, the
minimum pressure amplitude is required to ventilate the
lungs. However, the shape of theoretical curves of pressure
amplitude measured at the carina versus frequency for
infants with various lung conditions is most interesting as
illustrated in Fig. 3, which was constructed using their
concepts.

Figure 3 illustrates four essential considerations con-
cerning the application of HFV for newborn infants.

1. Decreasing lung compliance moves the optimal fre-
quency for HFV to the right (i.e., toward higher
frequencies).

2. Increasing airway resistance moves the optimal fre-
quency for HFV to the left (i.e., toward lower fre-
quencies); and

3. There is diminishing value in applying HFV for
infants at frequencies above ~ 10 Hz as far as airway
pressure is concerned.

4. Choosing to operate at the ‘‘corner frequency’’ is an
appropriate choice for HFV since there is little benefit
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Figure 2. Measuring airway resistance at the resonant or natural
frequency of the lungs using forced oscillations. (Used with per-
mission. # 2003, Bunnell Inc.)



above that frequency and more chance for gas trap-
ping. Venegas and Fredberg define corner frequency
as that frequency above which airway pressure
required to provide adequate ventilation no longer
rapidly decreases.

In other words, ventilating premature babies at 10
breaths 	 s�1 is practically as efficient as ventilating them
at their theoretical resonant frequency of 40 ‘‘breaths’’ 	 s�1,
where the danger of gas trapping is greatly increased.
Patients with increased airway resistance require more
careful consideration of the decreased benefits of exceeding
the corner frequency and are more safely ventilated at
lower frequencies.

One can calculate the resonant and corner frequencies if
values of lung compliance (CL), airway resistance (Raw),
and inertance (I) are known, but that is rarely the case with
patients in intensive care. Venegas and Fredberg provided
the following formulas:

f0 ¼ 1=ð2p
ffiffiffiffiffiffiffi
C̄IÞ

q
ð5Þ

where f0¼ resonant frequency, and

fc ¼ 1=ð2pCRÞ ð6Þ

where fc¼ corner frequency. (Plug in typical values for lung
compliance, inertance, and airway resistance of a pre-
mature infant, 0.5 mL	cm�1 H2O, 0.025 cm H2O	L	s�2,
and 50 cm H2O	L�1	s�1, respectively, and f0¼ 45	s�1 and
fc¼ 6.4	s�1.)

Finally, Venegas and Fredberg illustrated the value of
using appropriate levels of positive end-expiratory pres-
sure (PEEP). The PEEPs of 5–10 cm H2O dramatically
decrease the pressure amplitude necessary to ventilate
premature infants at all frequencies when lung compliance
is normal, and at all frequencies above �6 Hz when lung
compliance is reduced.

HFV EQUIPMENT

Design Classifications

Figures 4–7 illustrate four different ways HFVs have been
created. Figure 4 illustrates high frequency positive-
pressure ventilation (HFPPV), which is basically a CV that
operates at HFV rates. Early devices worked in this man-
ner, but they seldom worked at the very high frequencies
used with infants.

Figure 5 illustrates high frequency flow interruption
(HFFI), where positive pressure oscillations are created by
releasing gas under pressure into the breathing circuit via
an HFV valve mechanism. The valve may be a solenoid
valve or valves, a spinning ball with a hole in it, and so on.
Early HFVs used long, small diameter exhaust tubes to
increase impedance to gas flow oscillating at HFV frequen-
cies in the expiratory limb so that the HFV oscillations
would preferentially flow in and out of the patient.

High frequency oscillatory ventilators (HFOVs) work in
a similar manner to HFFIs, as shown in Fig. 6, except that
the pressure oscillations in the patient’s breathing circuit
are caused by an oscillating piston or diaphragm. Again,
the impedance of the expiratory limb of the circuit tubing
must be higher than the impedance of the patient and his
ET tube when the gas flowing through the circuit is
oscillating at HFV frequencies. The major difference
between HFOV and HFFI is that pressure in the venti-
lator circuit during HFOV oscillates below atmospheric
pressure in an effort to actively assist the patient’s expira-
tion. (This topic is discussed further below when gas
trapping is addressed.)

Finally, Fig. 7 illustrates high frequency jet ventilation
(HFJV), where inspiratory gas is injected into the patient’s
ET tube via a jet nozzle. Jet nozzles have been fashioned
out of needles or built into special ET tubes or ET tube
adapters as discussed below.

Each HFV approach introduces fresh gas into the
patient’s airway at about 10 times the patient’s normal
breathing frequency. The last three designs incorporate a
separate constant flow of gas that passes by the patient’s
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Figure 3. Theoretical peak carinal pressures for infants with
normal lungs and lungs with poor compliance (RDS), poor airway
resistance (asthma), and both conditions (RDSþPIE). Note how
infants with RDS are well served using the corner frequency (fc) of
�10 Hz (600 breaths per minute, bpm). Larger patients will exhibit
curves with nearly identical shapes, but they will all be shifted to
the left. (Adapted with permission from Ref. 15.)
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ET tube and out a large orifice valve to control baseline
PEEP and mean airway pressure in the circuit. The
patient may also breathe spontaneously from this gas
stream, which may be provided by a built-in mechanism
or by a separate conventional ventilator. Conventional
IMV (intermittent mandatory ventilation) may be com-
bined with HFV in this way. Additional hybrid devices
that are more difficult to characterize have also been
created, but the currently most common used HFVs are
HFOVs, HFJVs, and conventional ventilators with built-in
HFOV modules.

In the early 1980s, the FDA (U.S. Food and Drug
Administration) decided that 150 breaths	min�1 would
be the lower limit of what they would define as an
HFV, and they placed rigorous Class III restrictions on
any ventilator that operates above that frequency. As a
result, there have been only six HFVs approved for use in
the United States, three for infants and children, two for
adults, and one HFV that was granted Class II approval
(i.e., not needing proof of safety and efficacy since it
was substantially equivalent to devices marketed before
1976, the date U.S. law was amended to require proof of
safety and efficacy before new products can be marketed).
At least four other HFVs are available outside the United
States.

Of the FDA approved devices, two HFVs have been
withdrawn from the market by the major corporation that
acquired the smaller companies that developed them.
Therefore, we are left with one HFJV, one HFOV for
infants and children, one HFOV for children and adults,
and a Class II HFV hybrid device designed for patients of
all sizes. These four devices will be discussed in more detail
below.

HFJV: High Frequency Jet Ventilators

The HFJVs inject inspired gas into the endotracheal tube
via a jet nozzle. The Bunnell LifePulse High Frequency

Ventilator is the only HFJV currently available for inten-
sive care in the United States (Fig. 8). It was designed for
infants and children up to �10 years of age and operates at
rates between 240 and 660 bpm. It is also used in tandem
with a conventional ventilator, which provides for the
patient’s spontaneous breathing, delivery of occasional
sigh breaths, and PEEP.

The LifePulse is a microprocessor controlled, pressure
limited, time cycled ventilator that delivers heated and
humidified breaths to the ET tube via a LifePort adapter
(Fig. 9). A small Patient Box placed close to the patient’s
head contains an inhalation valve and pressure transducer
for monitoring airway pressures in conjunction with the
LifePort adapter. Peak inspiratory pressure (PIP) is feed-
back controlled by regulating the driving pressure (servo
pressure) behind the jet nozzle. More detailed information
on the device can be found on the manufacturer’s website:
www.bunl.com.

The theory of operation behind the LifePulse is that
pulses of high velocity fresh gas stream down the center of
the airways, penetrating through the dead-space gas, while
exhaled gas almost simultaneously moves outward in the
annular space along the airway walls. This countercurrent
action facilitates mucociliary clearance while it minimizes
effective dead space volume.

The pressure amplitude (DP) of LifePulse HFJV breaths
is determined by the difference between PIP and the CV-
controlled PEEP. Its value is displayed continuously on the
LifePulse front panel along with mean airway pressure,
PIP, PEEP, and Servo Pressure.

Servo Pressure on the LifePulse is a direct reflection of
the gas flow needed to reach the set PIP, so it varies with
the patient’s changing lung mechanics. Alarm limits are
automatically set around the Servo Pressure to alert the
operator to significant changes in the patient’s condition
as well as the tubing connecting the patient to the HFJV.
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Figure 8. Bunnell life pulse HFV. (Used with permission.
# 2003, Bunnell Inc.)
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A low limit alarm would infer that the patient’s lung
compliance or airway resistance has worsened, and the
LifePulse is using less gas (i.e., smaller tidal volumes) to
reach the set PIP in that circumstance. A high limit alarm
would infer that the patient’s condition has improved, larger
tidal volumes are being delivered, and the operator should
consider weaning PIP in order to avoid hyperventilation.

Alarm limits are also automatically set around moni-
tored mean airway pressure.

HFOV: High Frequency Oscillatory Ventilators

The SensorMedics 3100A HFOV for infants and children
and its sister model, the 3100B for adults, are the only pure
HFOVs currently available in the United States. Sinusoi-
dal oscillatory ventilation is produced by an electromagne-
tically driven floating piston with adjustable frequency and
amplitude. Inspiratory gas is supplied as bias flow, which
escapes from the very large diameter (1.5 in. ID, 38 mm)
patient breathing circuit via a traditional dome valve that

controls mean airway pressure. All pressures are moni-
tored at the connection to the ET tube. The SensorMedics
3100A HFOV is illustrated in Fig. 10 and more information
is available at www.sensormedics.com.

The 3100 HFOVs operate on the principle that high
frequency oscillations that are in tune with the natural
frequency of the patients lungs will preferentially move in
and out of the lungs, as opposed to the exhaust system of
the patient circuit. Haselton and Scherer illustrated a new
gas transport principle that applies to HFOV (16).
Differences in the velocity profiles of inspiration and
expiration during HFOV created by the branching archi-
tecture of the lungs enables inspiratory gas to advance
down the center of the airways while exhaled gas moves up
along the airway walls as the piston of the HFOV pulls the
gas back. The net effect of many oscillations is similar to,
but less pronounced than, the flow characteristics of HFJV
flow in the airways. Fresh gas tends to flow down the center
of the airways while exhaled gas recedes back along the
airway walls.
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Figure 9. LifePort ET tube adapter
for HFJV. (Used with permission. #
2003, Bunnell Inc.)



The 3100 HFOVs have six control settings:

1. Frequency, which is adjusted to suit patient size and
lung time constants.

2–4. Bias gas flow rate, Mean Pressure Adjust and Mean
Pressure Limit, which together set mean airway
pressure.

5. Power, which sets DP.

6. % Inspiratory Time, which sets I:E (inspiratory to
expiratory time ratio; typically set at 33%).

Mean airway pressure is the primary determinant of
oxygenation, and DP is the primary determinant of tidal
volume and ventilation (CO2 removal). However, all con-
trols are open-loop: increasing frequency decreases tidal
volume and visa versa, and changing bias gas flow rate or
power may change mean airway pressure. Mean airway
pressure is monitored in the HFOV circuit, so changes
there are apparent, but changes in tidal volume due to
setting changes or changes in a patient’s lung mechanics
are not apparent. Given the squared relationship between
tidal volume and CO2 removal noted above, changes in
frequency move PaCO2 in the opposite direction of what one
would anticipate with conventional ventilation. (Increasing
frequency increases PaCO2; decreasing frequency decreases
PaCO2.) Thus, continuous or frequent monitoring of
arterial PaCO2 is recommended during HFOV, as it is
with all HFVs and conventional ventilation of premature
infants due to the potential for cerebral injury associated
with hyperventilation (more on that topic later).

HFFIs and Other Hybrids

Conventional infant ventilators with built-in HFV mod-
ules, such as the Dräger Babylog 8000 plus (Dräger
Medical AG & Co. KGaA) and the popular Infant Star
Ventilator, which will no longer be supported by its man-
ufacturer after May 2006, have been widely used in the

United States, Canada, Europe, and Japan. In general,
these hybrid HFVs are not as powerful as the stand-alone
HFVs, so their use is limited to smaller premature infants
(<2 kg). The VDR Servolator Percussionator (Percussio-
naire Corporation, Sand Point ID), however, was designed
to ventilate adults as well as premature infants. (Detailed
information on these devices can be viewed on the manu-
facturers’ websites: www.draeger-medical.com and www.
percussionaire.com.) The mechanical performances of these
devices vary widely, as do their complexities of operation
and versatilities as infant ventilators. (See the section
Equipment Limitations.)

Design Philosophy for Clinical Applications

The philosophy for controlling arterial blood gases with
HFVs is similar to that used with pressure-limited con-
ventional ventilation, especially when HFVs are used to
treat homogeneous lung disorders such as RDS (respira-
tory distress syndrome) in prematurely born infants. The
alveoli of these surfactant-deficient lungs must be opened
with some type of recruitment maneuver and kept open
with appropriate mean airway pressure (Paw) or PEEP in
order for the lungs to make oxygen available to the blood
stream. Ventilation is accomplished at a frequency propor-
tionate to the patient’s size and lung mechanics using a
peak airway pressure or pressure amplitude above PEEP
that creates a tidal volume that produces an appropriate
arterial PCO2. Pulse oximeters, which report the oxygen
percent saturation of arterial blood, are great indirect
indicators of when lungs have opened up, because oxyge-
nation is highly dependent on the number of alveoli that
are open and participating in gas exchange with the blood
stream. Chest wall motion is a good indirect indicator of
ventilation since it reflects the amount of gas that is
passing in and out of the lungs.

The usual approach to initiation of HFV is to choose a
frequency that is appropriate for the size of the patient and
his lung mechanics, starting with 10 Hz or 600 bpm for the
smallest premature infant with RDS and working down-
ward as the size of the patient increases and lung
mechanics improve. A good rule of thumb is to choose a
frequency 10 times greater that the patient’s normal
breathing frequency, which would put HFV for adults at
rates <200 bpm. Higher rates may be used with HFOV
since exhalation is nonpassive, but gas trapping can still
result unless mean airway pressure is kept high enough to
keep the airways open during the active exhalation phase.
Operating an HFOV with a 33% inspiratory time (I:E¼ 1:2)
lessens negative pressure during exhalation compared to
longer I-times (e.g., I:E¼ 1:1) thereby decreasing the
potential for causing airway collapse.

With HFJV, the shortest possible inspiratory time
(�0.020 s) usually works best; it maximizes inspiratory
velocity, which helps reduce effective dead space, and
minimizes I:E, which allows more time for exhalation to
avoid gas trapping. These characteristics also minimize
mean airway pressure, which is very useful when treating
airleaks and for ventilation during and after cardiac sur-
gery. The high velocity inspirations also enable ventilation
of patients with upper airway leaks and tracheal tears.

HIGH FREQUENCY VENTILATION 503

Figure 10. SensorMedics 3100A high frequency oscillatory ven-
tilator. (Used with permission. # 2003, SensorMedics Inc.)



Treatment of obstructive lung disorders absolutely
requires longer exhalation times, so HFV must be used
at lower frequencies on these patients. HFJV I:E varies
from 1:3.5 to 1:12 as frequency is reduced from 660 to
240 bpm when inspiratory time is held constant at its
shortest value.

The HFV is not intended and may in fact be contra-
indicated for patients with asthma, unless helium–oxygen
mixtures become part of the mix (17).

Once a frequency and duty cycle (% I-time or I:E) is
chosen, airway pressure settings (PIP, PEEP, orDP) are set
to provide HFV tidal volumes that noticeably move the
chest. If chest wall movement is not apparent, ventilation
is probably not adequate. Use of transcutaneous CO2 mon-
itoring is of great benefit here.

Finally, mean airway pressure (Paw) or PEEP must be
optimized. Too little Paw or PEEP will lead to atelectasis
and hypoxemia, and too much Paw or PEEP will interfere
with cardiac output. One of the true benefits of HFV,
however, is that higher Paw and PEEP can be used without
increasing the risk of iatrogenic lung injury. (The small
HFV tidal volumes do not create the same potential for
creating alveolar ‘‘stretch’’ injury as larger CV tidal
volumes do.) Pulse oximeters can be great indirect indica-
tors of appropriate lung volume, but one must be vigilant in
detecting signs of decreased cardiac output.

Conventional ventilation is sometimes required or
available for tandem use with certain HFVs. The CV
breaths are most useful with nonhomogeneous lung dis-
orders and to facilitate alveolar recruitment with atelec-
tatic lungs. The usual strategy is to reduce CV support
when starting HFV (assuming the patient is on CV prior to
HFV) to 5–10 bpm while optimal Paw and PEEP is being
sought, and then reduce CV support further.

Now some of the performance differences in HFV equip-
ment and how those differences may affect successful HFV
implementation will be examined.

HFV Equipment Limitations

There have been few head-to-head comparisons of HFV
equipment. The most recent comparison were by Hatcher
et al. and Pillow et al. where they compared several neo-
natal HFOVs and found wide variations in performance,
complexity, and versatility (18,19). Pillow et al. concluded
that the clinical effects of manipulating ventilator settings
may differ with each HFOV device. In particular, the
pressure amplitude required to deliver a particular tidal
volume varies with device, and the effect of altering fre-
quency may result in very different effects on tidal volume
and PaCO2.

The first rigorous analysis of HFVs was undertaken by
Fredberg et al. in preparation for the HiFi Study (20). They
bench tested eight HFVs in an effort to provide the clin-
icians who were to participate in the study comparative
data that they could use to select an HFV for use in their
study. (They selected the Hummingbird HFOV, manufac-
tured by MERA of Japan.) Despite the wide diversity of
ventilator designs tested, certain common features
emerged. In almost all devices, delivered tidal volume
was sensitive to endotracheal tube size and airway resis-

tance and invariant with respiratory system compliance.
These results supported the theoretical basis for why high
frequency ventilation may be a better treatment for RDS
compared to pressure-limited CV (conventional ventila-
tion), because low lung compliance is its paramount patho-
physiologic feature.

These HFV bench tests also found that tidal volume
decreased with increasing frequency with all HFOVs
where I:E (inspiratory to expiratory time ratio) was held
constant and was invariant with HFJV and HFFI devices
where I-time was held constant. Peak inspiratory flow
rates for a given tidal volume and frequency were signifi-
cantly higher with the HFJV and HFFI as well. Proximal
airway pressure was also a poor indicator of distal pressure
with all devices.

Two other studies compared HFJV to HFOV. Boros and
associates compared the pressure waveforms measured at
the distal tip of the endotracheal tube of the Bunnell
LifePulse HFJV and the Gould 4800 HFOV (precursor to
the SensorMedics 3100A HFOV) in normal, paralyzed, and
anesthetized cats (21). They found that the HFOV required
higher PIP, DP, and Paw to get the same PaCO2, PaO2, and
pH compared to HFJV. Likewise, PaCO2 was higher and
pH and PaO2 were lower with HFOV when the same
airway pressures were used. However, different frequen-
cies were used with the two ventilators; 400 bpm with
HFJV and 900 bpm (15 Hz) with HFOV.

Zobel and associates also found that HFJV was effective
at lower airway pressure compared to HFOV (22). They
used a piglet model of acute cardiac failure and respiratory
failure and also measured airway pressure at the distal tip
of the endotracheal tube. The HFJV used was an Acutronic
AMS-10001 (Acutronic Medical Systems AG, Switzerland)
operating at 150 bpm with an I:E of 1:2. The HFOV was a
SensorMedics 3100A operating at 10 Hz and 1:2.

Why do HFOVs (presumably) operate at higher Paw
compared to HFJV? The answer to this question may be
related to gas trapping, HFV rates, and what happens
during exhalation. In both of the animal studies just dis-
cussed, HFJV rate was considerably lower than HFOV
rate. Exhalation is passive during HFJV, so lower rates
must be employed to allow sufficient exhalation time to
avoid gas trapping. The HFOVs suck the gas back out of the
lungs during the expiratory phase, and the physiologic
consequence can be, not surprisingly, airway collapse.
However, the Paw employed during HFOV determines
the importance of this effect.

Bryan and Slutsky set the tone for the future of HFVs
when they noted that this mode of ventilation is ideally
designed for treatment of patients with poor lung compli-
ance (23). The higher Paw required to match the patho-
physiology of such patients also serves to splint the airways
open during HFOV so that the choking effect of active
expiration is mitigated.

In conclusion, both modes of HFV can cause gas trap-
ping; they just do it by different mechanisms. The HFOV
can choke off airways when Paw is insufficient to mitigate
the effect of active expiration, and HFJV will trap gas when
expiratory time is insufficient to allow complete exhalation
of inspired tidal volume. One cannot lower Paw during
HFOV beyond the point where choking is made evident by
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a rise in a patient’s PCO2. With HFJV, one should not
increase frequency beyond the point where PEEP moni-
tored in the endotracheal tube, as it is with the Bunnell
LifePulse, begins to rise inadvertently. If the automatically
set upper alarm limit on mean airway pressure with the
LifePulse is activated, there is a good chance that this
rise in Paw is due to inadvertent PEEP. The remedy for
that circumstance is to decrease HFJV frequency, which
lengthens exhalation time and allows the PEEP to fall
back to set level.

Airway Pressure Monitoring During HFV

While airway pressures were monitored at the distal tip of
the ET tube in the animal studies noted above, monitoring
at this location is seldom done currently, because the Hi-Lo
ET tubes (formerly manufactured by Mallinckrodt, Inc.)
are no longer available. Thus, airway pressure monitoring
is done either at the standard ET tube adapter connection
during HFOV or at the distal tip of the special LifePort
adapter during HFJV. In either case, the pressure wave-
form measured deep in the lungs at the alveolar level is
greatly damped (Fig. 11). Gerstmann et al. reported that
measurement of pressure amplitude in the alveoli of rab-
bits during HFOV at 15 Hz was only 10% of that measured
proximal to the ET tube (24).

Meaningful monitoring of airway pressure during
HFOV is limited to mean airway pressure, and that is only
representative of mean alveolar pressure in the absence of
gas trapping, as noted above. Relative values of pressure
amplitude at the proximal end of the ET tube are indicative
of tidal volume size, and they are typically expressed as
such by the various HFOVs.

Peak inspiratory pressure (PIP) and PEEP as well as
Paw are measured during HFJV at the distal tip of the
LifePort ET adapter. The PEEP is representative of alveo-
lar PEEP at this location in the absence, again, of gas
trapping. However, the PIP at this location is a gross
overestimate of peak pressure in the alveoli. Mean airway
pressure may slightly overestimate mean alveolar pres-
sure as shown by the study of Perez-Fontan et al. (25).

HFV APPLICATIONS IN NEONATES AND CLINICAL
OUTCOMES

Homogeneous Atelectatic Lung Disease (e.g., RDS) and
Prevention of Lung Injury

Ever since the completion of the first multicenter, rando-
mized, controlled HFV trial was published in 1989, report-
ing no benefit for premature infants with RDS and an
increased risk of severe cerebral injury (26), the choice
of HFV to prevent lung injury in preterm infants has been
hotly debated. Some recent trails have demonstrated that
if HFVs are implemented within hours of a premature
infant’s birth with the proper strategy, results are positive.
Other recent studies have not been positive.

The HiFi Trial, as the first multicenter, randomized,
controlled trial was labeled, was criticized for the general
lack of clinical experience of the investigators and failure to
adhere to the most appropriate strategy for recruiting and
maintaining appropriate lung volume (15). Later multicen-
ter, randomized controlled trials conducted in the 1990s
using both HFJV and HFOV demonstrated significant
reductions in chronic lung disease (CLD) measured at 36
weeks postconceptional age (PCA) in this patient population
with practically no difference in adverse effects (27,28).
(There was a slightly higher incidence of PIE in the experi-
mental group of the HFOV study.) The demographics and
results of these two trials are illustrated in Tables 1 and 2.

The results of the HFJV study were criticized for a lack
of well-defined ventilator protocols for the conventionally
ventilated control group, whereas protocols for both the
HFOV and SIMV control groups in the HFOV study, con-
ducted several years later, were well conceived and mon-
itored during the study. Therefore, it is interesting to note
that the major outcome measures of CLD at 36 weeks PCA in
the control groups of the two studies were almost identical.

Other HFV studies revealed an increase in severe cere-
bral injury that appears to be related to hyperventilation
and hypocarbia during HFV (29–32). Other criticisms of
recent trials with negative or equivocal results include the
same strategy issues plus choice of HFV devices, limited
time on HFV before weaning back to CV, and so on (33).

Because of these mixed results, HFVs have yet to be
generally accepted for early treatment of premature
infants with RDS and prevention of lung injury.
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Figure 11. HFV Airway Pressure Waveform Dampening. (Used
with permission. # 2003, Bunnell Inc.)

Table 1. Demographics of Two Multicenter, Randomized
Controlled Trials with HFOV and HFJV

Design/Demographics
HFJV
Studya

HFOV
Study10

Treatment Groups HFJV CV HFOV SIMV

Number of Patients 65 65 244 254
Mean Birth Weight, kg 1.02 1.02 0.86 0.85
Mean Gestational Age 27.3 27.4 26.0 26.1
Age at Randomization, h 8.1 8.3 2.7 2.7
1 min/5 min Apgar Scores 3.5/7 4/7 5/7 5/7
FIO2 at Entry 0.62 0.69 0.57 0.60
Mean Airway Pressure

at Entry
10 10 8.2 8.3

aSee Ref. 9.



Homogeneous Restrictive Lung Disease (e.g., Congenital
Diaphragmatic Hernia)

While theories support use of HFV in cases where the lungs
are uniformly restricted by acute intra-abdominal disease or
postsurgically in infants with congenital diaphragmatic her-
nia, omphalocele, or gastroschisis, there are no randomized
controlled trials due to the rarity of these disorders. Despite
this lack of controlled trials, HFV has been widely accepted as
an appropriate treatment for this category of lung disease
due to the futility of CV treatment in severe cases.

Keszler et al. demonstrated improved gas exchange and
better hemodynamics with HFJV in an animal model of
chest wall restriction (34) and later reported improved
ventilation and hemodynamics in a series of 20 patients
with decreased chest wall compliance (35). Fok et al.
reported improved gas exchange with HFOV in eight simi-
lar patients who were failing CV (36).

Nonhomogeneous Atelectatic and Restrictive Lung Disease
(e.g., RDS with Tension PIE)

Pulmonary interstitial emphysema (PIE) in the prema-
ture infant creates a non-homogeneous lung disease:
parts of the lungs are collapsed as a result of surfactant
deficiency while other parts become overexpanded with
gas trapped in interstitial areas. Air leaks like PIE ori-
ginate most commonly in premature infants near the
terminal bronchial (37). As gas dissects into interstitial
spaces, it invades and dissects airway and vascular walls
moving towards the larger airways and vessels and the
pleural space where pneumothoraces are formed (38).
While positive-pressure CV may successfully penetrate
such restricted airways, the consequence may well be
accumulation of trapped gas in the alveoli and subsequent
alveolar disruption, which produces the classical picture
of PIE on X ray.

The HFJV quickly gained a reputation for superior treat-
ment of PIE in the early days of its clinical application. A
multicenter randomized trial of HFJV compared to rapid
rate (60–100 bpm), short I-time (0.20–0.35 s) CV for the
treatment of PIE confirmed anecdotal findings of faster
and more frequent resolution of PIE on HFJV. Survival
in the stratified group of 1000–1500 g birth weight infants
was most evident (79% with HFJV vs. 44% with CV;
p< 0.05). There was no difference in the incidence of adverse
side effects.

There is, as yet, no comparable randomized trial of
HFOV treatment for PIE. While anecdotal success has
been reported, attempts to show an advantage with HFOV
in a randomized controlled trial have so far been unsuc-
cessful. It may be that the physical characteristics of the
two types of HFVs coupled with the pathophysiologic
characteristics of PIE are the reasons for this lack of
success. Recall that one difference between HFV devices
reported in the pre-HiFi bench studies by Fredberg et al.
was that HFJVs squirt gas into the lungs at much higher
flow rates compared to HFOV. That fact may make HFJV
more sensitive to airway patency compared to HFOV.

Since CV breath distribution may be more affected by
lung compliance while HFV breaths may be more affected by
airway resistance, especially HFJV breaths with their high
velocity inspirations, the distribution of ventilation in the
nonhomogeneous PIE lung may be markedly affected by
mode of ventilation. While the path of least resistance for CV
breaths may lead to more compliant, injured areas of the
lungs, HFJV breaths may automatically avoid injured areas
where airway and vascular resistances are increased.
Therefore, HFJV breath distribution may favor relatively
normal airways in the uninjured parts of the lungs where
ventilation/perfusion matching is more favorable.

The CV tidal volumes delivered with higher PEEP and
Paw may dilate airways enough to help gas get into
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Table 2. Significant Respiratory and Clinical Outcomes of HFOV and HFJV Early Application
Trials on Premature Infants with RDS

Significant Respiratory and
Clinical Outcomes

HFOV Study HFJV Study

HFOV SIMV HFJV CV

Alive w/o CLD at 36 weeks PCA 56% 47% 68% 48%
p¼0.046 p¼ 0.037

Age at extubation, days 13 21 -
p<0.001

Crossovers or Exitsa 25/244 (10%) 49/254 (19%) 3/65 (5%) 21/65 (32%)
p ¼ 0.07 p<0.01

Success after Crossover 14/21 (67%) 0/3 (0%)
p¼0.06

Supplemental O2 27% 31% 5.5% 23%
p¼0.37 p¼0.019

PIE 20% 13%

p¼0.05
Pulmonary Hemorrhage 2% 7% 6.3% 10%

p¼0.02 p>0.05

aSimilar failure criteria were prospectively defined in both studies. Those who met the criteria in the HFJV study were

crossed over to the other mode, while those who met the criteria in the HFOV study exited the study and were treated with

whatever mode of ventilation the investigators deemed appropriate, including HFJV (personal communication, David

Durand, MD). Data on all patients were retained in their originally assigned group in both studies.



restricted areas in babies with PIE, but those larger tidal
volumes take longer to get back out. Much smaller HFV
tidal volumes are more easily expired, especially those that
were unable to penetrate the restricted airways where the
lungs are injured.

Upper Airway Fistulas and Pneumothoraces

Theoretically, the small tidal volumes, high inspiratory
velocities, and short inspiratory times of HFJV are ideally
suited for treating pneumothoraces and broncho-pleural
and tracheal-esophageal fistulae. Gonzalez et al. found
that gas flow in chest tubes, inserted in a series of infants
with pneumothoraces, dropped an average of 54% when six
infants were switched from CV to HFJV (39). Their mean
PaCO2 dropped from 43 to 34 Torr at the same time that
their peak and mean airway pressures measured at the
distal tip of the ET tube dropped from means of 41–28 and
15 to 9.7 cm H2O, respectively.

Goldberg et al. (40) and Donn et al. (41) similarly
reported improved gas exchange and reduced flow through
tracheal–esophageal fistulas.

Homogeneous Obstructive Lung Disease (e.g., Reactive
Airway Disease, Asthma)

The HFV should theoretically not be of much benefit in
treating lung disorders such as asthma wherein airway
resistance is uniformly increased. Low rates and long
expiration times should be more effective. However, recent
work with HFJV and helium-oxygen mixtures (heliox)
demonstrated interesting potential for treating such dis-
orders in patients requiring no more than 80% oxygen.

Tobias and Grueber improved ventilation in a one-year
old infant with respiratory syncytial virus and progressive
respiratory failure related to bronchospasm with HFJV by
substituting a mixture of 80% helium/20% oxygen for
compressed air at the air/oxygen blender (42). They
hypothesized that the reduced density of helium compared
to nitrogen enhanced distal gas exchange. Gupta and
associates describe another case where HFJV and heliox
rescued a 5 month old infant with acute respiratory failure
associated with gas trapping, hypercarbia, respiratory
acidosis, and air leak (43). The combination of HFJV with
heliox led to rapid improvements in gas exchange, respira-
tory stabilization, and the ability to wean the patient from
mechanical ventilation.

Nonhomogeneous Obstructive Lung Disease (e.g., MAS) and
ECMO Candidates

Clinical studies of infants with meconium aspiration syn-
drome (MAS) provide support for the use of HFV with this
type of lung disease. These patients are potential candidates
for extracorporeal membrane oxygenation (ECMO), so ability
to avoid ECMO is a typical outcome variable in such studies.

Clark et al. randomized 94 full-term infant ECMO
candidates to HFOV or CV in a multicenter study (44).
Prospectively defined failure criteria were met by 60% of
those infants randomized to CV while only 44% of those
randomized to HFOV failed. Cross-overs to the alternate
mode by those who failed were allowed, and 63% of those

who failed CV were rescued by HFOV, while only 23% of
those who failed HFOV were rescued by CV. (The latter
comparison was statistically significant.) Overall, 46% of
the infants who met ECMO criteria required ECMO.

A similar single-center study of HFJV versus CV
involved 24 ECMO candidates with respiratory failure
and persistent pulmonary hypertension of the newborn
(PPHN) (45). Most of the infants in the HFJV-treated
group (8 of 11) and 5 of 13 of the conventionally treated
infants had either MAS or sepsis pneumonia. Treatment
failure within 12 h of study entry occurred in only two of the
HFJV-treated infants versus seven of the conventionally
treated infants. The ECMO was used to treat 4 of 11 HFJV
infants versus 10 of 13 control infants. Zero of nine surviv-
ing HFJV-treated infants developed chronic lung disease
compared to four of 10 surviving controls ( p¼ 0.08). Sur-
vival without ECMO in the HFJV group was 5 of 11 (45%)
versus 3 of 13 (23%) in the control group. There was no
statistical significance in any of these comparisons due to
the small number of patients.

The degree to which pathophysiology predicts positive
outcomes with respect to the ability of HFVs to rescue
infants that become ECMO candidates has been explored
in two additional clinical studies. Baumgart et al. evalu-
ated their success with HFJV prior to instituting an ECMO
program in 73 infants with intractable respiratory failure
who by age and weight criteria may have been ECMO
candidates (46). They found survival after HFJV treatment
to be much higher in infants with RDS and pneumonia
(32/38, 84%) compared to MAS/PPHN (10/26, 38%) or con-
genital diaphragmatic hernia (3/9, 33%). All patients initi-
ally responded rapidly to HFJV as measured by oxygen
index (O.I., calculated as mean airway pressure in cm H2O
multiplied by fraction of inhaled O2 divided by PaO2 in
Torr). However, that improvement in survivors was rea-
lized and sustained during the first 6 h of HFJV treatment.

Paranka et al. studied 190 potential ECMO candidates
treated with HFOV during 1985–1992 (47). All patients
were born at 35 weeks gestational age or more and devel-
oped severe respiratory failure, as defined by an arterial to
alveolar oxygen ratio ðPðA�aÞO2

Þ< 0:2 or the need for a peak
pressure of >35 cm H2O on CV. Fifty-eight percent (111
patients) responded to HFOV and 42% (79 patients) were
placed on ECMO. Gas exchange improved in 88% of the
infants with hyaline membrane disease (RDS), 79% of
those with pneumonia, 51% with meconium aspiration,
and 22% of those with congenital diaphragmatic hernia.
They also found failure to demonstrate an improvement in
PðA�aÞO2

after six hours on HFOV to be predictive of failure.

During and After Cardiac Surgery

The ability of HFJV to hyperventilate while using lower
mean airway pressure is a great asset when treating
patients with cardiac problems. During surgery, the small
tidal volumes and low mean airway pressure allow the
surgeon to move the lungs out of the way, in order to
visualize and work on the heart. After surgery, HFJV
can gently hyperventilate the patient to encourage
increased pulmonary blood flow while mean airway pres-
sure is kept down (48–51).
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PPHN and Nitric Oxide Therapy

Kinsella et al. demonstrated the potential of HFV to
enhance delivery of nitric oxide (NO) for the treatment
of PPHN in a large, multicenter, randomized controlled
trial (52). Nitric oxide delivered with HFOV to infants with
significant parenchymal lung disease was more effective
than NO delivered by CV. NO has also been delivered
successfully with HFJV (53). However, NO must be admi-
nistered via the HFJV circuit in order for the patient to
realize any beneficial effect from the gas (54). Inhaled NO
does not work with HFJV when administered exclusively
through the conventional ventilator circuit (55).

HFV APPLICATIONS IN CHILDREN AND ADULTS

While the bulk of the research and application of HFV has
been aimed at the benefit of infants to date, the sheer
number of potential applications for children and adults
is far greater. Unfortunately, the number of HFVs avail-
able to treat adults is severely limited. There is only one
instrument currently available in the United States spe-
cifically designed for ARDS in children and adults, the
SensorMedics 3100B. (The Percussionaire VDR4-F00008
ventilator also provides HFV for adults. It was approved as
a Class II device by the FDA.)

Acute respiratory distress syndrome is the obvious tar-
get for HFV treatment in adult intensive care. This syn-
drome affects �50 per 100,000 population with a mortality
of 30–50%. It is a clinical syndrome of noncardiogenic
pulmonary edema associated with pulmonary infiltrates,
stiff lungs, and severe hypoxemia (56). Although the
pathology of ARDS involves a number of features similar
to RDS in infants, such as hyaline membranes, endothelial
and epithelial injury, loss of epithelial integrity, and
increased alveolar-capillary permeability, it may have a
much greater inflammatory component.

The only treatment shown to positively impact mortal-
ity over the past several decades came from the ARDSnet
Trial where CVs were used with a low tidal volume
ventilatory strategy designed to reduce iatrogenic lung
injury (57). Comparative treatments in this multicenter
study of 861 patients included an experimental group
where mean tidal volumes for the first 3 days of their
treatments were 6.2 mL	kg�1 body weight and a control
group where tidal volumes were 11.8 mL	kg�1. The experi-
mental group had lower mortality and fewer days on
mechanical ventilators.

With ARDSnet trial pointing in the general direction
of smaller tidal volumes, it is not surprising that recent
HFV trials appear very promising, especially since HFV
investigators focused on NICU patients and worked their
way up the learning curve. The most important lesson
learned, and one that took many years to learn in the
treatment of infants, was the importance of recruiting and
maintaining adequate lung volume during HFV. Adult
trials of HFV for ARDS now begin with a Paw 5 cm H2O
greater than that currently being used with CV. Just as
was learned with infants, it is safe to use higher PEEPs
and mean airway pressures with HFVs smaller tidal
volumes.

HFV Clinical Trails with Children and Adults

The importance of starting early with HFV on adults and
children with ARDS was highlighted in several anecdotal
and pilot trials. Smith et al. treated 29 children with severe
ARDS complicated by pulmonary barotrauma with HFJV
(58). Twenty (69%) survived, and the only statistically
significant difference between survivors and nonsurvivors
was the mean time on CV before initiating HFJV (3.7 days
in survivors vs. 9.6 days in nonsurvivors). Fort et al.
similarly found that survivors in a pilot study of HFOV
for adults with ARDS were on CV 2.5 days before initiation
of HFOV, while nonsurvivors were on CV for 7.2 days (59).
Expected survival in the pilot study was <20%, actual
survival was 47%.

Arnold et al. compared HFOV to CV in children with
respiratory failure (60). Optimizing lung volume was
emphasized in both the experimental and control groups.
The strategy for optimizing lung volume in the CV group
was to lengthen inspiratory times and increase PEEP in
order to decrease required PIPs. They found significant
improvement in oxygenation in the HFOV group as well as
a lower need for supplement oxygen at 30 days postenroll-
ment.

A recent prospective trial of HFOV for ARDS had simi-
lar results. Mehta et al. treated a series of 24 adults with
severe ARDS with HFOV (61). Five of the patients were
burn victims. Within 8 h of HFOV initiation, FIO2 and
PaCO2 were lower and PaO2/FIO2 was higher than base-
line values during CV throughout the duration of the trial.
An obvious focus was placed on recruiting and maintaining
adequate lung volume while on HFOV, since Paw was also
significantly higher than that applied during CV through-
out the HFOV trial. Unfortunately, this increase in Paw
was associated with significant changes in hemodynamic
variables including an increase in pulmonary artery occlu-
sion pressure (at 8 and 40 h) and central venous pressure
(at 16 and 40 h), and a reduction in cardiac output through-
out the study. Thus, Paw may not have been optimized.
However, 10 patients were successfully weaned from
HFOV and 7 survived. Again, there was a statistically
significant difference in the time spent on CV prior to
initiation of HFV: 1.6 days for survivors versus 5.8 days
for the nonsurvivors.

Noting the importance of early intervention, Derdak
et al. designed a multicenter, randomized, controlled trial
comparing the safety and effectiveness of HFOV versus CV
in adults with less severe ARDS (62). (The authors nick-
named their trial: the MOAT Study.) Inclusion criteria
included PaO2/FIO2� 200 mmHg (26.66 kPa) on �10 cm
H2O PEEP, and 148 adults were evenly randomized.
Applied Paw was significantly higher in the HFOV group
compared with the CV group throughout the first 72 h. The
HFOV group showed improvement in PaO2/FIO2 at <16 h,
but this difference did not persist beyond 24 h. Thirty day
mortality was 37% in the HFOV group and 52% in the CV
group ( p¼ 0.102). At 6 months, mortality was 47% in the
HFOV group and 59% in the CV group ( p¼ 0.143). There
were no significant differences in hemodynamic variables,
oxygenation failure, ventilation failure, barotraumas, or
mucus plugging between treatment groups.
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The MOAT Study indicates that HFOV is safe and
effective for ARDS, and the FDA approved the SensorMe-
dics 3100B for ARDS. Outcome data from this study are
comparable to those of the ARDSnet Trial. The control
group in the MOAT study was not ventilated with tidal
volumes as small as those used in the experimental group
of the ARDSnet trial (6–10 vs. 6.2 mL	kg�1), but they were
generally smaller than the ARDSnet control group
(11.8 mL	kg�1). Mortality at 30 days in the MOAT Study
was not quite as good as that in the ARDSnet Trial (37 vs.
31%, respectively), but sepsis was much more prevalent in
the MOAT Study compared to the ARDSnet Trial (47 vs.
27%, respectively).

STATUS OF HFV, RISKS, AND OUTLOOK FOR THE FUTURE

Are HFVs Safe and Effective?

Use of HFVs for newborn infants and adults began in the
early 1980s. Fifteen randomized controlled trials with
infants and about one-half that many randomized studies
with children and adults were conducted over the next 20þ
years. Over 1000 articles about HFV have been published.
Yet, there are still questions about HFV safety and efficacy.

There are certainly adequate data to suggest that HFVs
are effective in lessening chronic lung injury. The fact that
not all studies have been successful in this regard is a
reflection of differences in infant populations, ventilator
strategies, and devices used. There is little argument that
use of antenatal steroids, exogenous surfactant, and ven-
tilator strategies using smaller tidal volumes have greatly
improved mortality and morbidity of premature infants.

Not surprisingly, as clinicians have become more suc-
cessful with HFV and other small tidal volume strategies,
the age of viability of premature infants has gone down.
Thus, the challenge of preventing chronic lung disease in
NICU patients never gets easier, because the patients keep
getting more premature.

What Are the Risks Associated with HFV in the NICU?

The greatest controversy in consideration of HFVs as a
primary mode of ventilation of premature infants is safety,
particularly whether HFV use increases the risk of cere-
bral injury. Clark et al. evaluated the probability of risk
of premature infants suffering from intraventricular
hemorrhage (IVH) or periventricular leukomalacia
(PVL) by conducting a meta-analysis of all prospective
randomized controlled trials of HFV published by 1996

(63). The meta-analysis showed that use of HFV was
associated with an increased risk of PVL (odds ratio¼ 1.7
1.7 with a confidence interval of 1.06–2.74), but not IVH or
severe (�grade 3) IVH. In addition, since the largest study
in the group by far was the HiFi Trial (14), where imple-
mentation strategy was reputed to be less than optimal,
they repeated the analysis without that study. When the
results of the HIFI study were excluded, there were no
differences between HFV and conventional ventilation in
the occurrence of IVH or PVL.

Since 1996, seven additional randomized controlled
trials of early use of HFV have been conducted on 1726
patients. Only one of the newer studies demonstrated a
possible increased risk of cerebral injury (64), and that
study included 273 patients or 16% of the total in these
7 studies. Thus, a more current meta-analysis would be
even more convincingly positive today, and one could even
say that there is little evidence of increased risk of cerebral
injury during HFV. Why then, is this matter still contro-
versial?

The risk of causing cerebral injury in premature infants
is associated with hyperventilation and hypocarbia as
noted earlier. There will never be a randomized controlled
trial to prove cause and effect here, for obvious reasons.
Therefore, all we can do is try to avoid hyperventilation and
hypocarbia and see if outcomes get better over time.

Avoiding hyperventilation and hypoxemia first requires
proper monitoring. Pulse oximetry, transcutaneous CO2

monitoring, and continuous or frequent arterial blood gas
monitoring are essential during HFV. Control of PaCO2

during HFV often requires optimization of PEEP, Paw, and
pressure amplitude (DP) as shown in Fig. 12. The HFVs are
noted for their ease of blowing off CO2 at lower airway
pressures compared to CV, so PEEP and Paw must often be
increased above those used during CV, if hypoxemia is to be
avoided.

With HFOV, one often adjusts mean airway pressure
without knowing the resulting baseline pressure or PEEP,
whereas with HFJV, PEEP is adjusted to get an appro-
priate Paw. Therefore, one must not be fearful of higher
PEEP when higher mean airway pressure is required.
PEEP as high as 10 cm H2O is not unusual when HFJV
is being used to treat premature infants.

One must also recognize that raising PEEP will reduce
DP when PIP is held constant, as shown in Fig. 12, which
causes both PaO2 and PaCO2 to rise.

Other safety concerns with early use of HFVs for pre-
venting lung injury are interference with cardiac output by
using too much PEEP or Paw. Since interference with
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venous return by elevated intrathoracic pressure raises
intracranial pressure, there is associated fear of causing
IVH by this mechanism as well.

A related issue, for those HFVs with that capability, is
using too many CV breaths or using overly large CV tidal
volumes during HFV. The latter use increases the risk of
causing lung injury when HFV is implemented with higher
PEEP.

Optimizing PEEP and minimizing the risk of using too
many CV breaths during HFV can be achieved at the same
time. The following flowchart for finding optimal PEEP
during HFJV illustrates this point (Fig. 13).

The flowchart in Fig. 13 is based on the concept that CV
breaths will be most effective in opening up collapsed
alveoli, while PEEP or baseline pressure will prevent
alveoli from collapsing during exhalation. The longer I
times and tidal volumes of CV breaths provide a greater
opportunity to reach the critical opening pressure of col-
lapsed alveoli, and if PEEP is set above the critical closing
pressure of those alveoli, they will remain open throughout
the ventilatory cycle. Once PEEP is optimized, there is less
value in using CV in tandem with HFV.

Although Fig. 13 was designed for use during HFJV, its
principles are equally applicable to HFOV when CV may
not be available. In this case, mean airway pressure is
raised until an improvement in oxygenation makes it
apparent that alveolar recruitment has occurred. At that
point, it should be possible to decrease mean airway pres-
sure somewhat without compromising oxygenation. How-
ever, the appropriate strategy here would be to set a goal
for lowering the fraction of inhaled oxygen (FIO2) before

attempting to lower Paw. In this way, one should avoid
inadvertently weaning Paw too fast and risking cata-
strophic collapse of alveoli. An appropriate FIO2 goal in
this circumstance might be 0.3–0.4 depending on the vul-
nerability of the patient to high airway pressures and the
magnitude of the mean airway pressure present at the
time.

The final risk to be mentioned here will be the greatest
risk associated with HFV: inadequate humidification and
airway damage. In unsuccessful applications of HFV in
infants in the early 1980s, necrotizing tracheal bronchitis
(NTB) was frequently noted at autopsy (65). First discov-
ered during HFJV, it was subsequently discovered during
HFOV as well (66). Fortunately, the development of better
humidification systems coupled with earlier implementa-
tion of HFV seems to have eradicated this problem as an
extraordinary adverse side effect. None of the 14 rando-
mized controlled trials has found an increase in NTB
associated with HFV treatment.

Humidification during HFV is challenging, especially
for HFOVs that use high gas flow rates and HFJVs. Gas
humidified under pressure will not hold as much water as
unpressurized gas, so HFJVs must humidify their inspira-
tory gas at higher than normal temperatures in order to
reach anything near 100% relative humidity at body tem-
perature.

Bunnell Incorporated’s HFJV addressed this inherent
problem by minimizing the driving pressure behind their
jet nozzle using an inspiratory pinch valve in a little box
placed near the patient’s head. The pinch valve reduces the
pressure drop through that part of the system because of
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Figure 13. Optimal PEEP flowchart. (Used with permis-
sion. # 2005, Bunnell Inc.) (Warnings: Lowering PEEP
may improve SaO2 in some cases. Optimal PEEP may be
lower in patients with active air leaks or hemodynamic
problems. Do not be shocked if optimal PEEP¼ 8�12 cm
H2O. Using IMV PIP with high PEEP is hazardous. Do not
assume high PEEP causes overexpansion.)

Starting Assumptions:

1. Patient is on HFJV + CV with 5 – 10 IMV bpm, PEEP < 8 cm H2O.

2. Patient is being monitored with a pulse oximetry.

Switch CV to CPAP mode.

PEEP is high enough, for the moment.

Increase PEEP by 1 – 2.  Add IMV at 3-5 
bpm as necessary until FIO2 can be 
reduced, then go back to CPAP mode.

Wait for SaO2 to return 
to acceptable value.

PEEP is too low.

Switch back to IMV.

Increase PEEP by 1 – 2.

Does SaO2 drop?

(Wait 1- 5 min.)

NO

YES

Keep PEEP at this level

until FiO2 < 0.30

Does FIO2

need to be increased?

Hours later…

NO

YES



the relatively large internal diameter (ID) of the tubing in
the valve (0.13 in., 3.2 mm). Placing the pinch valve within
35 cm of the patient where inspired gas is delivered via a
jet nozzle embedded in a special ET tube adapter also
enables the LifePulse Ventilator to deliver its tiny tidal
volumes without much driving pressure. (A typical driv-
ing pressure needed for HFJV with the LifePulse on a
premature infant is between 1.5 and 3.5 psi.) The HFVs
that work at higher pressures and gas flow rates some-
times provide humidity with liquid water. (See Acutronic
jet ventilation systems on their website: www.acutronic-
medical.ch.)

Working Within the Limitations of HFVs in the NICU

The HFVs have been widely accepted for treating newborn
infants with lung injury. Whether HFV will ever be widely
accepted as a primary mode of ventilation is another
matter. There have been many advances in conventional
ventilator therapy over the past several years and, to a
certain extent, techniques used to optimize HFVs have
been applied to CVs (67).

Like most therapies, the skill with which HFV is imple-
mented is probably the most critical determinant of clinical
success. Starting HFV on patients sooner rather than
waiting for worsening lung disease to become nearly hope-
less is also extraordinarily important. Having written
protocols defining the patient population and how HFV
is optimized for that patient population can also be very
helpful.

Early-to-moderately early stage treatment of homoge-
neously noncompliant lungs is the most obvious choice as
an appropriate indication for HFV. If hyperventilation and
gas trapping are avoided and appropriate resting lung
volume is achieved, better outcomes should result. The
ability of all HFVs to ventilate lungs using less pressure,
independent of lung compliance, is nearly universal as long
as the lungs are not too large for the ventilator’s output.
Many of the HFV modes built into CVs are not powerful
enough to ventilate even a term infant, so operators need to
know the relative output capacities of their HFVs.

Using HFVs as rescue ventilators usually means that
the underlying lung disorder has become nonhomogeneous
or even obstructive. Ironically, most clinicians will only use
HFVs as rescue ventilators even though these disorders
are much harder to treat with HFV. Gas trapping is a much
greater risk with heterogeneous obstructive disorders, and
it may be avoided via use of small HFV tidal volumes.
However, even HFV tidal volumes can be trapped if expira-
tory times are not several times greater than inspiratory
times. The HFJVs with their very short I:E ratios and very
high velocity inspiratory flows have been demonstrated to
be more effective with these types of lung disease. Com-
bined CV and HFJV have also been shown to work even
better than pure HFJV in severe nonhomogeneous lung
disorders (68).

What Are the Risks and Limitations Associated with HFV
in Treating Children and Adults?

The only risks unique to HFV for children and adults are
those associated with the necessity for delivering larger

tidal volumes at higher flow rates compared to HFV for
infants. Humidification of HFV gases is crucial as was
learned with the early trials in infants, and gas is more
difficult to humidify under pressure, as discussed above.
The most challenging mode of HFV in this respect is HFJV,
since it takes elevated pressure to push gas through a jet
nozzle. Perhaps this is one reason for the lack of success of
the only HFJV for adults approved by the FDA for use with
adults (the APT 1010 Ultrahigh Frequency Ventilator,
developed by the Advanced Pulmonary Technologies,
Inc., Glastonbury, CT). Humidification with this device
was only provided via supersaturated entrained gas. How-
ever, the same corporation that pulled this product off the
market is also planning to discontinue manufacturing the
Infant Star HFV for infants, and that ventilator had no
such humidification issues. Thus, it appears likely that
these products were discontinued for other (i.e., business)
reasons.

There is also danger of operator error when any machine
is used by untrained or unskilled operators. Given the
tendency for some hospitals to only use HFVs as last resort
rescue ventilators, one must consider those types of risks.
Since HFOV is most successful in homogeneous lung dis-
orders, it only makes sense for it to be used relatively early
in the course of ARDS before significant lung injury results
from CV treatment. Once the patient’s condition deterio-
rates into ARDS complicated by airleaks, chances for
HFOV success may be significantly decreased.

Treating children and adults with HFVs also has to take
optimal frequency into account. The primary determinant
of optimal frequency is lung compliance, which is primarily
determined by the patient’s size. An adult’s lung is larger
than that of a child, which is larger than that of a term
newborn, which is larger than that of a preemie. Thus,
HFV frequency should be reduced as patient size increases.
Optimal HFV for adults may occur at 150 bpm, whereas
operation at that frequency with infants would not even be
considered HFV.

Given the evidence that HFJVs have been more success-
ful with nonhomogeneous lung disorders in infants, as
described above, it would seem likely that HFJVs would
find a role for treating adult patients with ARDS as well.
Unfortunately, the application of HFJV for adults has been
tarnished by a lack of success in very early studies.

Carlon et al. conducted a randomized controlled trial
of HFJV versus volume-cycled CV on adults with acute
respiratory failure (69). While they reported patients fail-
ing on CV improved more rapidly and in greater number
when switched to HFJV compared to those who were
failing on HFJV and crossed to CV, there were no advan-
tages with respect to survival and total duration of stay
in the ICU. Thus, they concluded that HFJV offered no
obvious benefits over CV. The study was published in
1983, long before there was much appreciation of the need
to optimize PEEP and maintain adequate lung volume
during HFV. One wonders what results would come from
a similar trial 20 years later, but such a trial will probably
never happen now. The cost, time, and effort of seeking
FDA approval for any Class III device is so high now, that
HFJV may never find its way back into an adult ICU in
the United States.
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What Is the Outlook for HFV in the Future?

The HFVs evolved as people discovered problems with
trying to replicate breathing in compromised patients.
Unlike conventional ventilation, HFV is designed to facil-
itate gas exchange rather than mimic how people breathe
normally. The differences between HFV and CV have led to
creative solutions for many of the problems that investi-
gators set out to solve, but they have also created their own
problems.

It was discovered how HFVs can ventilate much more
effectively than CV, and in the process, it was discovered
how hypocapnia can lead to severe cerebral injury in pre-
mature infants.

The HFV still uses positive pressure where we create
negative pressure to draw gas into the lungs. So, the
problems related to use of ET tubes and its bypassing
the normal humidification system of the body (i.e., the
nose) are still there.

The HFV uses much smaller tidal volumes than CV,
so the damage we have come to call volutrauma has
lessened. In the process, it was discovered that more mean
airway pressure or PEEP is required to keep sick lungs
open while they are being ventilated. Then it was dis-
covered that the new problems were associated with too
much pressure in the thorax interfering with cardiac
output.

So, HFVs do not solve all the problems, and they require
increased vigilance to avoid creating new problems. How-
ever, the basic differences between HFV and CV provide a
very reliable alternative to CV in circumstances where
those differences are critical to survival.

The HFV tidal volumes are minimally affected by lung
compliance and maximally affected by airway resistance
when they are delivered via a jet nozzle. Therefore, in lung
disorders where these conditions dictate treatment success
or failure, wise users of HFVs have been very successful.
When HFV users are not adequately trained or aware of
the differences in HFV gas distribution caused by lung
pathophysiology, success can be elusive.

Premature infants with RDS represent a large popula-
tion with the potential of leading long and rich lives if they
survive their first months of life with undamaged or even
minimally damaged lungs and brains. Many randomized
controlled trials have demonstrated the potential of HFVs
to help these infants realize that potential.

The tens of thousands of adults who succumb to ARDS
every year also have the potential of increased survival
with less morbidity thanks to HFVs. These patients, when
successfully treated with an HFV, will be considered res-
cued from a well-recognized disorder with a chronically
high mortality rate.

Given the skill and training needed to master HFVs,
their use may be considered risky indefinitely. As HFVs
and associated monitoring equipment become better
designed to help their users optimize assisted ventilation,
HFV use should increase and evolve into earlier, more
prophylactic applications to prevent lung injury. The HFVs
are inherently a kinder, gentler form of mechanical venti-
lation. Hopefully, their true potential will someday be
realized.
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INTRODUCTION

Natural synovial joints, such as hips, are remarkable
bearings in engineering terms. They can transmit a large
dynamic load of several times bodyweight during steady-
state walking, yet with minimal friction and wear achieved
through effective lubrication and with little maintenance.
However, diseases such as osteoarthritis and rheumatoid
arthritis or trauma sometimes necessitate the replacement
of these natural bearings. Artificial hip joints replace the
damaged natural bearing material, articular cartilage. As
a result, pain in the joint is relieved and joint mobility and
functions are restored. Total hip joint replacement has
been considered as one of the greatest successes in ortho-
paedic surgery in the last century in improving the quality
of life of the patients. Currently, > 1 million hip joints are
replaced worldwide each year, with ever increasing use of
these devices in a wider range of patients.

The majority of current artificial hip joints consist of an
ultrahigh molecular weight polyethylene (UHMWPE) acet-
abular cup against a metallic or ceramic femoral head as
illustrated in Fig. 1. These devices can generally last 10–15
years in the body without too many problems. However,
after this period of implantation, loosening of prosthetic
components becomes the major clinical problem. It is now
generally accepted that the loosening is caused by the
osteolysis as a result of biological reactions to particulate
wear debris mainly released from the articulating surfaces.
Therefore, one of the main strategies to avoid the loosening
problem and to extend the clinical life of the hip prosthesis
is to minimize wear and wear particles. Application of
tribology, defined as ‘‘the branch of science and technology
concerned with interacting surfaces in relative motion and

with associated matters (as friction, wear, lubrication, and
the design of bearings’’ (Oxford English Dictionary), to
biological systems (biotribology) such as artificial hip
joints, can play an important role in this process. Coupled
tribological studies of friction, wear and lubrication of the
bearing surfaces, and biological studies of wear debris-
induced adverse reactions become necessary.

HISTORICAL DEVELOPMENT

Early History: Hemiarthroplasty, Interposition Arthroplasty,
and Total Hip Replacement

The first recognizable ball and socket joint was reported in
Germany by Professor Gluck in 1890 in a dog with an ivory
ball and socket hip joint. This did not gain popular support
for use in humans until Hey Groves in Bristol reported his
ivory hemiarthroplasty for fractured neck of femur in 1926.
Attempts to use metal at this stage were unsuccessful. A
significant breakthrough came in 1923. It began with a
chance observation that a piece of glass left in an indivi-
dual’s back for 1 year stimulated a fibrous tissue and fluid
producing reaction. It formed a fluid-filled synovial sac
(Smith Peterson 1948). Smith Peterson went on to insert
a glass cup-shaped mould between the surfaces of an
ankylosed hip. Although the glass broke, at the time of
its removal the acetabulum and the head of the femur were
found to be covered with a smooth lining of fibrous tissue.
Over the next few years a number of different materials
were used including Viscaloid, Pyrex, Bakelite, and finally
Vitallium (chromium–cobalt–molybdenum alloy) in 1938.
This material worked well and was used for � 1000 inter-
position arthroplasties at Massachusetts General Hospital
alone over the next 10 years. It remained the standard
treatment for hip arthritis until the advent of total hip
replacement.

Charnley Era

Jean and Robert Judet reported their use of a replace-
ment femoral head made of poly (methyl methacrylate)
(PMMA). Although the prosthesis failed, it survived
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Figure 1. A typical Charnley hip prosthesis consisting of an
UHMWPE acetabular cup against either a metallic (stainless
steel) or a ceramic (alumina) femoral head.



long enough to squeak within the human body. It was this
squeaking prosthesis that set Charnley on his quest for
a low friction-bearing surface. He began with Teflon in
1958 and throughout the 1950s Charnley experimented
with two thin cups of Teflon, one in the acetabulum and
one over a reshaped femoral head. They failed within a
year due to loosening of the cup and avascular necrosis of
the femoral head. He abandoned this surface replacement
for an endoprosthesis and as the acetabular cups wore
through Charnley sought better wearing materials. He
moved to high density PE and later to UHMWPE.

Low Friction Arthroplasty. Charnley began his cemented
total hip replacement era with a large femoral head
(Moore’s hemiarthroplasties). He argued that distributing
the load over a large area of contact would decrease wear.
However, after loosening of these large head components,
he began working on the low frictional torque prosthesis,
which reduced the torque at the cement-bone and prosthe-
sis interfaces. He achieved this by reducing the diameter of
the femoral head from � 41 to 22 mm. In this way, Charn-
ley developed his prosthesis of a 22 mm head on a metal
stem, UHMWPE cup and PMMA cement. Charnley hips
still have a survival today of > 90% at 10 years (1).

There continues to be debate as to the cause of up to 10%
failures of Charnley hips. Early belief that it was due to the
cement and cement particles led to the development of
uncemented prostheses. Concern that the production of
PE particles was producing bone lysis, led to the develop-
ment of alternative bearing surfaces, for example, ceramics
that wear less than metal against PE, and metal-on-metal
prostheses, which produce lower volumes of wear debris.
Impingement of the femoral prosthesis on the cup leading
to loosening led to the narrowing of the neck of the femoral
component and the use of cut away angle bore sockets.
Concern about access of fluid to the femoral cement–
prosthesis interface and subsequently to the cement–bone
interface through cement deficiencies, with the production
of osteolysis, have led some manufacturers to produce
polished femoral stems. These self-locking tapers prevent
fluid flowing between the cement and the femoral stem.
The debate continues. It can be difficult to separate the
improvements in surgical techniques that have improved
the clinical results from the effect of modification and
changes in materials used to produce joint replacements.

Current Developments

There is currently much interest in reducing the trauma of
the surgery itself. These include surgical techniques of
minimal incision surgery with the skin wound < 8 cm
and a more conservative approach to femoral bone use
at the time of surgery. Surface replacement has returned
with ‘‘better’’ metal-on-metal surfaces, and a short-
stemmed Judet type of metaphyseal fix femoral prosthesis
is also available. Hydroxyapatite as a method of component
fixation is also gaining popularity. The current short-term
results of these techniques are interesting, and may lead to
significant benefits especially for the younger patient in the
future. However, the proof will only come from long-term
clinical results that are not yet available.

JOINT ANATOMY AND ENVIRONMENT

The bearing material in the natural hip joint is articular
cartilage, firmly attached to the underlying bone. Articular
cartilage is an extremely complex material, consisting of
both fluid (interstitial water) and solid (primarily collagen
and proteoglycan) phases. Such a biphasic or poroelastic
feature determines the time-dependent deformation of
articular cartilage, and largely governs the lubrication
mechanism of the natural hip joint. The lubricant present
in the natural hip joint is synovial fluid, which is similar to
blood plasma with hyaluronic acid added and becomes
periprosthetic synovial fluid after total hip replacement.
Rheological studies of these biological lubricants have
shown shear-thinning characteristics, particularly at low
shear rates and for the joint fluid taken from diseased or
replaced joints (2).

The load experienced in the hip joint during steady-state
walking varies both in direction and magnitude. The max-
imum load can reach five times bodyweight during the stance
phase after heel-strike and is largely reduced in the swing
phase after the toe-off. On the other hand, the speed is
relatively low, particularly in the stance phase and during
the motion reversal. However, the hip contact force can be
substantially increased under other conditions. For example,
the hip contact force has been reported to be 5.8 times
bodyweight up a ramp, 6.6 times up and down stairs, and
7.6 times on fast level walking at a speed of 2.01 m 	 s�1 (3).

CURRENT BEARING SURFACES

Biomaterials used for current artificial hip joints include
UHMWPE, stainless steel, cobalt chromium alloy (CoCr),
and ceramics (alumina and zirconia). A number of combi-
nations for the bearing surfaces using these materials have
been introduced since 1950s in order to minimize wear and
wear particle generation. These can generally be classified
as soft-on-hard and hard-on-hard as summarized in
Table 1.

Two main parameters that govern the tribology of the
articulating surfaces are geometrical and mechanical prop-
erties. The geometrical parameters of the bearing surfaces
are the diameters of the acetabular cup (Dcup) and the
femoral head (Dhead). The size of the hip prosthesis is
usually characterized by its diameter, which is important
for both clinical and tribological considerations, such as
stability, dislocation, and sliding distance. In addition to
size, the diametral mismatch or clearance between the
cup and the head (d¼Dcup�Dhead) is also important,
particularly for hard-on-hard bearing surfaces. From a
tribological point of view, these geometric parameters
can often be approximated as a single equivalent diameter
(D) defined as

D ¼ ðDheadDcupÞ
d

ð1Þ

Typical values of equivalent diameter used in current
hip prostheses are summarized in Table 2. In addition,
geometric deviations from perfectly spherical surfaces,
such as nonsphericity and surface toughness, are also very
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important factors in determining the tribological perfor-
mance of the prosthesis.

The mechanical properties of the bearing surfaces are
also important tribological determinants. Typical values of
elastic modulus and Poisson’s ratio are given in Table 3 for
the biomaterials used in artificial hip joints. Other para-
meters, such as hardness, particularly in the soft-on-hard
combinations, are also important, in that the hard surface
should be resistant to third-body abrasion to minimize the
consequences of polymeric wear.

COUPLED TRIBOLOGICAL AND BIOLOGICAL
METHODOLOGY

The vast majority of studies to evaluate the wear perfor-
mance of hip prostheses have simply measured the volu-
metric wear rate (6–8). There are very few groups who have
also investigated the characteristics of the wear particles
generated in in vitro simulations (9–11). The cellular
response to prosthetic wear particles, and thus the func-
tional biological activity of implant materials, is complex
and is dependent not only on the wear volume, but also the
mass distribution of particles as a function of size, their
concentration, morphology, and chemistry (see the section,
Biological Response of Wear Debris).

During the latter 1990s, methods were developed for the
isolation and characterization of UHMWPE particles from

retrieved tissues and serum lubricants from simulators
that allow discrimination between the particles generated
in different patient samples and from different types of
polyethylene tested in vitro (12–18). The basis of this
method is to determine the mass distribution of the par-
ticles as a function of size. Determination of the number
distribution as a function of size fails to discriminate
between samples since the vast majority of the number
of particles are invariably in the smallest size range detect-
able by the resolution of the imaging equipment.

In our laboratories we have pioneered cell culture stu-
dies with clinically relevant UHMWPE wear particles
generated in experimental wear simulation systems oper-
ated under aseptic conditions (17–21). These studies have
been extended to cell culture studies of clinically relevant
metal (22), ceramic (23), and bone cement wear particles
(24,25).

By combining volumetric wear determinations in hip
joint simulations with experiments to determine the direct
biological activity of the particles generated, we have
developed novel methodologies to evaluate the functional
biocompatibility of different materials used in prosthetic
joint bearings. The functional biocompatibility can be
used as a preclinical estimate of the in vivo performance
of the material under test compared to historical materi-
als. We have adopted two different approaches to deter-
mining functional biocompatibility. Our choice of method
is dependent on the bearing material and the type of
prosthesis.

The first approach is indirect, but can be applied to all
materials and devices. It utilizes data obtained from the
direct culture of UHMWPE wear particles in three differ-
ent size ranges: 0.1–1, 1–10, and > 10 mm at different
volumetric concentrations with human peripheral blood
macrophages. Measurements of the biological activity for
unit volumes of particles in the different size ranges are
generated (20). The use of TNF-a as a determinant is
justified since, in our experience the major cytokines con-
cerned in osteolysis (TNF-a, IL-1, IL-6, GM-csf) all show
the same pattern of response to clinically relevant wear
particles (19–21). By using our methods to determine the
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Table 1. Typical Biomaterials and Combinations for the Bearing Surfaces of Current Artificial Hip Joint Replacements

Acetabular Cup

Soft Hard

Femoral Head (Hard) UHMWPE Cross-linked UHMWPE Polyurethane CoCr Alumina

Stainless Steel H H
CoCr H H H H
Alumina H H H H H
Zirconia H H H H

Table 2. Typical Geometric Parameters of Various Bearing Couples for Artificial Hip Jointsa

Bearing Couples Femoral Head Diameter, mm Diametral Clearance, mm Equivalent Diameter, m

UHMWPE-on-metal 28 (22–40) 300 (160–1000) 2.6 (1.0–5.0)
Metal-on-metal 28 (28–60) 60 (60–300) �10
Ceramic-on-ceramic 28 (28–36) 80 (20–80) �10

aSee Ref. 4.

Table 3. Typical Mechanical Properties in Terms of Elastic
Modulus and Poisson’s Ratio of the Bearing Materials
for Artificial Hip Jointsa

Bearing Materials Elastic Modulus, GPa Poisson’s Ratio

UHMWPE 0.5–1. 0.4
Cross-Linked UHMWPE 0.2–1.2a 0.4
Stainless steel 210 0.3
CoCr 230 0.3
Zirconia 210 0.26
Alumina 380 0.26

aSee Ref. 5.



volumetric concentration of particles generated in simula-
tions as a function of size (see above), it is then possible to
integrate the volume concentration and biological activity
function to produce a relative index of specific biological
activity (SBA) per unit volume of wear. The functional
biological activity (FBA) has been defined as the product
of volumetric wear and SBA (26). This has allowed us to
compare the functional biological activity of different types
of PE in hip joint simulators (27) and different types of
bearing materials (23).

The second approach is to directly culture wear debris
from wear simulators with primary macrophages. For
metal and ceramic particles, we can directly culture wear
particles from standard simulation systems after isolation,
sterilisation, and removal of endotoxin by heat treatments
(23). However, for PE this is not feasible since the heat
treatment at elevated temperature required to remove
endotoxin cannot be applied. For these materials, we have
developed a sterile endotoxin free multidirectional wear
simulator in which wear particles are generated in macro-
phage tissue culture medium. While this does not test whole
joints, it allows the application of different kinematics to
represent the hip and the knee. The advantage of this
approach is that all the wear products are directly cultured
with the cells, and there is no risk of modification during the
isolation procedure. This method has recently been used to
compare the biological reactivity of particles from PEs of
different molecular weights and different levels of cross-
linking. Higher molecular weight of GUR 1050 and higher
levels of cross-linking of both GUR 1020 and 1050 produced
particles that were more biologically reactive (18).

Tribology of Bearing Surfaces

Tribological studies of the bearing surfaces of artificial hip
joints include friction, wear, and lubrication, which have
been shown to mainly depend on the lubrication regimes
involved. There are three lubrication regimes: boundary,
fluid-film, and mixed. In the boundary lubrication regime,
a significant asperity contact is experienced, and conse-
quently both friction and wear are high. In the fluid film
lubrication regime, where the two bearing surfaces are
completely separated by a continuous lubricant, minimal
friction and wear is expected. The mixed-lubrication
regime consists of both fluid film lubricated and boundary
contact regions. Friction and lubrication studies are
usually performed to understand the wear mechanism
involved in artificial hip joints. However, friction forces
may be important in determining the stresses experienced
at the interface between the implant and the cement bone
(28) as well as temperature rise (29).

Friction in artificial hip joints is usually measured in a
pendulum-like simulator with a dynamic load in the ver-
tical direction and a reciprocating rotation in the horizon-
tal direction. The coefficient of friction is usually expressed
as a friction factor defined as

m ¼ T

wðdhead=2Þ ð2Þ

where T is the measured friction torque and w is the
load.

The measured coefficient of friction in a particular hip
prosthesis itself can generally reveal the nature of the
lubrication regime, since each mechanism is associated
with broad ranges of the coefficient of friction. The varia-
tion in the coefficient of friction against a Sommerfeld
number defined as, S ¼ ðhudhead=wÞ, where is viscosity
and u velocity, can further indicate the lubrication regime.
If the measured friction factors remain constant, fall or
increase as the Sommerfeld number is increased, the asso-
ciated modes of lubrication are boundary, mixed, or fluid-
film, respectively (30).

Lubrication studies of artificial hip joints are generally
carried out using both experimental and theoretical
approaches. The experimental measurement is usually
involved with the detection of the separation between the
two bearing surfaces using a simple resistivity technique.
A large resistance would imply a thick lubricant film,
while a small resistance is attributed to the direct surface
contact. Such a technique is directly applicable to metal-
on-metal bearings as well as UHMWPE-on-metal and
ceramic-on-ceramic bearings if appropriate coatings are
used (31,32). The theoretical analysis is generally involved
with the solution to the Reynolds equation, together with
the elasticity equation subjected to the dynamic load and
speed experienced during walking. The predicted film thick-
ness (hmin) is then compared with the average surface
roughness (Ra) using the following simple criterion.

l ¼ hmin

½Ra2
head þ Ra2

cup�
1=2

ð3Þ

The lubrication regime is then classified as fluid film, mixed,
or boundary if the predicted ratio is > 3, between 1 and 3, or
< 1, respectively.

Wear of artificial hip joints has been investigated exten-
sively, due to its direct relevance to biological reactions and
clinical problems of osteolysis and loosening. Volumetric
wear and wear particles can be measured using the follow-
ing machines, among others:

� Pin-on-disk machines.

� Pin-on-plate machines.

� Joint simulators.

A unidirectional sliding motion is usually used in the
pin-on-disc machine, and the reciprocating motion is added
to the pin-on-plate machine. Both of these machines are
used to screen potential bearing materials under well
controlled, and often simplified conditions. Generally, it
is necessary to introduce additional motion in order to
produce a multidirectional motion. The next stage of wear
testing is usually carried out in joint simulators with a
varied degree of complexity of the 3D loading and motion
patterns experienced by hip joints, while immersing the
test joints in a lubricant deemed to be physically and
chemically similar to synovial fluid. Wear can be evaluated
by either dimensional or gravimetric means.

Contact mechanics analysis is often performed to pre-
dict the contact stresses within the prosthetic components
and to compare with the strength of the material. However,
other predicted contact parameters such as the contact
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area and the contact pressure at the bearing surfaces have
been found to be particularly useful in providing insights
into friction, wear, and lubrication mechanisms. Contact
mechanics can be investigated either experimentally using
pressure-sensitive film and sensors, or theoretically using
the finite element method.

Biological Response of Wear Debris

Our current understanding of the mechanisms of wear
particle-induced osteolysis has developed from > 30 years
experience with UHMWPE-on-metal. The major factor
limiting the longevity of initially well-fixed UHMWPE total
joint replacements is osteolysis resulting in late aseptic
loosening (33). There is extremely strong evidence from
in vivo and in vitro studies that osteolysis is a UHMWPE
particle related phenomenon.

Following total hip arthroplasty, a pseudocapsule forms
around the joint and this may have a pseudosynovial
lining. A fibrous interfacial tissue may also form at the
bone–cement or bone–prosthesis interface that is normally
thin with few vessels or cells (34–36). At revision surgery
for aseptic loosening, the fibrous membrane is thickened,
highly vascularized, and contains a heavy infiltrate of
UHMWPE-laden macrophages and multinucleated giant
cells (37,38). There is a correlation between the number of
macrophagesandthevolumeofUHMWPEweardebris inthe
tissues adjacent to areas of aggressive osteolysis (39–45).
Analyses of interfacial membranes have demonstrated the
presence of a multitude of mediators of inflammation includ-
ing cytokines that may directly influence osteoclastic bone
resorption:-TNF-a (46), IL-1b (47), IL-6 (48),andM-CSF(49).
There is a direct relationship between the particle concen-
tration andthe duration the implant, andthere are billionsof
particles generated per gram of tissue (9,15,50,51). Osteoly-
sis is likely to occur when the threshold of particles exceeds
1� 1010/g of tissue (45). Each milligram of PE wear has been
estimated to generate 1.3� 1010 particles (15).

The UHMWPE particles isolated from retrieved tissues
vary in size and morphology, from large platelet-like par-
ticles, up to 250 mm in length, fibrils, shreds, and sub-
micrometer globule-shaped spheroids 0.1–0.5 mm in
diameter (15,52–54). The vast majority of the numbers
of particles are the globular spheroids and the mode of
the frequency distribution is invariably 0.1–0.5 mm,
although the larger particles may account for a high pro-
portion of the total volume of wear debris. Analysis of the
mass distribution as a function of size is therefore neces-
sary to discriminate between patient samples (15,55).

UHMWPE wear particles generated in vitro in hip joint
simulators have a larger proportion of the mass of particles
in the 0.01–1 mm sized range than those isolated from
periprosthetic tissues (27,55). This may indicate that
in vivo, the smaller particles are disseminated more widely
away from the implant site. Recently, improvements to
particle imaging techniques have revealed nanometer
sized UHMWPE particles generated in hip joint simula-
tors. These particles have yet to be identified in vivo. These
nanometer size particles account for the greatest number of
particles generated, but a negligible proportion of the total
volume (18).

Studies of the response of macrophages to clinically
relevant, endotoxin-free polyethylene particles in vitro
have clearly demonstrated that particle stimulated macro-
phages elaborate a range of potentially osteolytic media-
tors (IL-1, IL-6, TNF-a, GM-CSF, PGE2) and bone
resorbing activity (19–21,56–58). Induction of bone resorb-
ing activity in particle stimulated macrophage superna-
tants has been shown to be critically dependent on particle
size and concentration with particles in the 0.1–1.0 mm size
range at a volumetric concentration of 10–100 mm3/cell
being the most biologically reactive (19,56). The impor-
tance of UHMWPE particle size has also been demon-
strated in animal studies (59). These findings have
enabled the preclinical prediction of the functional biolo-
gical activity of different polyethylenes by analysis of the
wear rate and mass distribution of the particles as a function
of particle size (26,27). For a review of the biology of osteo-
lysis, the reader is referred to Ingham and Fisher (60).

In metal-on-metal bearings in the hip, an abundance of
small nanometer size particles are generated (61,62). It is
believed that the majority of metal debris is transported
away from the periprosthetic tissue. While only isolated
instances of local osteolysis have been found around metal-
on-metal hips, this is most commonly associated with high
concentrations of metal debris and tissue necrosis. In vitro
cell culture studies have shown that these nanometer size
metal particles are highly toxic to cells at relatively low
concentrations (22). These particles have a very limited
capacity to activate macrophages to produce osteolytic
cytokines at the volumes likely to be generated in vivo
(63), however, metal particles are not bioinert and concerns
exist regarding their potential genotoxicity (22).

Ceramic-on-ceramic prostheses have been shown to
have extremely low wear rates. Ceramic wear particles
generated in hip joint simulations under clinically relevant
conditions in the hip joint simulator (64) and in vivo (65)
have a bimodal size distribution with nanometer sized (5–
20 nm) and larger particles (0.2–> 10 mm). Alumina cera-
mic particles have been shown to be capable of inducing
osteolytic cytokine production by human mononuclear pha-
gocytes in vitro (23). However, the volumetric concentra-
tion of the particles needed to generate this response was
100–500 mm3/cell. Given the extremely low wear rates of
modern ceramic-on-ceramic bearings, even under severe
conditions, it is unlikely that this concentration will arise
in the periprosthetic tissues in vivo (60).

APPLICATIONS

UHMWPE-on-Metal and UHMWPE-on-Ceramic

The friction in UHMWPE hip joints has been measured
using a pendulum-type simulator with a flexionsol–exten-
sion motion and a dynamic vertical load. The friction factor
has been found to be generally in the range 0.02–0.06 for 28
mm diameter metal heads and UHMWPE cups (66),
broadly representative of mixed lubrication, and this has
been confirmed from the variation in the friction factor
with the Sommerfeld number. These experimental obser-
vations are broadly consistent with the theoretical predic-
tion of typical lubricant film thicknesses between 0.1 and
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0.2 mm and the average surface roughness of UHMWPE
bearing surface between 0.1 and 1 mm. Therefore, wear of
UHMWPE acetabular cups is largely governed by the
boundary lubrication mechanism. An increase in the
femoral head diameter can lead to an increase in sliding
distance and consequently wear (41). As a result, 28 mm
diameter femoral heads appear to be a better choice.
Furthermore, reducing the surface roughness of the metal-
lic femoral head or using harder alumina to resist third-
body abrasion and to maintain the smoothness is also very
important. For example, the wear factor in UHMWPE-on-
ceramic implants is generally 50% of that in UHMPWE-on-
metal (67). The introduction of cross-linked UHMWPE has
been shown to reduce wear significantly in simulator
studies. However, the degree of wear reduction appears
to depend on cross-linking, kinematics, counterface
roughness, and bovine serum concentration (68). It should
be pointed out that volumetric changes are often accom-
panied by morphology changes, which may have different
biological reactions as discussed below.

First, let us consider the effect of irradiation and cross-
linking on the osteolytic potential of UHMWPE bearings.
Historically, UHMWPE acetabular cups were gamma irra-
diated in air until it became clear that oxidative degenera-
tion of the PE was occurring. This oxidative damage was
caused by the release of free radicals, which produced
strand scission of the long PE chains. Research has indi-
cated that deterioration to important mechanical proper-
ties such as tensile strength, impact strength, toughness,
fatigue strength, and Young’s modulus occurs (12). These
time-dependent changes have been shown to affect the
volumetric wear of the UHMWPE and typical values are
in the region of 100 mm3/million cycles. In addition,
UHMWPE that had been gamma irradiated in air pro-
duced a greater volumetric concentration of wear particles
that were in the most biologically active size range, 0.1–
1 mm (46% of the wear volume compared to 24% for non-
irradiated UHMWPE). When the specific biological activity
(biological activity per unit volume of wear; SBA) of the
wear particles was calculated this gave an SBA that was
1.7-fold higher than the SBA of the nonirradiated material,
which translated into a functional biological activity (FBA),
which was 3.5-fold higher than the FBA of the nonirra-
diated material (Table 4).

Currently, UHMWPE is sterilized by gamma irradia-
tion (2.5– 4 Mrad) in an inert atmosphere. This material
undergoes partial cross-linking as a result of this proces-
sing, and is often referred to as moderately cross-linked
or stabilized PE. This material produces lower wear
rates than the nonirradiated UHMWPE, but has a higher

volumetric concentration of wear particles < 1 mm com-
pared to the nonirradiated material as shown in Table 4
(69). Consequently, the specific biological activity of the
wear particles is higher at 0.5 compared to 0.32 for the
nonirradiated material. However, as the wear volume is
substantially lower, the FBA value for the stabilized
UHMWPE is very similar to the nonirradiated material.

As the level of cross-linking increases, the wear volume
decreases (69). The highly cross-linked UHMWPE is GUR
1050, irradiated at 10 Mrad and remelted, and has very low
wear volumes at 8.6� 3.1 mm3/million cycles. However, as
can be seen from Table 4, 95% of the wear volume is
comprised of particles in the most biologically active size
range, leading to an extremely high SBA. However, as the
wear volume is significantly lower than the other
UHMWPEs, the FBA is one-half of those of the nonirra-
diated and stabilized materials (Table 4).

In addition, the wear particles from the cross-linked
materials have increased biological activity per unit
volume of wear (Fig. 2). A recent study by Ingram et al.
(18) has shown that when worn against a scratched coun-
terface, PE irradiated with 5 and 10 Mrad of gamma
irradiation produced higher volumetric concentrations of
wear particles in the 0.01–1.0 mm size range compared to
noncross-linked material. This increased volumetric con-
centration of wear particles in the 0.01–1.0 mm size range
meant that both cross-linked materials were able to sti-
mulate the release of elevated levels of TNF-a, an osteolytic
cytokine, at a 10-fold lower volumetric dose than the
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Table 4. Volumetric Wear Rate, % wear volume <1 mm, SBA, and FBA for Nonirradiated and Irradiated UHMWPEs
and Alumina Ceramic-on-Ceramic Hip Joint Prosthesesa

Material Volumetric Wear rate, mm3/106 cycles� 95% CL % Volume < 1 mm SBA FBA

Nonirradiated UHMWPE 50�8 23 0.32 16
Gamma in air UHMWPE, 2.5 Mrad GUR1120 49�9 46 0.55 55
Stabilized UHMWPE (2.5–4 Mrad) GUR1020 35�9 43 0.5 17.5
Highly cross-linked UHMWPE, 10 Mrad GUR1050 8.6�3.1 95 0.96 8
Alumina ceramic-on-ceramic (microseparation) 1.84�0.38 100 0.19 0.35

aSee Refs. 60,69.
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noncross-linked polyethylene (0.1 mm3 debris/cell com-
pared to 1–10 mm3 debris/cell). So, while the cross-linked
materials produced lower wear volumes, the particles pro-
duced from these materials were more reactive compared
to the noncross-linked PE.

However, when the same materials were worn against a
smooth counterface, analysis of the wear particles showed
that both cross-linked and noncross-linked PE produced
very high numbers of nanometer-sized wear particles. In
addition, the cross-linked and noncross-linked materials
produced similar low volumes of particles in the 0.1–
1.0 mm size range, which resulted in wear debris that
was only stimulatory a the highest volumetric dose of 50
mm3 debris/cell. This offers further explanation as to why
the FBA or osteolytic potential of the highly cross-linked
polyethylene’s are lower than the moderately cross-linked
and noncross-linked materials (Table 4).

Metal-on-Metal

The friction factor measured in metal-on-metal hip joints
with different sizes and clearances in simple pendulum
type machines is generally much higher than for
UHMWPE-on-metal articulations, in the range between
0.1 and 0.2, indicating a mixed-boundary lubrication
regime (66). However, the lubrication regime in metal-
on-metal bearings has been shown to be sensitive to the
surface roughness, loading and velocity, and design para-
meters (70–74). Consequently, different friction factors or
wear factors are possible. Therefore, it is important to
optimize the bearing system, in terms of the femoral head
diameter, the clearance and the structural support (75,76).
From a lubrication point of view, the femoral head dia-
meter is the most important geometric parameter, since it
is directly related to both the equivalent diameter defined
in Eq. 1 and the sliding velocity (70). If the lubrication
improvement is such that a fluid-film dominant lubrication
regime is present, the increase in the sliding distance
becomes unimportant. Such an advantage has been uti-
lized in large-diameter metal-on-metal hip resurfacing
prostheses (77). However, it should be pointed out that
the lubrication improvement in large-diameter metal-on-
metal hip resurfacing prostheses can only be realized with
adequate clearances (78). A too large clearance can reduce
the equivalent diameter, shifting the lubrication regime
toward mixed–boundary regions. In addition, the increase
in the sliding distance associated with the large diameter
means that the bedding-in wear becomes important. The
wear in optimised systems can be quite low, of the order of a
few millimeters cubed.

The biological activity in terms of osteolytic potential of
metal-on-metal hip prostheses is difficult to define. If
macrophages and fibroblasts are challenged with clinically
relevant cobalt chrome wear particles, there is some
release of the osteolytic cytokine TNF-a (Fig. 3), however,
this only takes place at very high levels of particulate load
(50 mm3 debris/cell), and the level of cytokine produced is
at lower levels compared to UHMWPE particles [see
Fig. 2(79)]. The predominant biological reaction is cyto-
toxicity or a reduction in cell viability (Fig. 4). Macrophage
and fibroblast cell viability is significantly reduced when

challenged with 50 or 5 mm3 debris/cell (22). The specific
biological activity of metal wear particles is difficult to
assess as the cells may release cytokines, such as TNF-a
as a consequence of cell death. In addition, the high levels
of particulate load required to stimulate cytokine release
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may only be achieved in vivo if a pairing is particularly
high wearing.

Ceramic-on-Ceramic

The friction factor in ceramic-on-ceramic hip implants is
quite low, particularly when the nonbiological type lubri-
cant is used (66). However, when biological lubricants such
as bovine serum are tested, the friction factor can be quite
high due to the complex interactions with proteins. The
wear under normal ideal conditions is low, but can be
increased substantially under adverse conditions such as
microseparation (80). Despite this, the wear in ceramic-on-
ceramic hip implants is generally the lowest among current
hip prostheses available clinically.

The introduction of microseparation conditions into the
in vitro simulation model replicates clinically relevant
wear rates, wear patterns, and wear particles. Alumina
wear particles have a lower biological activity than
UHMWPE particles. A 10-fold higher concentration of
alumina wear particles is required to stimulate the release
of osteolytic cytokine TNF-a from macrophages compared
to UHMWPE wear particles (23). It is questionable
whether the volume of alumina wear particles will reach
this threshold in vivo given the extremely low wear rates of
ceramic-on-ceramic prostheses even under severe micro-
separation conditions. Consequently, alumina wear parti-
cles have a lower specific biological activity than
UHMWPE particles (Table 4). When this lower SBA is
integrated with the comparatively small volumetric wear
rates that are produced by ceramic-on-ceramic couples
compared to metal-on-polyethylene, a substantially lower
functional biological activity or osteolytic potential is pro-

duced (Table 4; Fig. 5). In fact, alumina ceramic-on-ceramic
couples produce a 20-fold lower FBA than the currently
used highly cross-linked UHMWPEs.

Summary

Typical values of friction factor, wear factor, and biological
reactions are summarized in Tables 5, 6, and 7 for various
hip implants with different bearing couples.

FUTURE DEVELOPMENTS

Cross-Linked Polyethylene

The introduction of highly cross-linked PE into clinical use
in the last 5 years has been extensive. Standard UHMWPE
is irradiated at high dose levels ( 5–10 Mrad), which
produces chain scission and cross-linking between the
molecular chains. Subsequent heating and remelting
recombines the free radicals producing a more stable mate-
rial (81). The additional cross-links provide improved wear
resistance, particularly during kinematic conditions with
high levels of cross-shear as found in the hip. A number of
early simulator studies showed no wear for these materials
(81), while other studies demonstrated measurable wear
(82). Initial clinical studies, however, do show penetration
and wear (83). Wear and surface cracking has been identi-
fied in a few isolated retrievals. The wear rates reported
more recently in simulator studies have been found to be in
the range 5–10 mm3/million cycles, which is four to five
times less than with conventional material (69). Recent
work has also shown that cross-linked PE produces a
greater proportion of smaller particles, per unit volume
of wear debris and has been found to be up to three times
more biologically active than conventional material (18).
This leads to a functional reduction in osteolytic potential
of about twofold compared to conventional PE. This
improvement in functional osteolytic potential may not
be sufficient for high demand patients, and in patients
who require large head sizes. In these patients, larger
diameter hard-on-hard, such as ceramic-on-ceramic or
metal-on-metal, may be a more appropriate bearing choice.

Ceramic-on-Metal Bearing

Currently used hard-on-hard bearings are comprised of
similar materials, such as alumina ceramic-on-ceramic or
metal-on-metal. When lubrication conditions are depleted,
like bearing materials can produce elevated adhesive fric-
tion and wear. The ceramic-on-metal hip was developed to
produce a deferential hardness hard bearing (84). Labora-
tory simulation studies have shown a reduction in wear of
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Figure 5. Predicted functional biological activity or osteolytic
potential of alumina ceramic-on-ceramic and highly cross-linked
UHMWPE-on-metal hip prostheses.

Table 5. Typical Friction Factors and Lubrication Regimes in Various Bearings for Hip Implantsa

Bearing Couples Friction Factor
Variation of Friction Factor Against

Increasing Sommerfeld Number
Indicated Lubrication

Regimes

UHMWPE-on-Metal 0.06–0.08 Constant/decreasing Boundary/mixed
Metal-on-metal 0.22–0.27 Decreasing Mixed
Ceramic-on-ceramic 0.002–0.2 Increasing Fluid-film/mixed

aSee Ref. 4.



up to 100-fold compared to metal on metal. The ceramic
head does not wear and remains smooth, improving lubri-
cation and reducing wear of the metallic cup. This new
concept is currently entering clinical trials.

Surface Replacement Bearings

There is considerable interest in surface replacement solu-
tions in the hip (85). In this approach, a large diameter
metallic shell is placed over the reamed femoral head,
preserving femoral bone stock, and this articulates against
a large diameter acetabular cup. Both cobalt chrome cast
and wrought alloys have been used in different bearing
designs. The larger diameter head improves lubrication
and reduces wear compared to smaller head sizes (70).
However, it is important to maintain a low radical clear-
ance between the components to ensure low bedding-in
wear (78,86,87). Surface replacement metal on metal
bearings are not suitable for all patients, due to the nature
of the femoral bone, but are currently used in � 10% of
patients receiving hip prostheses.

Surface Engineered Metal-on-Metal Bearings SUREHIP

Concerns still remain about wear particles in metal on
metal bearings and elevated metal ion levels. Surface
engineering solutions are an attractive option for reducing
wear and metal ion levels, and can be readily applied to
surface replacement hips. Recent research with thick
AEPVD chromium nitride and chromium carbon nitride
surface engineered coatings of thicknesses between 8 and
12 mm have shown a 30-fold reduction in wear and metal
ion levels (88,89). These coatings are now undergoing
product development in preparation for clinical studies.

Compliant Materials, Cushion Form Bearings

In recent years, the trend has been to move toward harder
bearing materials that wear less, and away from the lower
elastic modulus properties of articular cartilage. Compli-
ant materials such as polyurethane have been investigated
as bearing materials in acetabular cups. The cups have been
formed as a composite structure with a higher modulus
substrate to give structural support (90). The bearing has

shown improved lubrication and reduced wear compared to
conventional polyethylene bearings. However, concerns
remain about the long-term stability of these low modulus
materials. More recently an experimental polyurethane
surface replacement cup has been investigated (91).

Hemiarthroplasty and Hemisurface Replacements

Interest in more conservative bone preserving, and mini-
mally invasive surgery has generated renewed interest in
surgical treatments that replace only one side of the dis-
eased joint or potentially just the diseased surface itself. In
these scenarios, consideration has not only to be given to
the biomaterial replacing the degenerated tissue, but also
the function of the apposing articulating surface.

In the hip hemiarthroplasty using compliant materials
has just entered clinical trials, where the femoral head
covered with a layer of polyurethane articulates against
the natural cartilage in the acetabulum (http://www.im-
pliant.com/home/index.html). Future designs will focus on
full or partial replacement of the diseased cartilage on one
side of the joint.

SUMMARY

This article summarizes the biotribology of artificial hip
joints and development over the last four decades. Although
adequate solutions exist for the elderly less active patients
> 65 years old with average life expectances < 20 years,
considerable technological advances are required to meet
the demands and improved performance of younger
patients. Recent moves toward large diameter heads to give
greater function, stability and range of motion are placing
greater demands on tribological performances and increas-
ing use of the hard-on-hard bearings.

Nomenclature

d Diametral clearance

D Dearing diameter or equivalent diameter defined in
Eq. 1

FBA Functional biological activity
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Table 6. Typical Volumetric and Linear Wear Rates for Different Bearings for Hip Implantsa

Bearing Couples Volumetric Wear Rate, mm3/million cycles Linear Wear Rate, mm/million cycles

UHMWPE-on-metal 30–100 100–300
UHMWPE-on-ceramic 15–50 50–150
Metal-on-metal 0.1–1 2–20
Ceramic-on-ceramic 0.05–1 1–20

aSee Ref. 4.

Table 7. Typical Particle Sizes and Biological Responses in Different Bearings for Hip Implantsa

Bearing Couples Dominant Particle Diameters, mm Biological Responses

UHMWPE-on-metal/ceramic UHMWPE, 0.01–1 Macrophages/osteoclasts/osteolysis
Metal-on-metal Metallic, 0.02–0.1 Low osteolysis, cytotoxicity
Ceramic-on-ceramic Ceramic, 0.01–0.02 Bioinert, low cytotoxicity

Ceramic, 0.1–10 Macrophages/osteoclasts/osteolysis

aSee Ref. 69.



hmin Minimum lubricant film thickness

PMMA Poly(methyl methacrylate)

Ra Average surface roughness

S Summerfeld number

SBA Specific biological activity

T Frictional torque

u Siding velocity

UHMWPE Ultrahigh molecular weight polyethylene

w Load

h Viscosity

l Ratio defined in Eq.3

m Frictional factor defined in Eq. 2

Subscripts:

Head Femoral head

Cup Acetabular cup
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INTRODUCTION

The increase in the size of the elderly population and the
importance of preventing life-related diseases, such as
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cancer, hypertension, and diabetes, all emphasize the
importance of home healthcare. Generally, the purpose
of home healthcare is to reduce the distance the patient
must travel to receive care and to reduce the number of
hospital admissions.

The devices used in home healthcare must be simple to
use, safe, inexpensive, and noninvasive or minimum inva-
sive so that they excessively disturb normal daily activities.
Recent developments in home healthcare devices meet
most of these specifications, but some still pose a problem
in that they disturb the activities of normal daily life and
the effectiveness of some other devices in monitoring par-
ticular health-related parameters has been questioned.

The requirements for the devices used in home health-
care depend on both their purpose and the subject’s con-
dition. Monitoring vital signs, such as heart rate, blood
pressure, and respiration, is routinely done for elderly
individuals and for patients with chronic disease or who
are under terminal care. These cases require simple, non-
invasive monitors. When patients are discharged from the
hospital and continue to need these parameters monitored
at home, the devices used are essentially no different from
those used in the hospital.

For health management and the prevention of disease,
an automatic health monitoring system has been consid-
ered. The onset of lifestyle-related diseases, such as hyper-
tension, arteriosclerosis, and diabetes, is highly correlated
with daily activities, such as physical exercise, including
walking, as well as other habits, such as sleep and smoking.
To prevent such diseases, daily monitoring will be impor-
tant for achieving healthy living and improving the quality
of life. Although the monitoring of daily activities is not
well established in evidenced-based health research, there
have been many attempts at installing sensors and trans-
ducers and monitoring daily life at home.

Evidenced-based health research directed at finding
correlations between daily activity monitoring and the
onset of disease, and identifying risk factors, is a major
subject of epidemiology. In general, large population stu-
dies of daily living activities, including daily food intake,
based on the history using interviews or questionnaires are
required. If an automatic monitoring system can be
applied, more reliable and objective data can be obtained.

Recently, many new home healthcare devices have been
developed because many individuals have become moti-
vated to maintain their health. This article discusses
recently developed homecare devices, as well as expected
laboratory-based devices.

BLOOD PRESSURE

Blood pressure is one of the most important physiological
parameters to monitor. Blood pressure varies consider-
ably throughout the day and frequent blood pressure
monitoring is required in many home healthcare situa-
tions. Usually, a blood pressure reading just before the
patient wakes in the morning is required. The success of
home blood pressure readings is highly dependent on the
patient’s motivation. Blood pressure readings at home are
also recommended because many patients have elevated

blood pressure readings in a clinical setting, the so-called
‘‘white-coat hypertension’’.

Medical doctors and nurses usually measure blood pres-
sure using the auscultatory method as shown in Fig. 1, in
which a pressure cuff is attached to the upper arm and
inflated to compress the brachial artery to a value above
the systolic pressure. Then, the cuff is gradually deflated
while listening to the Korotkoff sounds though a stetho-
scope placed on the brachial artery distal to the cuff. The
systolic and diastolic pressures are determined by reading
the manometer when the sounds begin and end, respec-
tively. However, this technique requires skill and it is
difficult to measure blood pressure on some obese indivi-
duals using this method.

For home blood pressure monitoring, convenient auto-
matic devices have been developed and are commercially
available. The measurement sites are the upper arm, wrist,
and finger.

The most common method is to attach the cuff to the
upper arm, and the systolic and diastolic pressures are
determined automatically (Fig. 2). The cuff is inflated by an
electric pump and deflated by a pressure-released valve. To
determine the pressures, two different methods are used:
Korotkoff sounds and an oscillometric method.

A microphone installed beneath the cuff detects the
Korotkoff sounds and when the systolic and diastolic pres-
sures are detected, a pressure sensor measures the obtained
sounds and pressure at the critical points. The advantage of
this method is that this measurement principle follows the
standard auscultatory method. When the cuff is attached
correctly, a reliable reading can be obtained.

The size of the cuff is important. The cuff should accu-
rately transmit pressure down to the tissue surrounding
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Figure 1. The standard blood pressure monitor. The device inc-
ludes an inflatable cuff, a manometer, and a stethoscope. The
bladder is inflated until the cuff compresses the artery in the arm;
since no blood passes, the stethoscope detects no noise. Then, the cuff
is deflated slowly, blood passes though the artery again, and the
stethoscope perceives a noise, which is defined as the systolic pres-
sure. The cuff continues to deflate and finally the stethoscope per-
ceives no noise, defined as the diastolic pressure.



the brachial artery. A narrow cuff results in a larger error
in pressure transmission. The effect of cuff size on blood
pressure accuracy for the Korotkoff method has been stu-
died experimentally (1).

The oscillometric method detects the pulsatile compo-
nents of the cuff pressure as shown in Fig. 3. When the cuff
pressure is reduced slowly, pulses appear in the systolic
pressure and the amplitude of the pulses increases and
then decreases again. The amplitude of these pulses is
always maximal when the cuff pressure equals the mean
arterial pressure. However, it is difficult to determine the
diastolic pressure from the signal measured from the

cuff pressure. In general, the diastolic pressure is deter-
mined indirectly in commercial devices. One simple
method that is often used is to calculate the diastolic
pressure from the mean arterial pressure and systolic
pressure (2). Several algorithms for this calculation have
been used in commercial blood pressure monitors. The
oscillometric method can only measure the cuff pressure.

Blood pressure measurement is not restricted to the
upper arm. It is possible to measure blood pressure at the
wrist and on a finger. However, if the measurement site is
changed from the upper arm, the errors due to gravita-
tional force and the peripheral condition increase. Wrist-
type blood pressure monitors are now common in home use
(Fig. 4).

Home blood pressure monitors are tested for accuracy
against two protocols: the Association for the Advancement
of Medical Instruments (AAMI) and the International
Protocol of the European Society of Hypertension. Reports
of the accuracy of home blood pressure monitors have been
published (3). In addition, a 24 h home blood pressure
monitor has been evaluated (4).

A home blood pressure monitor using the pulse wave
transit time has also been studied. The principle used in this
approach is that the arterial pulse wave transit time
depends on the elasticity of the arterial vessel wall and
the elasticity depends on the arterial pressure. Therefore,
arterial pressure affects the pulse wave transit time. How-
ever, vascular elasticity is also affected by vasomotor activ-
ities, which depend on external circumstances; so this
method is not reliable. Even so, with intermittent calibra-
tion we can estimate the blood pressure from the pulse wave
transit time (5). The pulse wave transit time can be non-
invasively determined from the arrival time of the arterial
pulse at the beginning of cardiac contraction, which is
determined from the QRS complex in an electrocardiogram.

ELECTROCARDIOGRAM

The electrocardiogram (ECG) gives important cardiac infor-
mation. Recording the ECG at home can assist physicians
to make a diagnosis. When monitoring the ECG at home
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Figure 2. Automatic blood pressure monitor using both auscul-
tatory and oscillometric methods.

Figure 3. Principle of the oscillometric method. The pulsations
induced by the artery differ when the artery is compressed. Initi-
ally, no pulsation occurs, and then the pulsation starts. As the
pressure decreases in the cuff, the oscillation becomes more sig-
nificant, until the maximum amplitude of the oscillations defines
the average blood pressure. Then, the oscillations decrease with
the cuff pressure until they disappear.

Figure 4. Wrist-type home blood pressure monitor. The measure-
ment site is the wrist and during the measurement, the wrist must
be at heart level.



during either recovery from an acute disease or when the
patient has a chronic disease, long-term recording is essen-
tial in order to detect rarely occurring abnormalities.

The Holter ECG recorder as shown in Fig. 5, has been
widely used. It is a portable recorder that records the ECG
on two or more channels for 24 or 48 h, on either an
ordinary audiocassette tape or in a digital memory, such
as solid-state flash memory. Most Holter recorders are
lightweight, typically weighing 300 g or less, including
the battery. The ECG must be recorded on the chest and
electrodes need to be attached by clinical staff. A physician
should also be available to monitor the ECG. Aside from
these limitations, the Holter recorder can be used without
obstructing a patient’s daily life.

There are some special ECG recordings that can be
taken in the home. The ECG can be recorded automatically
during sleep and bathing.

In bed, the ECG can be recorded from a pillow and
sheets or beneath the leg using electroconductive textiles
(Fig. 6) (6). Since the contact between the textile electrodes
and the skin is not always secure, large artifacts occur with
body movements. In our estimation, 70–80% of ECGs dur-
ing sleep can be monitored.

The ECG can also be recorded while bathing. If electro-
des are installed on the inside wall of the bathtub as shown
in Fig. 7, an ECG can be recorded through the water (7,8).
The amplitude of the ECG signal depends on the conduc-
tivity of the tap water. If the conductivity is high, the water
makes a short circuit with the body, which serves as the
voltage source, and consequently the amplitude is reduced.
If the water conductivity is low, however, the signal ampli-
tude remains at levels similar to those taken on the skin
surface. Fortunately, the electrical conductivity of ordinary
tap water is on the order of 10�2 S�m�1, which is within the
acceptable range for measurement using a conventional
ECG amplifier. However, such an ECG signal cannot be
used for diagnostic purposes because of the attenuation of
the signal at lower frequencies.

HEART AND PULSE RATES

The heart rate (HR) is a simple indicator of cardiac function
during daily life and exercise. The HR is the number of

contractions of the heart per minute, and the pulse rate is
defined as the number of arterial pulses per minute.
Usually, both rates are the same. When there is an
arrhythmia, some contractions of the heart do not produce
effective ejection of blood into the arteries and this gives a
lower pulse rate.
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Figure 5. Holter ECG recorder. The Holter recorder is used for
24 h ECG monitoring and a digital Holter recorder is commonly
used.

Figure 6. The ECG recorded from the bed. Electrodes are placed
on the pillow and the lower part of the bed. An ECG signal can be
obtained during sleep.

Figure 7. The ECG recorded from a bathtub. Silver–silver chlor-
ide electrodes are placed in the bathtub and the ECG signal can be
obtained though the water.



The heart rate can be determined by counting the QRS
complexes in an ECG or measuring the R–R interval when
the cardiac rhythm is regular. In patients with an arrhyth-
mia, the ECG waveforms are abnormal, and in this case
detection algorithms with filtering are used. For accurate
heart rate monitoring, electrodes are attached to the chest.
Instead of surface electrodes, a chest strap is also available
(Polar, Lake Success, NY)

The pulse rate can be obtained by detecting the arterial
pulses using a photoplethysmograph, mechanical force
measurements, vibration measurements, or an impedance
plethysmograph. In photoplethysmograpy, the change in
light absorption caused by the pulsatile change in the
arterial volume in the tissue is detected. To monitor the
pulse rate using photoplethysmography, the finger is com-
monly used. Light sources with wavelengths in the infra-
red (IR) region � 800 nm are adequate for this purpose,
because tissue absorbance is low and the absorbance of
hemoglobin at this wavelength does not change with
oxygen saturation.

The pulse oximeter, described below, can monitor both
oxygen saturation and pulse rate. The pulsatile component
of light absorption is detected and the pulse rate can be
determined from the signal directly. The ring-type pulse
oximeter is the most commonly used type of pulse oximeter.

A wristwatch type pulse rate meter is also available. It
consists of a reflection-type photoplethysmograph. To mea-
sure pulse rate, the subject puts their fingertip on the
sensor. A flashing icon on the display indicates a detected
pulse, and the rate is displayed within 5 s.

The pulse rate can also be monitored in bed. In this case,
the pulse rate is obtained directly from an electroconduc-
tive sheet. Vibration of the bed is detected by a thin flexible
electric film (BioMatt, Deinze, Belgium) or an air mattress
with a pneumatic sensor. In either case, the pulse rate is
obtained through signal processing.

BODY TEMPERATURE

Body temperature has been checked at home for many
years to detect fever. Frequent body temperature measure-
ments are required for homecare in many chronic diseases.
Basal body temperature measurement is also required
when monitoring the menstrual cycle.

Stand-alone mercury-in-glass clinical thermometers
have long been used both in clinical practice and at home,
although they have recently been replaced by electronic
thermometers because mercury contamination can occur
if they are broken (Fig. 8). The ordinary electronic clinical
thermometer uses a thermistor as a temperature sensor.
The body temperature is displayed digitally. There are
two types of clinical thermometer: the prediction and
the real-time type. The real-time type waits until a stable
temperature value is obtained. The prediction type
attempts to predict the steady-state temperature using
an algorithm involving exponential interpolation. The
response time of a real-time electronic thermometer is
3 min and the response time of a prediction-type electronic
thermometer is < 1 min, when both are placed in the
mouth.

The tympanic thermometer as shown in Fig. 9, has
become popular for monitoring the body temperature in
children and the elderly because of its fast response. The
device operates on the principle of IR radiation. The sensor
is either a thermopile or pyroelectric sensor and is installed
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Figure 8. The electric thermometer contains a thermistor. Both
predicting and real-time types are sold.

Figure 9. The tympanic thermometer. Either a thermopile or a
pyroelectric sensor is used as the temperature sensor. This device
has a faster response than an electric thermometer.



near the probe tip, as shown in Fig. 10. The probe tip is
inserted into the auditory canal and the radiation from the
tympanic membrane and surrounding tissue is detected.
The tympanic temperature is close to the deep body tem-
perature and the measurement can be made within a few
seconds. Many studies have shown that when used prop-
erly, a tympanic thermometry is very accurate. However,
IR tympanic thermometers produced measurements that
were both less accurate and less reproducible when used
by nurses who routinely used them in clinical practice
(9,10).

A strip thermometer is sometimes used to monitor an
acute fever. It is designed to be used once only and then dis-
carded. It contains strips of thermosensitive liquid crystal
that change color to indicate skin temperature, not body
temperature. The color change is nonreversible. The
strip is placed on the forehead and then read after
1 min. If a strip thermometer shows a high temperature,
one should recheck the temperature with another type of
thermometer.

BODY FAT

Body composition and body fat have both been proposed as
indicators of the risk of chronic disease.

Body fat percentage is the proportion of fat in a person’s
body. Excess body fat was previously determined by mea-
suring weight and comparing that value with height. Body
fat is not always visible and cannot be measured on an
ordinary scale. Obesity, which indicates a high degree of
excess body fat, has been linked to high blood pressure,
heart disease, diabetes, cancer, and other disabling condi-
tions. To estimate the percentage of body fat, it is com-
monly derived from body density. The following equation
gives an estimate of body density (D), which is then con-
verted into the percent body fat (%BF) using the Siri
equation:

%BF ¼ ð495=DÞ � 450

Body density, measured by weighting an individual
while immersed in a tank of water, is based on Archimedes’
principle and is a standard technique. However, this is not

a convenient method for measurement in the home. Body
volume can be determined from the air volume in an air-
tight chamber with the body inside by measuring the
compliance of the air in the chamber (Bod Pod, Life Mea-
surement Instruments, Concord, CA).

Body fat scales use the bioelectrical impedance analy-
sis (BIA) technique. This method measures body composi-
tion using four electrodes, in which a constant alternating
current (ac) of 50–100 kHz and 0.1–1 mA is applied
between the outer electrode pair, and the alternating
voltage developed between the inner electrode pair is
detected (Fig. 11). Alternating current is applied between
the toes of both feet, and the voltage developed between the
electrodes at both feet is detected. The current passes freely
through the fluids contained in muscle tissue, but encoun-
ters difficulty–resistance when it passes through fat tissue.
This means that electrical impedance is different in differ-
ent body tissues. This resistance of the fat tissue to the
current is called bioelectrical impedance, and is accurately
measured by body fat scales. Using a person’s height and
weight, the scales can then compute the body fat percen-
tage. Recently, new commercial BIA instruments, such as
the body segmental BIA analyzer, multifrequency BIA
analyzer, lower body BIA analyzer, upper body BIA ana-
lyzer, and laboratory-designed BIA analyzers, have greatly
expended the utility of this method (11). However, body
composition differs by gender and race. Nevertheless, the
impedance technique is highly reproducible for estimating
the lean body mass (12).
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Figure 10. The principle of the tympanic thermometer. The sen-
sor tip is inserted into the ear canal and the thermal distribution of
tympanum is measured.

Figure 11. A scale with bioelectrical impedance analysis. This is a
simple version of body impedance analysis using leg-to-leg bioim-
pedance analysis. The precision electronic scale has two footpad
electrodes incorporated into its platform. The measurement is
taken while the subject’s bare feet are on the electrodes. The body
fat percentage can be obtained from equations based on weight,
height, and gender.



The use of near-IR spectral data to determine body
composition has also been studied (13). Basic data suggest
that the absorption spectra of fat and lean tissues differ.
The FUTREX-5000 (Zelcore, Hagerstown, MD) illumi-
nates the body with near-IR light at very precise wave-
lengths (938 and 948 nm). Body fat absorbs the light,
while lean body mass reflects the light. The intensity of
back-scattered light is measured. This measurement pro-
vides an estimation of the distribution of body fat and lean
body mass.

BLOOD COMPONENTS

In a typical clinical examination, the analysis of blood
components is important. Medical laboratory generally
use automatic blood analyzers for blood analysis. Usually,
an invasive method is required to obtain a blood sample.
Therefore, in a home healthcare setting, the monitoring
and analysis of blood is uncommon, except for diabetic
patients. In this section, we focus on the blood glucose
monitor.

There are several commercial home blood glucose moni-
tors. Self-monitoring of blood glucose (SMBG) is recom-
mended for all people with diabetes, especially for those
who take insulin. The role of SMBG has not been defined
for people with stable type 2 diabetes treated with diet only.
As a general rule, the American Diabetes Association
(ADA) recommends that most patients with type 1 diabetes
test glucose three or more times daily. Blood glucose is
commonly measured at home using a glucose meter and a
drop of blood taken from the finger (Fig. 12). A lancet
device, which contains a steel needle that is pushed into
the skin by a small spring, is used to obtain a blood sample.
A small amount of blood is drawn into the lumen of the
needle. The needle diameter is from 0.3 (30 G) to 0.8 (21 G)
mm. In addition, laser lancing devices, which use a laser
beam to produce a small hole by vaporizing the skin tissue,
are available.

Once a small amount of blood is obtained, blood glucose
can be analyzed using either a test strip or a glucose meter.

The blood glucose level can be estimated approximately by
matching the color of the strip to a color chart. In electro-
chemical glucose meters for homecare, a drop of blood of
10mL or less is placed in the sensor chip. The blood glucose
is measured by an enzyme-based biosensor. Most glucose
meters can read glucose levels over a broad range of values,
from as low as 0 to as high as 600 mg�dL. Since the range
differs among meters, it is important to interpret very high
or low values carefully. Glucose readings are not linear
over their entire range.

Home blood glucose meters measure the glucose in
whole blood, while most lab tests measure the glucose in
plasma. Glucose levels in plasma are generally 10–15%
higher than glucose measurements in whole blood (and
this difference is even larger after a person has eaten).
Many commercial meters now give results as the ‘‘plasma
equivalent’’. This allows patients to compare their glucose
measurements from lab tests with the values taken at
home.

Minimally invasive and noninvasive blood glucose mea-
surement devices are also sold. One of these uses near-IR
spectroscopy to measure glucose. It is painless. There are
increasing numbers of reports in the scientific literature on
the challenges, strengths, and weaknesses of this and other
new approaches to testing glucose without fingersticks
(14,15).

The U.S. Food and Drug Administration (FDA) has
approved minimally invasive meters and noninvasive
glucose meters, but neither of these should replace stan-
dard glucose testing. They are used to obtain additional
glucose values between fingerstick tests. Both devices
require daily calibration using standard fingerstick glu-
cose measurements.

The MiniMed system (Medtronic, Minneapolis, MN)
consists of a small plastic catheter (a very small tube)
inserted just under the skin. The catheter collects small
amounts of liquid, which are passed through a biosensor to
measure the amount of glucose present. The MiniMed is
intended for occasional use and to discover trends in glu-
cose levels during the day. Since it does not give readings
for individual tests, it cannot be used for typical day-to-day

HOME HEALTH CARE DEVICES 531

Figure 12. Glucose meter. This is used for self-
monitoring blood glucose. The blood is taken from
the fingertip and analyzed using a test strip.



monitoring. The device collects measurements over a 72 h
period and then the stored values must be downloaded by
the patient or healthcare provider.

GlucoWatch (Cygnus, Redwood City, CA) is worn on the
arm like a wristwatch (Fig. 13). It pulls small amounts of
interstitial fluid from the skin by iontophoresis and mea-
sures the glucose in the fluid without puncturing the skin.
The device requires 3 h to warm up after it is put on the
wrist. After this, it can measure glucose up to three times
per hour for 12 h. The GlucoWatch displays results that can
be read by the wearer, although like the MiniMed device,
these readings are not meant to be used as replacements
for fingerstick-based tests. The results are meant to show
trends and patterns in glucose levels, rather than report
any one result alone. It is useful for detecting and evaluating
episodes of hyperglycemia and hypoglycemia. However, the
values obtained must be confirmed by tests with a standard
glucose meter before any corrective action is taken.

An elevated cholesterol level is one of the most impor-
tant risk factors for coronary heart diseases. For home
healthcare, a blood cholesterol test device is available. The
test requires that a few drops of blood obtained from a
finger stick sample be applied to the cholesterol strip,
which contains cholesterol esterase and cholesterol oxidize.
Total cholesterol, that is, the sum of free and esterified
cholesterol, can be accurately and conveniently measured
enzymatically using cholesterol oxidize and cholesterol
esterase. The total amount of cholesterol is measured,
and the results are obtained in 3–15 min.

URINE COMPONENTS

The analysis of urine components provides important diag-
nostic information for clinicians. Urine glucose and ketones

indicate diabetes and urine protein indicates kidney dis-
ease. However, the only tool available for such testing is the
urine test strip. A urine test can be done using a test strip
without pain or discomfort. No fully automatic urine test
system available, but there have been some attempts to
monitor urine components at home with minimum distur-
bance. The instrument shown in Fig. 14 has been devel-
oped. It can be installed in the toilet and measures the
urine glucose after a button is pushed (TOTO, Tokyo). The
urine collector protrudes, collects urine automatically from
the urine stream, and analyzes urine glucose within 1 min
using an enzyme glucose sensor. The sensor must be
replaced every 4 months and a calibration solution must
be replenished every 3 months. This system is useful for
monitoring the urine glucose level in diabetic patients.

BODY WEIGHT

Body weight monitored at home is an essential parameter
for health management. To use body weight for health
management, data must be taken regularly and stored.
A digital scale connected to a laptop computer, together
with temperature and blood pressure monitors, and a bed-
sensor system has been developed (16).

A device to weigh the body automatically for health
monitoring based on measurements on the toilet seat
has been developed (17). A precision load cell system
was installed in the floor of the toilet, and the seat was
supported so that the weight on the seat was transferred to
the load cell. This system also allows the measurement of
urine and feces volume, urine flow rate, and the number
and times of urination and evacuation.

For health management, the body mass index is com-
monly used. This is defined as the weight divided by the
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Figure 13. Glucowatch device (1) and principle of iontophoresis (2). This device provides non-
invasive monitoring of glucose and uses reverse iontophoresis to extract glucose from the skin to
monitor glucose. A low electric current is applied, which draws interstitial fluid through the skin.
The glucose in this fluid is collected in a gel. A chemical process occurs, which generates an electrical
signal that is converted into a glucose measurement.



square of the height. Excess body weight increases the risk
of death from cardiovascular disease and other causes in
adults between 30 and 74 years of age. The relative risk
associated with greater body weight is higher among
younger subjects (18).

NUTRITION

To prevent cardiac disease, diabetes, and some cancers, it is
important to control body weight. The most accurate
method that currently exists is to weigh foods before they
are eaten. Like many other methods, however, this method
can be inaccurate, time-consuming, and expensive. There
are two basic ways to monitor nutrition. One is to monitor
food intake.

Food consumed is photographed using a digital camera
and the intake calories are calculated from the photo-
graphs (19,20). Digital photography and direct visual esti-
mation methods, estimates of the portion sizes for food
selection, plate waste, and food intake are all highly cor-
related with weighed foods.

The resting metabolism rate (RMR) is an important
parameter for controlling body weight. The RMR repre-

sents the calories the body burns in order to maintain vital
body functions (heart rate, brain function, and breathing).
It equals the number of calories a person would burn if they
were awake, but at rest all day. The RMR can represent up
to 75% of a person’s total metabolism if they are inactive or
lead a sedentary lifestyle. Since the RMR accounts for up to
75% of the total calories we need each day, it is a critical
piece of information for establishing appropriate daily
calorie needs, whether one is trying to lose or maintain
weight. Most healthcare and fitness professionals recog-
nize that metabolism is affected by a variety of character-
istics, such as fever, illness, high fitness, obesity, and active
weight loss. When managing a subject’s nutritional needs
and calorie requirements, knowledge of their RMR is cri-
tical. Since metabolism differs individually, estimating the
RMR value can lead to errors, and inaccurate calorie
budgets. Consequently, individuals can be unsuccessful
at reaching their personal goals, due to over- or under-
eating. As technology advances, professionals must reas-
sess their practices. Caloric needs are assessed most accu-
rately by measuring oxygen consumption and determining
individual metabolism. Oxygen consumption estimates are
obtained from the oxygen gas concentration and flow. Since
it usually requires wearing a mask or mouthpiece, this
measurement is difficult for some individuals. The Body-
Gem and MedGem (HealtheTech, Golden, CO) are devices
that provide information vital for determining a persona-
lized calorie budget, based on individual metabolism
(Fig. 15). The BodyGem and MedGem consist of an ultra-
sound flow meter and fluorescence oxygen sensor with a
blue LED excitation source, but the measurements are
limited to an RMR monitor only. The RMR has been
mentioned in the text.

We can also estimate the body’s energy consumption
from heat flow and acceleration measurements taken while
an individual exercises (Body Media inc. Pittsburg, PA).
For diabetes control, a pedometer with an accelerometer
has been used and the energy consumption estimated
using several algorithms.
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Figure 14. Urine glucose monitor installed in the toilet. A small
nozzle collects urine and then a biosensor analyzes urine glucose
automatically.

Figure 15. A simple oxygen-uptake monitor. The subject wears
the mask and a small ultrasonic flow meter measures the respira-
tory volume and a fluorescence oxygen monitor measures the
oxygen concentration. This device is only used for measuring basal
metabolism.



DAILY ACTIVITY

From the standpoint of health management, both the
physical and mental health of an individual are reflected
in their daily physical activities. The amount of daily
physical activity can be estimated from the number of
walking steps in a day, which are measured by a pedometer
attached to the belt or waistband. To improve physical
fitness 10,000 steps per day or more are recommended.
For more precise measurement of physical activity, an
accelerometer has been used. Behavior patterns, such as
changes in posture and walking or running can be classi-
fied. The metabolic rate can be estimated from body
acceleration patterns. The algorithms for calculating
energy consumption differ for different pedometers. Each
manufacturer has a different algorithm, and these have
not been made public. However, the energy is likely
evaluated using total body weight and walking time
(21). This measurement requires attaching a device to
the body, and requires continual motivation. An acceler-
ometer equipped with a global positioning sensor has been
developed and can monitor the distance and speed of daily
activity (22).

There have been attempts to monitor daily activities at
home without attaching any devices to the body. Infrared
sensors can be installed in a house to detect the IR radia-
tion from the body so that the presence or absence of a
subject can be monitored, to estimate the daily activity at
home, at least when the subject is living alone.

Other simple sensors, such as photointerrupters, elec-
tric touch sensors, and magnetic switches, can also be used
to detect activities of daily living (23–25). The use of room
lights, air conditioning, water taps, and electric appliances,
such as a refrigerator, TV, or microwave oven, can be
detected and used as information related to daily living.
Habits and health conditions have correlated with these
data to some extent, but further studies are required to give
stronger evidence of correlations between sensor output
and daily health conditions.

SLEEP

Sleep maintains the body’s health. Unfortunately, in most
modern industrial countries the process of sleep is dis-
turbed by many factors, including psychological stress,
noise, sleeping room temperature, and the general envir-
onment surrounding the bedroom. Insufficient sleep and
poor sleeping habits can lead to insomnia. Another sleep
problem is sleep apnea syndrome. In the laboratory, sleep
studies aimed at the diagnosis of sleep apnea syndrome
include polysomnography (PSG), electroencephalography
(EEG), ECG, electromyography (EMG) pulse oximetry, and
require chest and abdomen impedance belts. In the home,
simple devices are required to evaluate sleep to determine
if more detailed laboratory tests are needed.

A physical activity monitor actigraph (AMI, Ardsley,
NY) can be used as a sleep detector. It is easy to wear and
detects the acceleration of the wrist using a piezoelectric
sensor. The wrist acceleration recorded by the actigraph
accurately showed when the wearer was asleep (26).

Body movements during sleep can be measured without
attaching sensors and transducers to the body using a
pressure-sensitive sheet (BioMatt, VTT Electronics, Tam-
pere, Finland). It consists of a 50mm thick pressure- sen-
sitive film, which can be installed under the mattress. This
film is quite sensitive and not only detects body motions,
but also respiration and heart rate. Therefore, it can be
used as a sleep monitor for detecting insomnia and sleep
disorders and as a patient monitor for detecting sleep
apnea, heart dysfunctions, and even coughing and teeth
grinding (27–29).

Body motion during sleep can also be monitored using a
thermistor array installed on the bed surface at the waist
or thigh level (30,31). The changes in temperatures show
the body movement and sleep condition.

RESPIRATION THERAPY AND OXYGEN THERAPY

Respiration is the function of gas exchange between the air
and blood in the body, and it consists of ventilation of the
lung and gas transfer between the alveolar air and the
blood in the pulmonary circulatory system. Lung ventila-
tion can be monitored by either measuring the flow rate of
the ventilated air or the volume change of the lung. Gas
transfer is monitored by arterial blood oxygenation. Fre-
quent respiratory monitoring is required for respiratory
therapy at home.

Furthermore, many individuals have developed breath-
ing difficulties as a consequence of increasing pollution,
combined with an aging population.

For therapy, we use two types of respiration aid. One is
for respiration related to cellular gas exchange. The other
is for breathing difficulty, such as sleep apnea.

Reparatory therapy is included in the training of
individuals involved in rehabilitation after thoracoabdo-
minal surgery, in paraplegic or quadriplegic patients,
and for patients requiring some form of mechanical venti-
lation. The fundamental parameters that must be moni-
tored are the respiratory rate, respiratory amplitude, and
respiratory resistance. Respiratory amplitude can be mon-
itored using either airflow or lung movement.

For continuous monitoring of respiration in a home
setting, it is inconvenient to use a mask or mouthpiece.
Lung ventilation can be estimated by practice and from
abdominal displacement. Inductance plethysmography
has been used (32,33). This consists of two elastic bands
placed at the rib cage and abdomen. Each band contains a
zigzag coil and the inductance of this coil changes with its
cross-sectional area. This system, Respitrace (Non-
Invasive Monitoring Systems, North Bay Village, FL),
gives the changes in volume of the rib cage and abdomen,
tidal volume, and breathing rate. Respitrace was rated as
the best noninvasive technology for the diagnosis of sleep-
related breathing disorders by the American Academy of
Sleep Medicine Task Force (1999).

Oxygen therapy, intermittent positive pressure breath-
ing (IPPB) therapy, and respiratory assistance using a
respirator can also be performed at home. In these situa-
tions, the arterial blood oxygenation must be monitored.
Actually, there is a change in optical absorbance on the
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venous side that reflects changes in intrathoracic pressure
due to breathing. Blood oxygenation is commonly moni-
tored using a pulse oximeter, which can measure the
oxygen saturation of arterial blood noninvasively from
the light that is transmitted through a finger (Fig. 16).

The pulse oximeter is based on the principle that the
pulsatile component in the transmitted light intensity is
caused by the changes in the absorption of arterial blood in
the light path while the absorption of the venous blood and
tissue remains unchanged. The absorption spectrum of the
blood changes with oxygen saturation, so the oxygen
saturation of the arterial blood can be determined from
the time-varying spectral components in the transmitted
light. The oximeter contains two light-emitting diodes
(LEDs), which emit light at two different wavelengths,
and a photodiode to detect absorption changes at the two
different wavelengths (Fig. 17). The measuring site is
usually at a finger. However, a probe with a cable can
sometimes disrupt the activities of daily life. A reflection-
type probe that can be attached to any part of the body
might be more convenient. Unfortunately, reflection-type
probes are less reliable than transmission probes (34).
A finger-clip probe without a cable (Onyx, Nonin Medical,
Plymouth, MN) and a ring-type probe (35) are also
available.

Recent advanced home healthcare devices are reviewed.
These devices can be used effectively, not only for the
elderly, but also for the middle-aged population and to
establish home healthcare and telecare. Telecare and tele-
medicine are now popular for monitoring patients with
chronic diseases and elderly people who live alone. The
devices are placed in their homes and the data are trans-
mitted to the hospital or a healthcare provider, who can
check their clients’ condition once every 12–24 h. Success-

ful application has been reported for oxygen therapy and
respiratory therapy.

We have solved several problems for more practical use.
The major problems are the standardization of these
devices and the agreement between medical use and home
healthcare. Standardization of monitoring is important.
For example, the principle of body impedance analysis
differs for each manufacturer. Therefore, the values differ
for different devices. This confuses customers, who then
think that the devices are not reliable; hence, nobody uses
such devices. There are similar problems with pedometers.
Pedometers use either a mechanical pendulum or an accel-
erometer. The manufacturers should mention their limita-
tions and reliability briefly, although most customers find
this information difficult to understand.

The next problem is more serious. Some home health-
care devices have not been approved by health organiza-
tions, such as the FDA. For blood pressure monitors, a
physician still needs to measure blood pressure during
clinical practice even if the subject measures blood pres-
sure at home. If the home healthcare device was suffi-
ciently reliable, the physician would be able to trust the
blood pressure values. Both researchers and members of
industry must consider ways to solve this problem in the
near future. There are additional social problems, such as
insurance coverage of home healthcare devices, costs,
handling, and interface design. The development of home
heathcare devices must also consider the psychological and
environmental factors that affect users. In the future,
preventative medicine will play an important role in med-
ical diagnosis. Hopefully, more sophisticated, high quality
home healthcare devices will be developed. Technology
must solve the remaining problems in order to provide
people with good devices.
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Figure 16. Pulse oximeter. A pulse oximeter is a
simple noninvasive method of monitoring the per-
centage of hemoglobin (Hb) saturated with oxygen. It
consists of a probe attached to the subject’s finger.
The device displays the percentage of Hb with oxy-
gen together with an audible signal for each pulse
beat and the calculated heart rate.
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Figure 17. The principle of the oximeter. Hemoglo-
bin absorbs light and the amount depends on whe-
ther it is saturated with oxygen. The absorption at
two wavelengths (650 and 805 nm) is measured and
used to calculate the proportion of hemoglobin that is
oxygenated.
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INTRODUCTION

The human factors issues related to the use and design of
medical devices has experienced significant paradigm
shifts since this topic was addressed > 20 years ago (1).
Not only has the technology innovation of the Internet
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vastly affected how medical professionals both gather and
report information, but also standards are now more easily
established. In addition, technology in the healthcare
industry has concomitantly made significant advances.
The evolving characteristics of legal liability with medical
devices have also changed. Concurrently, the skill and
sophistication of users with computer-aided systems has
significantly improved with more tolerance and acceptance
of automation. The computer and microprocessor-based
medical devices are now the pervasive means of humans
dealing with mechanical–electrical systems. First, it is
important to define the term Human Factors within the
context of medical devices and biomedical engineering. The
phrase human factors can be broadly characterized as the
application of the scientific knowledge of human capabil-
ities and limitations to the design of systems and equip-
ment to generate products with the most efficient, safe,
effective, and reliable operation. A modern expression to
describe a systematic procedure to evaluate risk when
humans use medical devices is termed human factors
engineering (2). The U.S Food and Drug Administration
(FDA) is a strong proponent of the use of human factors
engineering to manage risk, in particular with application
to medical devices. The responsibility of the FDA is to
guarantee the safety and efficacy of drugs and medical
devices. Since, in the United States, the FDA is one of the
leading authorities on medical standards, it is worthwhile
to review (3,4) their interpretation on how human factors
studies should be conducted with medical device use as
perceived by this group. Other U.S. government organiza-
tions, such as the National Institute of Health (NIH) (5) and
the Agency for Health Care Research and Quality (6), also
offer their perspective on the application of human factors
studies with respect to the manipulation of medical devices.
Other sources of government information are found at
(7–12). Also available online are a number of legal sources
(13–15) related to injury issues and instrumentation
affiliated with healthcare and how they perceive the rele-
vance of human factors engineering. In these sources, there
is a strong influence on how human factors procedures have
some bearing on liability, abuse, misuse, and other trouble-
some issues associated with medical devices (16).

From an historical perspective, in the late 1980s,
data collected by the FDA demonstrated that almost
one-half of all medical device recalls resulted from design
flaws. In 1990, the U.S. Congress passed the Safe Medical
Devices Act, giving the FDA the ability to mandate good
manufacturing practices. These practices involve design
controls for manufacturers to use human factors engineer-
ing principles within medical device design.

In this article, we initially discuss human factors as
defined by the FDA followed by three classic case studies.
The ramifications of legal issues are then presented. Con-
current good human factors methods are then described,
followed by some key topic areas including alarms, label-
ing, automation, and reporting. Future issues regarding
human factors and medical devices are subsequently
offered with conclusions and future directions of this field
depicted.

First, it is instructive to review the present state of
affairs on how the FDA defines human factors engineering

within the context of when humans interact with medical
devices. The term human factors engineering is a per-
suasive term in the literature describing present FDA
standards.

A HUMAN FACTORS ENGINEERING PERSPECTIVE
FROM THE FDA

The goal of the FDA is to promote medical device designers
to develop highly reliable devices. Human factors engineer-
ing is a phrase used to help understand and optimize how
people employ and interact with technology. A host of
literature describes human factors engineering in many
eclectic areas (17–30). When medical devices fail or mal-
function, this impacts patients, family members, and pro-
fessional healthcare providers. A common term used to
characterize the potential source of harm is a hazard. A
hazard may arise in the use of a medical device due to the
inherent risk of medical treatment, from device failures
(malfunctions) and also from device use. Figure 1, from the
FDA, displays possible sources of device failure hazards
that impact the human factors issues in medical devices.
Figure 1 may be deceptive in the presumption that equal
hazards exist between use related and device failure. More
correctly (3,4) the use contribution to the total medical
devices hazards may far exceed those from the device
failures. In fact, from an Institute of Medicine report
(31), as many as 98,000 people die in any given year from
medical errors that occur in hospitals. This is more than
the number who die from motor vehicle accidents, breast
cancer, or acquired immune deficiency syndrome (AIDS). A
proportion of these errors may not directly be attributed to
the medical device itself; however, the importance of incor-
porating human factors engineering principles into the
early design and use of these important interfaces is a
key concern. It is instructive to examine the two major
types of errors (hazards) in Fig. 1 and how they are
delineated. Risk analysis will refer to managing the forms
of risks to be described herein. After the hazards are first
clarified, the goal is for the hazards to be mitigated
or controlled by modifying the device user interface (e.g.,
control or display characteristics, logic of operation, label-
ing) or the background of the users employing the device
(training, limiting the use to qualified users). The power in
the human factors approach is to help identify, understand,
and address use-related problems as well as the original
design problem with the physical device itself prior to its
acceptance in the workplace of the healthcare professional.
Some institutions have now developed in-house usability
laboratories, in order to rigorously test any medical device
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before utilization. It is worthwhile to first elaborate on use
related hazards as they are relevant in this area.

Use-Related Hazards

Addressing the hazards related to device use, the essential
components include (1) device users (patient, caregiver,
physician, family member, etc.); (2) typical and atypical
device use; (3) characteristics of the environment for the
application of the medical device; and (4) the interaction
between users, devices, and use environments.

Figure 2 portrays an abstraction on all possible uses for
a medical device.

Device Failure Hazards

When understanding hazards from the perspective of risk
analysis, it is common to consider the following classes of
hazards as they pertain to device design: (1) chemical
hazards (e.g., toxic chemicals); (2) mechanical hazards
(e.g., kinetic or potential energy from a moving object);
(3) thermal hazards (high temperature components); (4)
electrical hazards (electric shock, electromagnetic inter-
ference); (5) radiation hazards (ionizing and nonionizing);
and (6) biological hazards (allergic reactions, bioincompat-
ibility, and infection).

In an effort to address good human factors design when
dealing with medical devices, it is instructive to now dis-
cuss three classic misadventures in the medical device
arena when human factors procedures could have been
modified to preclude untoward events. One usually thinks
of medical errors occurring, for example, in surgery (wrong
site surgery), as the amputation of the wrong appendage
(32,33) or from chemotherapy overdoses (34). In 2005, it is
now a common practice, in holding areas before surgery, for
the surgeon and medical team to discuss with the patient
the impending surgery and to have the patient mark on his
body precisely where the surgery will be performed with a
magic marker. This procedure assures the patient that no
confusion may occur as a function of a patient mix-up, after
the patient is under anesthesia. Three examples are now
presented of untoward events that could have been pre-
vented with improved human factors use methodologies.
In the final analysis, the enemy of safety is complexity,
which appears in these case studies. Complex systems fail
because of the contribution of multiple small failures, each
individual failure may be insufficient to cause an accident,
but in combination, the results may be tragic.

EXAMPLES OF CASE STUDIES WHERE HUMAN FACTORS
ISSUES ARISE

It is worthwhile to examine a few classic case studies
where human factors procedures interacting with medical
devices needed to be reevaluated. It is emphasized that
the errors described herein may not be attributed to any
one person or system. Rather, the complex interaction of
humans with poorly defined procedures involving certain
medical devices has given rise to events, which were not
planned or expected. However, with a more structured
interaction of humans with these systems, improved
results could be obtained. The reference by Geddes (35)
provides many interesting examples where enhanced
human factors planning would have prevented errors in
medical treatment.

Case Study 1 from Ref. 35 and Reported in the South African
Cape Times (1996)

‘‘For several months, our nurses have been baffled to find a
dead patient in the same bed every Friday morning’’ a
spokeswoman for the Pelonomi Hospital (Free State, South
Africa) told reporters. ‘‘There was no apparent cause for
any of the deaths, and extensive checks on the air con-
ditioning system, and a search for possible bacterial infec-
tion, failed to reveal any clues.’’

Although device failure could cause such deaths, why
they occurred on Fridays is difficult to understand? The
Cape Times later reported:

It seems that every Friday morning a cleaner woman would
enter the ward, remove the plug that powered the patient’s
life support system, plug her floor polisher into the vacant
socket and then go about her business. When she had
finished her chores, she would then replug the life support
machine and leave, unaware that the patient was now dead.
She could not, after all, hear the screams and eventual
death rattle over the shirring of her polisher.
‘‘We are sorry, and have sent a strong letter to the cleaner in
question. Further, the Free State Health and Welfare
Department is arranging for an electrician to fit an extra
socket, so there should be no repetition of this incident. The
inquiry is now closed.’’

This example emphasizes that when unplanned influ-
ences or events interact with medical device operation,
tragic results may occur. In a later section, we describe
several human factors procedures and techniques that are
now designed to help preclude these types of untoward
events.

In Ref. 36, a second example shows how important
(delicate) care is requisite to providing appropriate inter-
action of humans with medical devices.

Case Study 2 from Ref. 36

Besides putting patients at high risk for injury, clinicians
who use a device they are not familiar with are placing
themselves in legal jeopardy. The case of Chin vs. St.
Barnabos Medical Center (160 NJ 454 [NJ 1999]) illustrates
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this point. A patient died after gas inadvertently was
pumped into her uterus during a diagnostic hysteroscopy.
Evidence established that the two perioperative nurses
implicated in the case had no experience with the new
hysteroscope and used the wrong hook up for the procedure.
They connected the exhaust line to the outflow port. The
45-year-old patient died from a massive air embolism. It
was also discovered that the nurses never received any
education regarding the device. The manufacturer was
not found liable because records indicated that the device
did not malfunction or break. Damages in the amount of
$2 million were awarded to the plaintiff and apportioned
among the surgeon, nurses, and hospital. As discussed
in the sequel, new training methods have been developed
in the human factors area to preclude the occurrence of
events of this type.

The last case study deals with a poor interface design.
Usability Testing, to be discussed later, provides methods
to preclude some of these difficulties encountered.

Case Study 3 from Ref. 37

‘‘A 67 year-old man has ventricular tachycardia and
reaches the emergency room. Using a defibrillator, nothing
happens. The doctor suggests the nurse to start a fluid
bolus with normal saline. The nurse opens the IV tubing
wide open, but within minutes the patient starts seizing.
The nurse then realizes that the xylocaine drip instead of
the saline had been inadvertently turned up. The patient
is then stabilized and the nurse starts her paperwork. She
then realizes that the defibrillator was not set on the cardio
version, but rather on an unsynchronized defibrillation.
This is because the defibrillator she uses, every day, auto-
matically resets to the nonsynchronized mode after each
shock. The second shock must have been delivered at the
wrong time during the cardiac cycle, causing ventricular
fibrillation.’’ By performing a usability study as described
later, with better training, this type of event could have
been prevented.

The changing effect of legal influences also has had its
impact on human factor interactions of caregivers with
medical devices. It is worthwhile to briefly describe some of
these recent influences and how they impact on human
dealings with medical devices.

NEW LEGAL INFLUENCES THAT AFFECT HUMAN FACTORS

As mentioned previously in Refs. 13–15, there have been a
number of modifications in the legal system that affect how
humans now interact with medical devices. It is not unu-
sual in the year 2005 to hear prescription drugs advertised
on television or on the radio with a disclaimer near the end
of each commercial. The disclaimer lists major possible side
effects and warns the user to discuss the drug with their
physician. As the aging ‘‘baby boomers’’ of the post-World
War II era now require more and more medications, the
drug companies make major efforts and studies to ensure
that safe and effective drugs are delivered to an ever
increasing public audience. Experience from prior mis-
takes has significantly modified how the drug industry
must deal with a larger, and more highly informed, popu-

lation base. Some major modifications that occur involving
legal issues and medical device operation include

1. The legal profession (13) now recognizes the impor-
tance of human factors engineering [also known as
usability engineering or ergonomics (a term used
outside the United States)] in studying how humans
interact with machines and complex systems. Ergo-
nomics is a factor in the design of safe medical
devices; A user-friendly device is usually a safe one
(38).

2. Healthcare Institutions employ results of human
factors engineering testing of devices in making
key decisions in evaluation as well as major purchase
judgments. If these components fail, but have been
tested within a rigorous framework, the legal con-
sequences are mitigated since standards were
adhered to in the initial selection of the medical
device and procedure of use.

3. Insurance premiums to Healthcare Institutions are
correspondingly reduced if adherence to standards
set forth by good human factors engineering princi-
ples are maintained. The insurance costs are directly
related to the potential of legal expenses and thus
sway the decisions on how medical devices are
purchased and used.

A number of new ways of improving how human factor
design with medical devices has evolved, which will now be
discussed as pertinent to the prior discussion. These meth-
ods affect training, utilization procedures, design of the
devices, testing, and overall interaction with caregivers in
the workplace.

METHODS TO IMPROVE HUMAN FACTOR DESIGN
AND MEDICAL DEVICES

Professionals working in the area of human factors have
now devised a number of new means of improving how
healthcare professionals can better deal with medical
devices. We present some of the most popular methods
in the year 2005, most of which now pervasively affect the
development of a user’s manual, training, and manner of
use with respect to medical devices. Some of these tech-
niques appear to have overlap, but the central theme of
these approaches is to better assist the healthcare profes-
sional to mitigate untoward events. One of the most
popular methods derived from human factors studies is
cognitive task analysis (CTA). In short, the way that CTA
works is that a primary task is subdivided up into smaller
tasks that must be performed. It is necessary to specify
the information needed to perform each subtask, and the
decisions that direct the sequence of each subtask. Note,
this type of task description is independent of the auto-
mation involved. For example, for the same tasks, infor-
mation and decisions are required regardless of whether
they are performed by a human or a machine. Also con-
sidered in this analysis are the mental demands that
would be placed on the human operator while performing
these selected subtasks.
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Cognitive Task Analysis and How it Affects Human Factors
and Medical Devices

The principle behind CTA is to take a large and complex
task and divide it up into smaller subtasks (39). Each
subtask should be attainable and reasonable within the
scope of the user. If the subtask is not yet in the proper
form, further subdivisions of that subtask are performed
until the final subtask is in the proper form. The expression
‘‘proper form’’ implies the subtask is now attainable, suffi-
ciently reasonable to perform, the proper information has
been provided, and sufficient control is available to execute
this subtask. An important aspect of CTA is to define if the
user has the proper information set to complete his duties
and also has the proper control means over the situation so
that the task can be achieved adequately. Cognitive task
analysis has great value in establishing a set of final
subtasks that are both attainable and relevant to the
overall mission. With this analysis, the caregiver can be
provided better training and have an enhanced under-
standing of the role of each task within the overall mission.
This procedure has been used in the nursing area for
assessing risk of infants (40) and for patient-controlled
analgesia machines (41). It has been noted (42) that 60%
of the deaths and serious injuries communicated to the
Medical Device Reporting system of the U.S. Food and
Drug Administration (FDA) Center for Devices and Radi-
ological Health have been attributed to operator error.
Cognitive task analysis has evolved out of the original area
of Critical Decision Methods (43) and is now an accepted
procedure to analyze large and complex interactions of
humans with machines.

A second popular method to shape procedures to
interact with medical devices involves User Testing and
Usability Engineering.

User Testing and How It Affects Human Factors and Medical
Devices

User Centered Design has found popularity when humans
have to interact with medical devices for ultrasound sys-
tems (44) and for people with functional limitations (45).
Usability engineering methods are applied early in the
system lifecycle to bridge the gap between users and tech-
nology. The ultimate goal is to design an easy to use system
that meets the needs of its users. A basic principle of user-
centered design is making design decisions based on the
characteristics of users, their job requirements and their
environments (46–50). It is often the complaint of human
factors professionals that they are brought into the design
process much too late to influence the construction of the
overall system. It is all too common for the experimental
psychologist to have to deal with an interface built without
prior considerations of the human’s limitations and pre-
ferences in the initial design construction. The usability
engineering methods bring to light needs for users and
tasks early on, and suggest specific performance testing
prior to the recommendation of the final design of an
interface.

A third method discussed here to influence how to
work with medical devices involves Work Domain
Analysis.

Work Domain Analysis and How It Affects Human Factors
and Medical Devices

A third and popular method to better understand the
interplay between human factors issues and medical
devices is via an integrated method involving the technical
world of physiological principles and the psychological
world of clinical practice. This work domain analysis
was originally proposed by Rasmussen et al. (51,52) and
has found application in patient monitoring in the operat-
ing room (53). A variety of tables are constructed based on
data to be utilized. Columns in the tables include a descrip-
tion of the task scenario and the relations between key
variables of the work environment and the work domain.
The tables portray interactions and different strategies
that are elicited to help in monitoring and control.

As discussed earlier in Ref. 1, today many new advances
have also been made in alarms. These inform the health-
care provider of troublesome events and many innovative
changes and studies have been instituted in this area that
warrant discussion. Alarm deficiencies compromise the
ability to provide adequate healthcare. For alarms, some
research has focused on the identification of alarm para-
meters that improve or optimize alarm accuracy (i.e., to
improve the ratio of true positives to false positives: the
signal/noise ratio).

ALARMS AND HUMAN FACTORS ISSUES

Alarms are key to the detection of untoward events when
humans interact with medical devices. One does not want
to generate designs that invite user error. We cannot deal
with confusing or complex controls, labeling, or operation.
Many medial devices have alarms or other safety devices.
If, however, these features can be defeated without calling
attention to the fact that something is amiss, they can be
easily ignored and their value is diminished (54). The
efficacy of alarms may be disregarded because it is not
attention getting. For example, if a multifunction liquid-
crystal display (LCD) has a low battery warning as its
message, but is not blinking, it does not call attention to
itself. Alternatively, an improved design occurs in the case
of a low battery alarm design commonly found in household
smoke detectors. In this case, a low battery will cause the
unit to chirp once a minute for a week, during which the
smoke detector is still functional. The chirp may be con-
fusing at first, but it cannot be ignored for a week. A battery
test button is still available for the testing when the battery
power is satisfactory. Adequate alarm systems are impor-
tant to design in a number of analogous medical scenarios.
For example, use of auditory systems (55) is preferable to a
visual display, since this reduces the visual workload
associated with highly skilled tasks that may occur, for
example, in the operating room. For anesthesia alarms
(56), care must be exercised to not have too many low level
alarms that indicate, for example, that limits are exceeded
or that the equipment is not functioning properly. The
danger of false positives (alarms sounding when not neces-
sary) provides an opportunity for the user to ignore infor-
mation, which may be critical in a slightly different setting.
An example where information of this type cannot be
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ignored is in applications of human factors training to the
use of automated external defibrillators. It is known that
without defibrillation, survival rates drop by 10% for every
minute that passes after cardiac arrest (57). A great deal of
work still continues in the area of management of alarm
systems in terms of their efficacy and utility (58,59).

Another significant issue with human factors is proper
labeling. Medication misadventures are a very serious
problem. We briefly summarize changes that impact how
humans will interact with their prescriptions as well as
medical devices in general and how they are influenced by
their labeling constraints.

LABELING AND HUMAN FACTORS ISSUES

By government regulation and industry practice, instruc-
tions accompanying distribution of medical devices to the
public are termed ‘‘labeling’’. Medical device labeling com-
prises directions on how to use and care for such practices.
It also includes supplementary information necessary for
the understanding and safety, such as information about
risks, precautions, warning, potential adverse reactions,
and so on. From a humans factors perspective, the instruc-
tions must have the necessary efficacy, that is, they must
provide the correct information to the user. There are a
number of standards on how the instructions must be
displayed and their utility in the healthcare industry
(60). For example, for prescription medications (61–64),
they represent the most important part of outpatient treat-
ment in the United States. This provides > 2 billion pos-
sible chances for patient error each year in the United
States. To maximize the benefits and minimize the dangers
of using these medications, users must comply with an
often complex set of instructions and warnings. Studies
show that seven specific system failures account for 78% of
adverse drug events in hospitals. All seven of these failures
could be corrected by better information systems that
detect and correct for errors. The top seven system failures
for prescription medications are (1) drug knowledge dis-
semination; (2) dose and identification checking; (3) patient

information availability; (4) order transcription error; (5)
allergy defense; (6) medication order tracking; (7) improved
interservice communication.

As mentioned previously, as computers and the Internet
become more persuasive, patients, caregivers, doctors, and
others become more tolerant and dependent on automa-
tion. The goal is to make a task easier, which is true most of
the time. There are a number of issues with regard to
automation that need to be addressed.

AUTOMATION ISSUES AND HUMAN FACTORS

As computers and microprocessor-based devices have
become more ubiquitous in our modern age, there is
increased tendency to foster automation (65) as a means
of improving the interaction of users with medical devices.
The original goal of automation was to reduce the workload
(physical and mental) and complexity of a task to the user.
This is specific to the desired response from the device of
interest. There is an obvious downside of this concept. The
idea that the automation has taken over and has a mind of
its own is ghastly within human thinking. Also, if the
automated system is too complex in its operation and
the user is not comfortable in understanding its causality
(input–output response characteristics), the trust in the
device will decrease accordingly and the human–machine
interaction will degrade. The classical work by Sheridan
(66) defines eight possible levels of automation, as por-
trayed in Fig. 3. One easily sees the relationship of loss of
control to increased automation. For medical device usage,
this may be problematic to trade off simplicity of use to loss
of control and eventual efficacy. Automation studies
continue to be of interest (67–73).

REPORTING AND HUMAN FACTORS ISSUES

Reporting of failures of proper medical device operation has
now commonly advanced to Web-based systems (3,74). The
healthcare provider must be increasingly skilled with the
use of computer systems. Sometimes the terms digital
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divide is employed to distinguish those that have the
requisite computer skills from those that are not as com-
petent in this area. This may be a consequence of humans
factors procedures instituted to deal with a more elderly
patient group (75–82) who may not be comfortable with
computers. Education is the best means to deal with this
problem (83). It is important that modern healthcare givers
who use medical devices in their work setting have the
obligatory skills to accurately report failures and have the
suitable computer training to make relevant reports to the
necessary sources.

A number of new areas are growing and influence how
human factors have been evolving with the interaction of
medical devices. It is important to spend some time
mentioning these contemporary and emergent areas.

NEW ISSUES INVOLVING HUMAN FACTORS
AND MEDICAL DEVICES

With advances in technology, several new areas should be
mentioned that seem to have relevance to novel advances
in medical devices. The concept of telemedicine is now a
developing field that certainly addresses the future uses of
medical devices.

The Growth of Telemedicine

The term telemedicine literally means ‘‘medicine at a dis-
tance’’ (84) and is now an increasing and popular means of
providing healthcare. The advantages are obvious in rural
settings and numerous other scenarios (cf. Fig. 4). For
example, having an expert physician or surgeon located
at a remote and safe location, but performing a medical
procedure on a person in a hazardous or distant environ-
ment provides a distinct advantage. The human at the
hazardous environment may be placed in a battlefield in a
combat situation, they may be in a space shuttle, or simply
be in another country or distant location from the expert
medical practitioner. Another simple example of telemedi-
cine occurs in a simple endoscopic (colonoscopy) procedure
or in a laparoscopic operation, for example, for knee sur-
gery. For these procedures, a small insertion is made into

the patient and the process is carried out from a remote
location with the physician observing the process on a
television monitor. The advantages are obvious: (1) with
smaller entrance incisions or openings into the patient, the
trauma is significantly reduced; (2) recovery time is much
quicker; and (3) the risk of infection is substantially miti-
gated. Some of the new human factors issues regarding
medical devices used within this context include (1) Deal-
ing with the time delay between observing and making
actions and the associated instabilities that may occur in
the closed loop interaction; (2) having the lack of a sense of
presence about a remote environment; and (3) having a
strong dependence on mechanical systems or automation
at the end-effector of the device inside the patient. These
methods have been advanced to the point where robots are
now being used to perform heart surgery, and so on, and
some operations have been conducted over the Internet.
Recent applications of robots performing heart procedures
on humans need only two very small incisions in the
patient. This allows for much quicker recovery time to
the patient (1 vs. 7 weeks for a typical open heart surgery).
From the surgeon’s perspective, a significant advantage for
the small incisions is that: It is not necessary to insert my
hands inside the chest cavity. Thus the size of the incisions
can be substantially reduced. One sees the disadvantage of
traditional surgery in this area because it is the size of the
surgeon’s hands being required to be inside the chest cavity
as the only reason for a large incision in the chest cavity.
When the surgeon’s hands no longer have to be inside the
chest cavity, then the correspondingly two small incisions
give rise to reduced possible infection, less trauma to the
patient, and a shorter recovery time before the patient can
return to normal work and living activities. This area of
healthcare will only continue to advance as medical prac-
tices move more and more to this form of undertaking. In
recent times, a number of studies in teleoperation have
shown the efficacy of improving the sense of presence of
the operator about the remote environment through ‘‘hap-
tic’’ feedback. Haptic refers to forces reflected back on the
physician (by various robotic interface devices) to improve
their sense of presence about the remote environment, so
the operator can ‘‘feel’’ the task much as they see it on a
television monitor. A number of studies have shown both an
improved sense of presence and performance about these
teleoperation scenarios using haptic feedback (85–88). Audi-
tory systems have also found analogous use in surgery (89).
The problems in anesthesia are also well studied (90–93).

Another growth area includes more participation by the
patient directly in their own healthcare.

The Growth of Increased Patient Participation
in the Healthcare Process

As discussed previously, with the pervasive nature of
automation, more and more of the healthcare responsibi-
lity and work will be performed by the patient, themself.
Modern insurance procedures also encourage additional
homecare scenarios and many times without a trained
caregiver. This saves expensive care at the hospital, but
transfers the burden onto the patient or their family
members to become the primary caregiver. A paradigm
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shift of this type is a consequence of present insurance
reimbursement procedures requiring the patient to now
spend much of their time away from the hospital. New
human factors issues are consequently introduced when
dealing with medical devices in this scenario. The design of
the human computer interface (94–97) now becomes cri-
tical for the efficacy of the healthcare provided. Even in
cancer treatment, the responsibility of the proper admin-
istration of radioisotopes may become the burden of the
patient (98) or if they have to manipulate their own che-
motherapy level. For pain treatment (99–101) the patient
has to be proactive in the selection of the analgesia level of
the device provided. Modern TENS (Transcutaneous Elec-
trical Nerve Stimulator) units now have been constructed
to be wireless and shown to have equivalent efficacy in
terms of pain management as compared to long wired units
that have been in existence for > 40 years (102). The
movement to more wireless medical devices is certainly
in the future. For the TENS units, by eliminating the long
and entangling wires, this provides more reliability, less
chance of wires breaking or shorting, more efficient use of
electric power, but different forms of control with these
analgesia devices. For example, the physician or caregiver
may use a remote control to program the voltage level of the
TENS microprocessor in a wireless manner rather than
making manual adjustments with the traditional, long
wired, TENS devices.

A third area of modern concern is the impact of electro-
magnetic fields on the operation of other medical devices,
especially if they are implanted.

The Growth of Electromagnetic Fields on the Operation
of Other Medical Devices

The Geddes reference (35) describes numerous examples of
documented problems when medical devices inadvertently
interact with unexpected exposure to external electromag-
netic fields. Electromagnetic interference (EMI) is used to
describe the malfunction of a device exposed to electro-
magnetic waves of all types that propagate through space.
The EMI can intervene with electrodes on a patient, it can
bias results for EEG recording of generalized epileptiform
activity,and can give false positives toalarmsystems,Silbert
etal. (103).Othercaseswheremalfunctionscanoccur involve
heart machines, apnea monitors, ventilator mishaps, and in
drug infusion pumps. Pacemakers are known to be affected
by low frequency EMI signals. There are many exogenous
sources of EMI including, but not limited to, Electrostatic
Discharge, arc welding, ambulance sirens, and other sources
(104). The growth of EMI is only increasing and human
factors professionals need to carefully consider sources of
problems from EMI that may have to be dealt with.

A fourth area of potential problems of humans factors
interaction with medical devices occurs when two or more
medical devices are simultaneously in operation, but their
concurrent action may interact with each other in a
destructive way.

The Potential Interaction of Multiple Medical Devices

As medical devices become more and more sophisticated,
they may concurrently be in operation on the same patient

(105–109). The action of one medical device may produce an
undesired response of another device, especially if it may
be implanted. From Geddes (35): ‘‘Between 1979 and 1995,
the Center for Devices and Radiological Health (CDRH) of
the U.S. Food and Drug Administration (FDA) has received
over one hundred reports alleging the electromagnetic
interference (EMI) resulted in malfunction of electronic
medical devices.’’ The source of the EMI was from one
medical device treating the patient. The malfunction
occurred in a second medical device, which was also,
simultaneously, being used to treat the same patient.

‘‘For example, about 100,000 cardiac pacemakers are
implanted annually. These stimulators can be interrogated
and programmed by an external device that uses a radio
frequency link. Electro surgery, which also uses radio
frequency electric current may interact with the pace-
maker causing serious arrhythmias. Even though the
two technologies are safe, when used alone, their simulta-
neous combination has resulted in injury.’’ More specifi-
cally, nowadays with the prevalence use of cellular
telephones for both caregivers as well as the patients in
care situations, there are documented cases of resulting
injury to the patient. Cell phones have now been recognized
to cause instances of malfunction of drug infusion pumps
and patient monitors. These interactions have to be con-
sidered for new human factors interactions with medical
devices in the future, Silbergerg (110) with increased
interest in the errors created (111,112) and the specific
technology used (113).

With the changing style of litigation with respect to the
medical profession, there has been more public awareness
of sources of human factor error induced by the medical
professional working in a state of extreme fatigue.

Increased Public Awareness to Fatigue Issues and the Medical
Professional

There has now been a substantial increased awareness of
the general public to the fact that their medical profes-
sional may have compromised performance due to the fact
that they are suffering from long hours of work. Fatigue
studies continue to receive increased concern (114–120).
This certainly has its influence on human factors proce-
dures when dealing with medical devices and the overall
success of the medical interaction. For example (115), it is
known that physicians had demonstrated levels of daytime
sleepiness worse then that of patients with narcolepsy or
sleep apnea when required to perform long hours of duty.

Finally, since the publication of Ref. 1, the healthcare
industry must now deal with a substantially larger popu-
lation of acquired immune deficiency syndrome (AIDS)
survivors who need medical, dental, and other types of
interactions with healthcare professionals (121).

Changing Medical Procedures to Deal with Active Human
Immunodeficiency Virus Patients

With the advent of advanced drug therapies, people with
human immunodeficiency virus (HIV) are now living
longer and longer. These same people need dental care,
have medical attention requests, and require other types
of consideration. The medical professional must exercise
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forethought to not have exposure to body fluids and new
procedures are in place to provide discrimination free care
to these people. In the early days of public exposure to
people with HIV, there were documented cases of health
professionals refusing to give adequate care. For example,
for resuscitation, fireman and others would avoid contact
with individuals suspected of having HIV. New devices
have now been constructed to keep body fluids and other
contact more separated between the patient and the
caregiver. There have been new laws passed to prevent
discrimination to people suspected of having HIV in hous-
ing, in the workplace, and also in receiving adequate
healthcare.

CONCLUSION

The modern human factors interactions with medical
devices have been strongly influenced by the advent of
new technologies including the Internet, microprocessors,
and computers. People are becoming more accustomed to
automation and dealing with other sophisticated means of
delivering healthcare. One lesson that can be learned from
the improvement of human factors interactions with
medical devices is that we can create safety by anticipating
and planning for unexpected events and future surprises.
Another change in this new millennium is that the respon-
sibility of the patient is now shifted more to the individual
or their family to have a greater role and duty over their
own therapies and venue, and perhaps work in their home
setting. Telemedicine and wireless means of dealing with
controls over the medical devices are certainly on the
increase and will influence how the patient has to deal
with their healthcare professional in the future.
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1995, Montréal, Canada: Standards Promulgating Organi-
zations; 1995.

111. Leape LL, et al. Promoting patient safety by reducing medical
errors. JAMA Oct. 1998;280:28 1444–1447.

112. Rasmussen J. The concept of human error: Is it useful for
the design of safe systems in health care? In: Vincent C,
DeMoll B, editors. Risk and Safety in Medicine. London:
Elsevier; 1999.

113. Woods DD, Cook RI, Billings CE. The impact of technology
on physician cognition and performance. J Clin Monitoring
1995;11:92–95.

114. Gaba DM, Howard SK. Fatigue among clinicians and the
safety of patients. N Engl J Med 2002;347:1249–1255.

115. Howard SK, Gaba DM, Roseking MR, Zarcone VP. Exces-
sive daytime sleepiness in resident physicians: risks, inter-
vention, and implication. Acad Med 2002;77:1019–1025.

116. Cook RI, Render ML, Woods DD. Gaps in the continuity of
care and progress on patient safety. Br Med J March 18,
2000;320:791–794.

117. Fennell PA. A Fourx-phase approach to understanding
chronic fatigue syndrome. In: Jason LA, Fennell PA, Taylor
RR., editors. The Chronic Fatigue Syndrome Handbook
2003. Hoboken (NJ): Wiley; 2003. p 155–175.

118. Fennell PA. Phase-based interventions. In: Jason LA, Fen-
nell PA, Taylor RR, editors. The Chronic Fatigue Syndrome
Handbook. Hoboken (NJ): Wiley; 2003. p 455–492.

119. Jason LA, Taylor RR. Community-based interventions. In:
Jason LA, Fennell PA, Taylor RR, editors. The Chronic
Fatigue Syndrome Handbook. Hoboken (NJ): Wiley; 2003.
p 726–754.

546 HUMAN FACTORS IN MEDICAL DEVICES



120. Rogers SH. Work physiology—fatigue and recovery. The
human factors fundamentals. In: Salvendy G, editor. Hand-
book of Human Factors and Ergonomics. 2nd ed. New York:
Wiley; 1997. p 268–297.

121. Roy F, Robillard P. Effectiveness of and compliance to
preventive measures against the occupational transmission
of human immunodeficiency virus. Scand J Work Environ
Health 1994;20(6):393–400.

See also CODES AND REGULATIONS: MEDICAL DEVICES; EQUIPMENT

MAINTENANCE, BIOMEDICAL; HOME HEALTH CARE DEVICES; MONITORING

IN ANESTHESIA; SAFETY PROGRAM, HOSPITAL.

HUMAN SPINE, BIOMECHANICS OF

VIJAY K. GOEL

ASHOK BIYANI

University of Toledo, and
Medical College of Ohio,
Toledo Ohio

LISA FERRARA

Cleveland Clinic Foundation
Cleveland, Ohio

SETTI S. RENGACHARY

Detroit, Michigan

DENNIS MCGOWAN

Kearney Notabene

INTRODUCTION

From a bioengineer’s perspective, bio the spine involves an
understanding of the interaction among spinal components
to provide the desired function in a normal person. There-
after, one needs to analyze the role of these elements in
producing instability. Abnormal motion may be due to
external environmental factors to which the spine is sub-
jected to during activities of daily living (e.g., impact,
repetitive loading, lifting) degeneration, infectious dis-
eases, injury or trauma, disorders, and/or surgery.
Furthermore, the field of spinal biomechanics encompasses
a relationship between conservative treatments, surgical
procedures, and spinal stabilization techniques. Obviously,
the field of spinal biomechanics is very broad and it will not
be practical to cover all aspects in one article. Conse-
quently, this article describes several of these aspects,
especially in the cervical and thoraco-lumbar regions of
the human spine. A brief description of the spine anatomy
follows since it is a prerequisite for the study of bio the
human spine.

SPINE ANATOMY

The human spinal column consists of 33 vertebras inter-
connected by fibrocartilaginous intervertebral disks
(except the upper most cervical region), articular facet
capsules, ligaments, and muscles. Normally, there are 7
cervical vertebras, 12 thoracic vertebras, 5 lumbar verte-
bras, and 5 fused sacral vertebras, Fig. 1a (1). When viewed

in the frontal plane, the spine generally appears straight
and symmetric while revealing four curves in the sagittal
plane. The curves are anteriorly convex or lordotic in the
cervical and lumbar regions, and posteriorly convex or
kyphotic in the thoracic and sacrococcygeal regions. The
center of gravity of the spinal column generally passes from
the dens of the axis (C2) through the vertebra to the
promontory of the sacrum (2,3). The ligamentous spine
anatomy can be best described through a functional spinal
unit (FSU, Fig. 1b), comprising the two adjacent vertebras,
the disk in between, and the other soft tissues structures.
This segment can be divided into anterior and posterior
columns. The anterior column consists of the posterior
longitudinal ligament, intervertebral disk, vertebral body,
and anterior longitudinal ligament. Additional stability is
provided by the muscles that surround the ligamentous
spine, Fig. 1c. The motion of this segment can be described
as rotation about three axes and translation along the same
axes, Fig. 2. In the following paragraphs, the anatomy of
the cervical region is described in some detail followed by a
descriptive section discussing the anatomy of the lumbar
spine.

Cervical Spine Anatomy

The cervical spine usually is subdivided in two regions
(upper and lower), based on the functional aspects and
anatomical differences between the two regions. The lum-
bar region anatomy, in principle, is similar to the lower
cervical region.

Upper Cervical Spine (C0-C1-C2)

The upper cervical spine has been commented to be the
most complex combination of articulations in the human
skeleton. This region is also commonly called the ‘‘cervi-
covertebral junction’’ or the ‘‘craniovertebral junction’’
(CVJ). It is composed of three bony structures: the occipital
bone (C0), the atlas (C1), and the axis (C2, Fig. 3). The atlas
(C1), serves to support the skull. The atlas is atypical of
other cervical vertebras in that it possesses neither a
vertebral body nor a spinous process. The lateral masses
of the atlas have both superior and inferior articular facets.
The superior facets are elongated, kidney-shaped, and
concave, and serve to receive the occipital condyles. The
inferior facets are flatter and more circular and permit
axial rotation. Transverse processes extend laterally from
each lateral mass. Within each transverse process is a
foramen that is bisected by the vertebral artery. The
second cervical vertebra, or axis (C2), is also atypical of
other cervical vertebra due to its osseous geometry (5,6).
The most noteworthy geometric anomaly is the odontoid
process, or dens. The odontoid process articulates with the
anterior arch of the atlas. Posterior and lateral to the
odontoid process are the large, convex superior facets that
articulate with the inferior facets of C1. The inferior facets
of C2 articulate with the superior facets of C3. The axis
contains a large bifid spinous process that is the attach-
ment site delineating the craniovertebral and subaxial
musculature and ligament anatomies.
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The trabecular anatomy of weight bearing bones pro-
vides information about the normal loading patterns of the
bones, fracture mechanisms, and fixation capabilities.
According to Heggeness and Doherty (6) the medial, ante-
rior cortex of the odontoid process (1.77 mm at the anterior
promontory) was found to be much thicker than the ante-
rolateral (1.00 mm), lateral (1.08 mm), and posterior
(0.84 mm) aspects of the axis. These authors feel that this
is suggestive of bending and torsional load carrying cap-
abilities. The same was found for the vertebral body, with
thinner cortices were noted in the anterolateral and poster-
ior directions. The trabecular bone in the tip of the odontoid
process was found to be dense, maximizing in the anterior
aspect of the medullary canal. One observation made by the
authors was an area of cortical bone density at the center
near the tip, which would seem to indicate that this area
experiences elevated external forces, perhaps due to local
ligamentous attachments. The lateral masses immediately
inferior to the facets demonstrated dense regions of trabe-
cular bone, with individual trabeculas spanning from this
region to the inferior end plate, suggestive of a major axial
load path.

The ligamentous structures of the upper cervical spine
form a complex architecture (Fig. 3) that serves to join the
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Figure 1. The ligamentous human spine. (a) The side view showing the three curvatures. (b) The
functional spinal unit (FSU) depicts the spinal elements that contribute to its stability. (c) Addi-
tional stability is provided by the muscles that surround the spine. (Taken from Ref. 1.)

Figure 2. The spinal motion consists of six components (three
translations and three rotations). (Adapted from Ref. 2.)



vertebras, allow limited motion within and between levels,
and provide stability. The cruciform ligament as a whole
consists of two ligaments: the atlantal transverse ligament
and the inferior–superior fascicles. The transverse liga-
ment attaches between the medial tubercles of the lateral
masses of the atlas, passing posterior to the odontoid
process. Attachment of the cervical spine to the skull is
also achieved by the paired alar ligaments. These liga-
ments run bilaterally from the occiptal condyles inferiolat-
erally to the tip of the odontoid process. The alar ligaments
also contain fibers that run bilaterally from the odontoid
process anterolaterally to the atlas. These ligaments have
been identified as a check against overaxial rotation of the
craniovertebral junction. Extending from the body of the
axis to the inner surface of the occiput, the tectorial mem-
brane is the most posterior ligament and actually repre-
sents the cephalad extension of the subaxial posterior
longitudinal ligament. The tectorial membrane has been
implicated as a check against extreme flexion motion. The
apical dental ligament extends from the anterior portion of
the magnum foramen to the tip of the odontoid process. The
accessory atlantoaxial ligaments are bilateral structures
that run between the base of the odontoid process and
the lateral masses of the atlas. The most anterior of the
major ligaments is the anterior longitudinal ligament.

This ligament extends inferiorly from the anterior margin
of the foramen magnum to the superior surface of the
anterior arch of the atlas at the anterior tuberosity. The
ligament continues inferiorly to the anterior aspect of the
axial body. The nuchal ligament (ligamentum nuchae)
extends from the occiput to the posterior tubercle of the
axis, continuing inferiorly to the spinous process of the
subaxial vertebras (7).

There are six synovial articulations in the occipitoatlan-
toaxial complex: the paired atlanto-occiptal joints, the
paired atlantoaxial joints, the joint between the odontoid
process and the anterior arch of the atlas, and the joint
formed by the transverse ligament and the posterior aspect
of the odontoid process, Fig. 3. The bilateral atlanto-
occipital joints are formed from the articulation of the
occiptal condyles with the superior facets of the atlas.
These joints are relatively stable due to the high degree
of congruence between the opposing surfaces and the
marked rounding that is displayed by both sides. They
allow flexion and extension, limited lateral bending, and
almost no rotation. The lack of allowed rotation is thought
to be due to the ellipsoid form of the joint itself. Bilateral
articulation of the inferior facets of the atlas with the
superior facets of the axis form the atlantoaxial joints.
Relatively small contact areas and opposed convexity
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Figure 3. The anatomy of the upper region of the cervical spine C0 (occiput)-C1 (Atanlanto)-C2
(Axial). (Taken from Ref. 4c.)



result in a rather unstable joint. Movement is permitted in
almost all six degrees of freedom: left and right axial
rotation, flexion–extension, right and left lateral bending.
Anteroposterior translation stability of this articulation is
highly dependent on the transverse ligament. The odontoid
process articulates anteriorly with the posterior aspect of
the anterior atlantal ring. The joint is actually a bursal
joint, with absence of specific capsular ligaments. The
posterior aspect of the odontoid process and the transverse
ligament form a joint via a bursa junction, creating the
most unique articulation in the craniovertebral junction.
This is necessitated by the large degree of axial rotation
afforded at the atlantoaxial level.

Lower Cervical Spine (C3-C7). The lower cervical spinal
vertebral column consists of osseous vertebras separated
by fibrocartilaginous intervertebral disks anteriorly, facet
joint structures posteriorly, and a multitude of ligamen-
tous structures that provide stability and serve as motion
control. Motion between adjacent vertebras is relatively
limited due to these constraints, although overall motion of
the lower cervical region is quite extensive. The lower
cervical spine consists of five vertebras (C3-C7).

Cervical Vertebrae (Fig. 4a): The vertebral body is
roughly in the shape of an elliptical cylinder and has a
concave superior surface (due to the uncinate processes)
and a convex inferior surface. A thin cortical shell
(� 0.3 mm thick anteriorly and 0.2 mm thick posteriorly)
surrounds the cancellous bone of the inner vertebral body,
while the superior and inferior surfaces of the vertebral
body form the cartilaginous endplates, to which the inter-
vertebral disks are attached. The superior aspect of each

vertebra contains the uncinate process or uncus, a dorso-
lateral bilateral bony projection, which gives the body a
concave shape superiorly in the coronal plane and allows
for the vertebral body to fit around the convex inferior
surface of the immediately superior vertebra. The height of
these processes vary from level to level, but the highest
uncinate processes are located at C5 and C6 (as high as 9
mm from the flat surface of the endplate) and the smallest
are located at C3 and C7 (8–10). Vertebral bodies transmit
the majority of load.

The transverse process of the vertebra contains the
intervertebral foramen. The intervertebral foramen is
elliptical or round in shape, and hides and protects the
neurological and vascular structures of the cervical spine,
specifically the vertebral artery. Also, the rostral side of
each bilateral transverse process is grooved to allow space
for the exiting spinal nerve root.

The bilateral diarthroidal facet (or zygapophyseal)
joints are located posteriorly to the pedicles both superiorly
and inferiorly. The average orientation for the C3-C7 facet
joints is � 458 from the transverse plane, with steeper
inclinations in the lower segments (11). This inclination
allows far less axial rotation than occurs in the upper
cervical spine. Together with the vertebral body (and inter-
vertebral disks), the facets fulfill the primary role of load
bearing in the spine. Typically a ‘‘three-column’’ aspect is
applied to the cervical spine, consisting of bilateral facets
and the anterior column (vertebral body plus interverteb-
ral disk).

The pedicles, lamina, and spinous process of the cervical
spine are made of relatively dense bone and, together with
the posterior aspect of the vertebral body, form the spinal

550 HUMAN SPINE, BIOMECHANICS OF

Figure 4. Anatomy of the lower cervical spine region. (Taken from Ref. 4d.)



canal, within which lies the spinal cord. There are many
ligament attachment points in this region and ligaments
allow for resistance of flexion motion in the cervical
spine.

The typical sagittal cervical spine alignment is thought
to be a lordotic contour (11–15). The total average cervical
lordosis was found to be 40� 9.78 for C0-C7, with the
majority of this lordosis occurring at the C1-C2 level
(31.9� 7.08), and only 15% of the total lordosis occurring
at the C4-C7 levels combined. The normal population seem
to exhibit lordosis that ranges between 15 and 408.

The Intervertebral Disk

Figure 5 forms the main articulation between adjacent
vertebral bodies in the spine. It has the ability to transmit
and distribute loads that pass between adjacent vertebral
bodies. Its structure is a composite formation of outer
layers of lamellas sheets called the annulus fibrosis, which
surrounds the inner region of hydrophylic proteoglycan gel
embedded in a collagen matrix called the nucleus pulposus.
The material properties of the intervertebral disk appear to
change markedly as a result of the aging process The
matrix in which collagen and elastin fibers are embedded
is composed of proteoglycan aggregates formed from

proteoglycan subunits, hyaluronic acid, and link protein
(16). In soft tissues, such as the intervertebral disk and
cartilage, the proteoglycan aggregates are immobilized
within a fibrous network and play a major biological role
in the structure of collagen, in turn playing a major
mechanical role in the intervertebral disk integrity. The
viscoelastic properties of the intervertebral disk can be
attributed to the interaction between the collagen fibrils
and proteoglycan matrix composing the nucleus pulposus
of the intervertebral disk. The proteoglycans function to
attract fluids into the matrix, while the collagen fibers
provide the tensile strength to the disk. As the human
spine ages, the osmotic properties of the intervertebral disk
decline, and the disks become dehydrated with age, caus-
ing a reduction in overall disk height.

The annulus fibrosis of the disk consists of a series of
approximately twelve 1-mm thick lamellas sheets, each
composed of collagen fibers. The anterior lamellas are
generally thicker and more distinct than the posterior
lamellas. According to a study by Pooni et al.(9), the
collagen fibers running through a single laminar sheet
are oriented at � 658 (� 2.58) with respect to the vertical
axis. These fibers alternate direction in concentric lamellas
to form a cross-pattern. The annulus fibrosus develops
lesions as it ages.
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Figure 5. The anatomy of the lumbar spine. (a) and (b) show schematics of the disk and an actual
disk (c) A FSU in the lumbar region. (d) The facet orientation in the lumbar region is more sagittal as
compared to the other regions of the spine. (Adapted from Ref. 2.)



The nucleus pulposus of the intervertebral disk consists
of a hydrophylic proteoglycan gel embedded in a collagen
matrix. The nucleus pulposus contains � 80–88% water
content in a young adult spine and occupies � 30–50% of
the total intervertebral disk volume (16,17). However, with
aging the nucleus undergoes rapid fibrosis and loses its
fluid properties such that, by the third decade of life, there
is hardly any nuclear material distinguishable (18). In a
normal healthy intervertebral disk, the nucleus pulposus is
glossy in appearance.

Luschka’s joints are something special in the cervical
region. The human cervical intervertebral disk contains
fissures, called Luschka’s joints or uncovertebral joints
that run along the uncinate process and radiate inward
toward the nucleus (Fig. 4a and b). These fissures run
through the annular lamellas and the adjacent annular
fibers are oriented such that they run parallel to the fissure
(19–21). These fissures appear within the latter part of the
first decade of life and continue to grow in size as aging
occurs (8). Although some argument exists as to the defini-
tion of the fissures as true joints or pseudojoints, the
fissures have been shown to exist as a natural part of
the aging process (19,20) and therefore are important
aspects of biomechanical modeling of the human cervical
intervertebral disks.

The ligaments of the cervical spine (Fig. 4c) provide
stability and act to limit excessive motions of the vertebras,
thereby preventing injury during physiologic movement of
the spine. Ligaments can only transmit tensile forces,
impeding excessive motion, but do follow the principles
of Wolff’s law, where the tissue will remodel and realign
along lines of tensile stress. The ligaments that are bio-
mechanically relevant include the anterior longitudinal
ligament (ALL), posterior longitudinal ligament (PLL),
ligamentum flavum (LF), interspinous ligament (ISL),
and the capsular ligaments (CAP). The ALL and PLL each
traverse the length of the spine. The ALL originates at an
insertion point on the inferior occipital surface and ends at
the first segment of the sacrum. It runs along the anterior
vertebral bodies, attached to the osseous bodies and loosely
attached to the intervertebral disks as well. The ALL is
under tension when the cervical spine undergoes exten-
sion. The PLL also runs the length of the spine down the
posterior aspect of the vertebral bodies, originating at the
occiput and terminating at the coccyx. Similar to the ALL,
it is firmly attached to the osseous vertebral bodies and to
the intervertebral disks. The PLL is under tension when
the spine undergoes flexion. The ligamentum flavum cou-
ples the laminas of adjacent vertebras. It is an extremely
elastic ligament due to the higher percentage of elastin
fibers (65–70%) as compared to other ligaments in the spine
and any other structure in the human body. The LF resists
flexion motion and lengthens during flexion and shortens
during extension. The high elastin content minimizes the
likelihood of buckling during extension. It is under slight
tension when the spine is at rest and acts as a tension band
in flexion. Torsion also places the ligamentum flavum
under tension, and restraint of rotation may also be a
significant function. The ISL insertion points lie between
adjacent spinous processes. The ligament is typically slack
when the head is in a neutral posture and only becomes

tensile when enough flexion motion has occurred such that
other ligaments have undergone significant tension, such
as the capsular ligaments, PLL and LF. Additionally, the
ISL insertion points are such that it is ideal for resisting
the larger flexion rotations that can occur as a result of
excessive flexion loading. The capsular ligaments (CAPs)
enclose the cervical facet joints and serve to stabilize the
articulations of these joints and limit excessive motions at
these joints. Generally, the fibers are oriented such that
they lie perpendicular to the plane of the facet joints. These
ligaments potentially also serve to keep the facets aligned
and allow for the coupled rotations.

Lumbar Spine Anatomy

The basic structural components of the lumbar spine are
the same as that of the lower cervical spine with differences
in size, shape, and orientation of the structures due to
functional requirements being different from that of the
cervical region, Fig. 5. For example, the lumbar vertebras
are bigger in size, because of the higher axial loads they
carry. With regard to the peripheral margin of the inter-
verebral disk, annulus fibrosus is composed of 15–20 layers
of collagenous fibrils obliquely running from one cartilage
end plate to the other and crossing at 1208 angles. As one
progresses from the cervical into the thoracic region, the
facet joints gradually orient themselves parallel with the
frontal plane. The transition from the thoracic region into
the lumbar region is indicated by a progressive change
from the joints in the frontal plane to a more sagittal plane
(4,22). This transition in facet orientation from the thoracic
to the lumbar spine creates a different series of degenera-
tive complications and disorders in the spine. Sagittal
alignment of the facet joints increases the risk of subaxial
and spondylolisthesis of the lumbar spine.

CLINICAL BIOMECHANICS OF THE NORMAL SPINE

The three basic functions of the spine are to protect the
vital spinal cord, to transmit loads, and to provide the
flexibility to accomplish activities of daily living. Compo-
nents that provide stability to the spine are divided into
four groups as follows:

1. Passive stabilizers: Passive stabilization is provided
by the shape and size of vertebras and by the size,
shape, and orientation of the facet joints that link
them.

2. Dynamic stabilizers: Dynamic stabilization is pro-
vided by viscoelastic structures, such as the liga-
ments, capsules, and annulus fibrosus. The
cartilage of the facet joints also acts as a damper.

3. Active stabilizers: Active voluntary or reflex stabili-
zation is provided by the muscular system that gov-
erns the spine, Fig. 1c.

4. Hydrodynamic stabilizer: Hydrodynamic stabiliza-
tion is due to the viscous nucleus pulposus.

The combination of these elements generates the char-
acteristics of the entire spine. The diskussion of the kine-
matics will begin by further analyzing spinal elements as
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either passive or active. It will then progress into the effect
these stabilizers have on the different portions of the spine.

Passive Elements

The vertebral body acts to passively resist compressive
force. The size, mineral content, and orientation of the
cancellous bone of each vertebral body increase–change
as one descends in the caudal direction, which is a morpho-
logic response to the increasing weight it must bear (4). The
cortical shell on the vertebral body serves as the chief load
path. The shell also provides a rigid link in the FSU, and a
platform for attachment of the intervertebral disk, muscles,
and the anterior and posterior longitudinal ligaments. The
transition area of the motion segment is the endplate. This
serves to anchor the intervertebral disk to the vertebral
body. Note that the endplate starts out as growth cartilage
and transitions into bone as aging occurs (22). The disk acts
as both a shock absorber and an intervertebral joint because
the relative flexibility of the intervertebral disk is high when
compared to the vertebral body. The intervertebral disk
resists compression, tension, shear, bending, and torsion
(4). It is relatively resistant to failure in axial compression
while its annular portions fail in axial torsion first (23).

Dynamic Stabilizers

Although bone is viscoelastic in nature, it serves more as a
structural component within the spine that passively
resists axial forces and can transmit forces along the spinal
column. The soft tissue spinal structures (ligamentous,
capsules, annulus fibrosis) are far more elastic as compared
to bone behavior and stabilize the spine in a dynamic
manner, where rapid vamping of oscillatory motions occur.
The main function of the facet joints is to pattern the
motions of the spine so that during activities of daily living
the neural elements are not strained beyond the physiolo-
gical limits. Therefore, they play a major role in determin-
ing the range of motion across a joint and as a damper to
any possible dynamic loading. The amount of stability
provided by the facet joints depends on extent of the
capsular ligaments, their shape, orientation, and level
within the spine (2). For example, the thoracic facets have
a limited capsular reinforcement and facilitate axial rota-
tion, which is in contrast to the lumbar region where the
facet ligaments are more substantial and the joint plane is
configured to impede axial motion (24).

From a biomechanical perspective, the ligaments
respond to tensile forces only (1). The effectiveness of a
ligament depends on the morphology and the moment arm
through which it acts. That is, not only the strength, but
also the longer lever arm a ligament has, the more it
participates in the stabilization of the spine (4). Ligaments
also obey Wolff’s law. The ligaments also undergo remodel-
ing along the lines of applied tensile stresses in response to
chronic loads, just like bones. The ligamentum flavum acts
as a protective barrier for the entire spine.

Active Stabilizers

Muscles contribute significantly to maintain the stability of
the spinal column under physiological conditions. Decreas-
ing the muscle forces acting on a FSU, increases the motion

and loading of the ligaments. A thoracolumbar (T1-sacrum)
spinal column that is devoid of musculature is an unstable
structure, with a load-carrying capacity of < 25 N (24).
However, with properly coordinated muscle action, the
spine can sustain large loads, which is exemplified by
the action of weight lifters (24).

The internal force resisted by the muscle depends on
factors such as cross-section and length at the initiation of
contraction. The maximum force develops at approxi-
mately 125% of muscle resting length. In contrast, at
approximately one-half of its resting length, the muscle
develops very low force. The muscle stress (the maximum
force per unit area) ranges from 30 to 90 N � cm�2 (25,26).
Macintosh et al. (27) performed a modeling study based on
radiographs from normal subjects to determine the effects
of flexion on the forces exerted by the lumbar muscles. They
found that the compressive forces and moments exerted by
the back muscles in full flexion are not significantly dif-
ferent from those in the upright posture.

The remainder of this section is devoted to the biome-
chanics of the individual sections of the spinal column in a
normal healthy person. Various methods for recording data
with varying degrees of accuracy and repeatability are
used ranging from the use of different types of goniometers,
radiographs, in vitro cadaver based studies, magnetic
resonance imaging (MRI) to visual estimation of motion.
Although the value of assessing the ROM is not yet docu-
mented, the understanding and knowledge of normal age-
and sex-related values of ROM is the basis for analysis of
altered and possibly pathologic motion patterns as well as
decreased or increased ROM (23,28). The issue of spinal
instability (stability), although controversial in its defini-
tion, has immense clinical significance in the diagnosis and
treatment of spinal disorders. Maintaining a normal range
of motion in the spine is linked to spinal stability. The spine
needs to maintain its normal range of motion to remain
stable and distribute forces while bearing loads in several
directions. The typical motion, for example, in response to
the flexion–extension loads, as determined using cadaver
testing protocols, is shown in Fig. 6. The two motion
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Figure 6. The load-displacement response of a FSU in flexion and
extension. Two of the motion components are major and the other
four are minor (or coupled). The range-of-motion and neutral
zones, two of the terms used to describe the motion behavior of
a segment, are also shown. (Adapted from Ref. 1.)



components (Flexion/extension rotation–Rx, and A-P
translation-TzH) are an order of magnitude higher than
the other four. The two larger components are called the
major–main motions and other four are the secondary–
coupled motions. Range of motion, highlighted in the fig-
ure, will depend on the maximum load exerted on the
specimen during testing. Likewise, the in vivo ranges of
motion data will vary depending on the level of external
force applied, that is, active or passive (2).

Biomechanics of the Occipital–Atlantoaxial Complex
(C0-C1-C2)

As a unit, the craniovertebral junction accounts for 60% of
the axial rotation and 40% of the flexion–extension beha-
vior of the cervical spine (29,30).

Flexion–Extension. Large sagittal plane rotations have
been attributed to the craniovertebral junction (Tables 1
and 2). Panjabi et al. (31) reported combined flexion–
extension of C0-C1 and C1-C2 of 24.5 and 22.48, respec-
tively, confirming flexion–extension equivalence at the two
levels. They also found that the occipitoatlantal joint level
demonstrated a sixfold increase in extension as compared
to flexion (21.0 vs. 3.58), whereas the atlantoaxial level
equally distributed its sagittal plane rotation between the
two rotations, 11.5 (flexion) versus 10.98 (extension). Goel
et al. (32) documented coupling rotations that occur with
flexion and extension. They reported one-side lateral bend-
ing values of 1.2 and 1.48 for flexion and extension, respec-
tively, at the C0-C1 level. In addition, they found C1-C2
coupled lateral bending, associated with flexion and exten-
sion movents, were lower than seen at the C0-C1 level. The
largest axial rotation reported was 1.98, which was an
outcome of a C0-C1 extension of 16.58. Note that the values
reported by this study do not represent range of motion
data, but rather intermediate rotation due to submaximal
loading. Displacement coupling occurs between the
translation of the head and flexion–extension of the occi-
pitoatlanto–axial complex. Translation of the occiput with
respect to the axis produces flexion–extension movements
in the atlas. Anterior translation of the head extends the
occipitoatlantal joints, with posterior motion resulting in
converse flexion of the joint. This is postulated to occur due

to the highly contoured articular surfaces of the atlanto-
occiptal joint.

Lateral Bending. As is shown in Tables 1 and 2, early
studies have shown that occipitoatlantal lateral bending
dominates the overall contribution of this motion in the
occipitoatlanto–axial complex. However, this is not the
finding of the most recent study. Almost all other studies
indicate a significantly greater contribution from the C0-
C1 joint. Lateral flexion also plays an important role in
rotation of the head. Rotation of the lower cervical spine
(C2-T1) results in lateral flexion of this region.

Axial Rotation. Almost all of the occipitoatlanto–axial
contribution to axial rotation occurs in the atlantoaxial
region. Atlantoaxial rotation occurs about an axis that
passes vertically through the center of the odontoid pro-
cess. This axis remains halfway between the lateral masses
of the atlas in both neutral and maximal rotation. In
maximal rotation, there is minimal joint surface contact,
and sudden overrotation of the head can lead to interlock-
ing of the C1-C2 facets, making it impossible to rotate the
head back to neutral. Table 2 lists the amount of rotation
found in the atlantoaxial joint by various researchers.
Although these studies have produced widely varying
results, there seems to be a consensus among the more
recent studies that one side axial rotation at the atlantoax-
ial level falls somewhere in the range of 35–458. The
findings in Table 1 demonstrate that there is a relatively
small contribution from the C0-C1 joint, with researchers
finding between 0 and 7.28 of rotation. One interesting
anatomical note concerning axial rotation is the behavior of
the vertebral artery during rotation. The vertebral artery
possess a loop between the atlas and axis, thus affording it
over-length. Upon atlantoaxial rotation, the slack is taken
up in the loop and it straightens, thus preventing over-
stretching and possible rupture during maximal rotation.

The instantaneous axes of rotation (IARs) for the C0-C1
articulation pass through the center of the mastoid pro-
cesses for flexion–extension and through a point 2–3 cm
above the apex of the dens for lateral bending. There is a
slight axial rotation at C0-C1. The IARs for the C1-C2
articulation are somewhere in the region of the middle
third of the dens for flexion–extension and in the center of
the dens for axial rotation. Lateral bending of C1-C2 is
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Table 1. Ranges of Motion Reported from In Vivo and
In Vitro Studies for the Occipito-Atlantal Joint (C0-C1)a

Type of

Studyb

Total Flexion/
Extension

Unilateral
Bending

Unilateral Axial
Rotation

In vivo 50 34–40 0
In vivo 50 14–40 0
In vivo 13 8 0
In vivo 30 10 0
In vivo 5.2
In vivo 1.0
In vitro 4.0
In vitro 3.5/21.0 5.5 7.2

aIn degrees.
bThe in vivo studies represent passive range-of-motion, whereas the in vitro

studies represent motion at 1.5 N�m occipital moment loading. (From Ref. 4c.)

Table 2. Ranges of Motion Reported from In Vivo and
In Vitro Studies for the AtlantoAxial Joint (C1-C2)a

Type of

Studyb

Total Flexion/
Extension

Unilateral
Bending

Unilateral Axial
Rotation

In vivo 0 0 60
In vivo 11 30–80
In vivo 10 0 47
In vivo 30 10 70
In vivo 32.2
In vitro 43.1
In vivo 40.5
In vitro 11.5/10.9 6.7 38.9

aIn degrees.
bThe in vivo studies represent passive range-of-motion, whereas the in vitro

studies represent motion at 1.5 N�m occipital moment loading. (From Ref. 4c.)



controversial at the most 5–108 (4). During lateral bending,
the alar ligament is responsible for the forced rotation of
the second vertebra.

Middle and Lower Cervical Spine (C2-C7)

In the middle and lower cervical regions, stability and
mobility must be provided; while, the vital spinal cord
and the vertebral arteries must be protected. There is a
good deal of flexion–extension and lateral bending in this
area, Tables 3–6.

Flexion–Extension. Most of the flexion–extension motion
in the lower cervical spine occurs in the central region, with
the largest range of motion (ROM) generally occurring at
the C5-C6 level. Except for extension, the orientation of the

cervical facets (on average, � 458 in the sagittal plane) does
not excessively limit spinal movements in any direction or
rotation. Flexion–extension rotations are distributed
throughout the entire lower cervical spine for total rota-
tions typically in the range of 60–758 and sagittal A/P
translation is usually in the range of � 2–3 mm at all
cervical levels (1). There is relatively little coupling effect
that occurs during flexion–extension due to the orientation
of the facets. There have been many published in vivo and
in vitro studies reporting ‘‘normal’’ rotations at the various
cervical spinal levels. These studies are in general agree-
ment, although there appears to be a wide variation within
ROM at all levels of the cervical region.

An in vitro study by Moroney et al.(33) averaged rota-
tions among 35 adult cervical motion segments and found
that average rotations (�SD) in flexion and extension
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Table 3. C3-C4 Ranges of Motion Compiled from Various In Vivo and In Vitro Studiesa,b

Type of Study Type of Loading Total Flexion/Extensionc Unilateral Lateral Bendingc Unilateral Axial Rotationc

In vivo Max. Rotation (active) 15.2 (3.8) NA NA
In vivo Max. Rotation (active) 17.6 (1.5) NA NA
In vivo Review 13.0 (range 7–38) 11.0 (range 9–16) 11.0 (range 10–28)
In vivo Max. Rotation (active) 13.5 (3.4) NA NA
In vivo Max. Rotation (active) 15.0 (3.0) NA NA
In vivo Max. Rotation (active) NA NA 6.5 (range 3–10)
In vivo Max. Rotation (active) 18.0 (range 13–26) NA NA
In vitro 1 N�m 8.5 (2.6) NA NA
In vitro �3 N�m NA 8.5 (1.8) 10.7 (1.3)

aIn degrees.
bSee Refs. 4b and d.
cNot available¼NA.

Table 4. C4-C5 Ranges of Motion Compiled from Various In Vivo and In Vitro Studiesa,b

Type of Study Type of Loading Total Flexion/Extensionc Unilateral Lateral Bendingc Unilateral Axial Rotationc

In vivo Max. Rotation (active) 17.1 (4.5) NA NA
In vivo Max. Rotation (active) 20.1 (1.6) NA NA
In vivo Review 12 (range 8–39) 11.0 (range 0–16) 12.0 (range 10–26)
In vivo Max. Rotation (active) 17.9 (3.1) NA NA
In vivo Max. Rotation (active) 19 (3.0) NA NA
In vivo Max. Rotation (active) NA NA 6.8 (range 1–12)
In vivo Max. Rotation (active) 20 (range 16–29) NA NA
In vitro 1 N�m 9.7 (2.35) NA NA
In vitro �3 N�m NA 6.3 (0.6) 10.8 (0.7)

aIn degrees.
bSee Refs. 4b and d.
cNot available¼NA.

Table 5. C5-C6 Ranges of Motion Compiled from Various In Vivo and In Vitro Studiesa,b

Type of Study Type of Loading Total Flexion/Extensionc Unilateral Lateral Bendingc Unilateral Axial Rotationc

In vivo Max. Rotation (active) 17.1 (3.9) NA NA
In vivo Max. Rotation (active) 21.8 (1.6) NA NA
In vivo Review 17.0 (range 4–34) 8.0 (range 8–16) 10.0 (range 10–34)
In vivo Max. Rotation (active) 15.6 (4.9) NA NA
In vivo Max. Rotation (active) 20.0 (3.0) NA NA
In vivo Max. Rotation (active) NA NA 6.9 (range 2–12)
In vivo Max. Rotation (active) 20.0 (range 16–29) NA NA
In vitro 1 N�m 10.8 (2.9) NA NA
In vitro �3 N�m NA 7.2 (0.5) 10.1 (0.9)

aIn degrees.
bSee Refs. 4b and d.
cNot available¼NA.



under an applied 1.8-N�m moment with 73.6-N preload
(applied axially through the center of the vertebral bodies)
were 5.558 (1.84) and 3.528 (1.94), respectively. These
results demonstrate a total ROM in flexion–extension of
� 9.028. Although generally lower than the reported data in
Tables 3–6, probably due to the effect of averaging across
cervical levels, the measurements are within the range of
motion for all levels diskussed above.

Lateral Bending. Lateral bending rotations are distrib-
uted throughout the entire lower cervical spine for total
rotations typically in the range of 10–128 for C2-C5 and
4–88 for C7-T1 (1). Unlike flexion–extension motion, where
coupling effects are minimal, lateral bending is a more
complicated motion involving the cervical spine, mainly
due to the increased coupling effects. The coupling effects,
probably due to the spatial locations of the facet joints at
each level, are such that the spinous processes are rotated
in the opposite direction of the lateral bending direction.
The degree of coupling that occurs at separate levels of the
cervical region has been described (33). There is a gradual
decrease in the amount of axial rotation coupled with
lateral bending as one traverses from C2 to C7. At C2,
for every 38 of lateral bending there is � 28 of coupled axial
rotation, a ratio of 0.67. At C7, for every 7.58 of lateral
bending there is � 18 of coupled axial rotation, a ratio of
0.13.

Axial Rotation. Most cervical rotation occurs about the
C1-C2 level, in the range of 35–458 for unilateral axial
rotation: � 40% of the total rotation observed in the spine
(1). In the lower cervical spine, axial rotation is in the range
of 5.4–11.08 per level. Again, as in the main motion of
lateral bending, there exists a coupling effect with lateral
bending when axial rotation is the main motion of the
cervical spine. This coupling effect is in the range of
0.51–0.758 of lateral bending per degree of axial rotation
(34). The effects of aging and gender on cervical spine
motion have been investigated by numerous researchers.
The average values for age decades for each motion, as well
as average for the gender groups along with significant
differences are shown in Table 7. Significantly less motion
in the active tests was evident in comparison of lateral
bending and axial rotation. Generally, for passive tests, the
SD was lower. Women showed greater ROM in all these
motions. In the age range of 40–49 years, women again
showed significantly greater ROM in axial rotation and
rotation at maximal flexion. There were no significant differ-
ences between gender groups for the group aged 60þ years.
The well-established clinical observation that motion of the
cervical spine decreases with age has been confirmed. An
exception to this finding was the surprising observation that
the rotation of the upper cervical spine, mainly at the atlan-
toaxial joint (tested by rotating the head at maximum flexion
of the cervical spine that presumably locks the other levels)
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Table 6. C6-C7 Ranges of Motion Compiled from Various In Vivo and In Vitro studiesa,b

Type of Study Type of Loading Total Flexion/Extensionc Unilateral Lateral Bending c Unilateral Axial Rotationc

In vivo Max. Rotation (active) 18.1 (6.1) NA NA
In vivo Max. Rotation (active) 20.7 (1.6) NA NA
In vivo Review 16.0 (range 1–29) 7.0 (range 0–17) 9.0 (range 6–15)
In vivo Max. Rotation (active) 12.5 (4.8) NA NA
In vivo Max. Rotation (active) 19 (3) NA NA
In vivo Max. Rotation (active) NA NA 5.4 (range 2–10)
In vivo Max. Rotation (active) 15 (range 6–25) NA NA
In vitro 1 N�m 8.9 (2.4) NA NA
In vitro � 3 N�m NA 6.4 (1.0) 8.8 (0.7)

aIn degrees.
bSee Refs. 4b and d.
cNot available¼NA.

Table 7. Average (SD) Head–Shoulder Rotationsa,b

Age Decade Flex/Ext Lat Bending Axial Rotation Rot From Flex Rot From Ext

M F M F M F M F M F

20–29 152.7c 149.3 101.1 100.0 183.8 182.4 75.5c 72.6 161.8 171.5
(20.0) (11.7) (13.3) (8.6) (11.8) (10.0) (12.4) (12.7) (15.9) (10.0)

30–39 (141.1) 155.9c 94.7c 106.3c 175.1c 186.0c 66.0 74.6 158.4 165.8

(11.4)d (23.1) (10.0)d (18.1) (9.9)d (10.4) (13.6)d (10.5) (16.4) (16.0)

40–49 131.1 139.8 83.7 88.2c 157.4 168.2b 71.5 85.2 146.2 153.9c

(18.5) (13.0) (13.9) (16.1) (19.5)d (13.6) (10.9)c (14.8) (33.3) (22.9)

50–59 136.3c 126.9 88.3 76.1 166.2c 151.9 77.7 85.6 145.8 132.4c

(15.7) (14.8) (29.1)d (10.2) (14.1) (15.9) (17.1) (9.9) (21.2)d (28.8)

60þ 116.3 133.2 74.2 79.6 145.6 154.2 79.4 81.3 130.9 154.5
(18.7) (7.6) (14.3) (18.0) (13.1) (14.6) (8.1) (21.2) (24.1) (14.7)

aIn degrees.
bSee Ref. 4h.
cSignificant difference from cell directly adjacent to the right (i.e., gender within age group differences).
dSignificant difference from cell directly adjacent below (i.e., age group within gender differentiation).



didnotdecreasewithage.Themeasurementdataforrotation
out of maximum flexion suggests that the rotation of the
atlantoaxial joint does not decrease with age, but rather
remains constant or increases slightly perhaps to compen-
sate for the reduced motion of the lower segments.

Lumbar Spine

The lumbar spine is anatomically designed to limit anterior
translation and permit considerable flexion-extension and
lateral bending, Tables 8A, B, and C. The unique charac-
teristic of the spine is that it must support tremendous
axial loads. The lumbar spine and the hips contribute to the
considerable mobility of the trunk (34,35). The facets play a
crucial role in the stability of the lumbar spine. The well-
developed capsules of these joints play a major part in
stabilizing the FSU against axial rotation and lateral
bending. Lumbar facet joints are oriented in the sagittal
plane, thereby allowing flexion–extension and lateral
bending but limiting torsion (4).

In flexion–extension, there is usually a cephalocaudal
increase in the range of motion in the lumbar spine. The
L5-S1 joint offers more sagittal plane motion than the other
joints, due to the unique anatomy of the FSU. The orienta-
tion of the facet becomes more parallel to the frontal plane

as the spinal column descends toward S1. Both this facet
orientation and the lordotic angle at this motion segment
contribute to the differences in the motion at this level. For
lateral bending, each level is about the same except for L5-
S1, which shows a relatively small amount of motion.The
situation is the same for axial rotation, except that there is
more motion at the L5-S1 joint.

There are several coupling patterns that have been
observed in the lumbar spine. Pearcy (36) observed cou-
pling of 28 of axial rotation and 38 of lateral bending with
flexion–extension. In addition, there is also a coupling pat-
tern, inwhichaxial rotation is combinedwith lateralbending,
such that the spinous processes point in the same direction as
the lateral bending (22). This pattern is the opposite of that in
the cervical spine and the upper thoracic spine (34).

The rotation axes for the sagittal plane of the lumbar
spine have been described in several reports. In 1930,
Calve and Galland (37) suggested that the center of the
intervertebral disk is the site of the axes for flexion–exten-
sion; however, Rolander (38) showed that when flexion is
simulated starting from a neutral position, the axes are
located in the region of the anterior potion of the disk. In
lateral bending, the axes fall in the region of the right side
of the disk with left lateral bending, and in the region of the
left side of the disk with right lateral bending. For axial
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Table 8. Ranges of Motion for Various Segments Based on In Vivo and In Vitro Data Collection Techniques Cited in the
Literaturea,b

(A) Flexion/Extension
In vitro In vivo/active In vivo/active

Mean Lower Upper Mean Lower Upper Mean Lower Upper

L1/2 10.7 5.0 13.0 7.0 1.0 14.0 13.0 3.0 23.0
L2/3 10.8 8.0 13.0 9.0 2.0 16.0 14.0 10.0 18.0
L3/4 11.2 6.0 15.0 10.0 2.0 18.0 13.0 9.0 17.0
L4/5 14.5 9.0 20.0 13.0 2.0 20.0 16.0 8.0 24.0
L5/S1 17.8 10.0 24.0 14.0 2.0 27.0 14.0 4.0 24.0

(B) Lateral Bending
In vitro In vivo/active In vivo/passive

Mean Lower Upper Mean Lower Upper Mean Lower Upper

L1/2 4.9 3.8 6.5 5.5 4.0 10.0 7.9 14.2
L2/3 7.0 4.6 9.5 5.5 2.0 10.0 10.4 16.9
L3/4 5.7 4.5 8.1 5.0 3.0 8.0 12.4 21.2
L4/5 5.7 3.2 8.2 2.5 3.0 6.0 12.4 19.8

(C) Axial Rotation
In vitro In vivo/active

Mean Lower Upper Mean Lower Upper

L1/2 2.1 0.9 4.5 1.0 �1.0 2.0
L2/3 2.6 1.2 4.6 1.0 �1.0 2.0
L3/4 2.6 0.9 4.0 1.5 0.0 4.0
L4/5 2.2 0.8 4.7 1.5 0.0 3.0
L5/S1 1.3 0.6 2.1 0.5 �2.0 2.0

aIn degrees.
bIn general in vitro data differs from in vivo data and the magnitude of in vivo motions depend on the collection technique (active vs. passive). (Taken from

Ref. 4h.)



rotation, the IARs are located in the region of the posterior
nucleus and annulus (4,36).

BIOMECHANICS OF SPINAL INSTABILITY: ROLE
OF VARIOUS FACTORS

The causes of spinal instability have been hypothesized to
include environmental factors that contribute to spinal
degeneration and host of other variables (39). For example,
some diseases can lead to spinal instability without being the
direct cause. Chronic spondylolisthesis can lead to perma-
nent deformation of the annulus that increases the prob-
ability of instability, Fig. 7. Essentially, any damage to any of
the components of the motion segment or neural elements
can contribute to instability. Instability can result from
ruptured ligaments, fractured facets, fractured endplates,
torn disks, or many other causes. However, the elements
within the spine that seem tocontribute more to stability and
can therefore be major sources of instability are the facet
joints, the intervertebral disks, and the ligaments (40). Both
in vivo investigations in humans and animals and in vitro
investigations of ligamentous spinal segments have been
undertaken to accumulate biomechanical data of clinical
significance.

Role of Environmental Factors in Producing Instability–Injury

Upper Cervical Spine. High speed impact loads that may
be imposed on the spine are one of the major causes of

spinal instability in the cervical region, especially in the
upper region. To quantify the likely injuries of the atlas,
Oda et al. (39,40) subjected upper cervical spine specimens
to high speed axial impact by dropping 3–6 kg weights from
various heights. The load produced axial compression and
flexion of the specimen. Both bony and soft tissue injuries,
similar to Jefferson fractures, were observed. The bony
fractures were six bursting fractures, one four-part frac-
ture without a prominent bursting, and one posterior arch
fracture. The major soft tissue injury involved the trans-
verse ligament. There were five bony avulsions and three
midsubstance tears. The study was extended to determine
the three-dimensional (3D) load displacements of fresh
ligamentous upper cervical spines (C0-C3) in flexion, exten-
sion, and lateral bending before and following the impact
loading in the axial mode. The largest increase in flexibility
due to the injury was in flexion–extension: � 42%. In lateral
bending, the increase was on the order of 24%; in axial
rotation it was minimal:� 5%. These increases in motion are
in concordance with the actual instabilities observed clini-
cally. In patients with burst fractures of the atlas, Jefferson
noted that the patients could not flex their heads, but could
easily rotate without pain (41).

Heller et al. (42) tested the transverse ligament
attached to C1 vertebra by holding the C1 vertebra and
pushing the ligament in the middle along the AP direction.
The specimens were loaded with an MTS testing device at
varying loading rates. Eleven specimens failed within the
substance of the ligament, and two failed by bone avulsion.
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Figure 7. Various spinal disorders and surgical procedures that may lead to spinal instability.
Such procedures are common for all of the spine regions.



The mean load to failure was 692 N (range 220–1590 N).
The displacement to failure ranged from 2 to 14 mm (mean
6.7 mm). This study, when compared with the work of Oda
et al. (39,40) suggests that (a) anteroposterior (AP) trans-
lation of the transverse ligament with respect to the dens is
essential to produce its fracture; (b) rate of loading affects
the type of fracture (bony versus ligamentous) but not the
displacement at failure; and (c) even ‘‘axial’’ impact loads
are capable of producing enough AP translation to produce
a midsubstance tear of the ligament, as reported by Oda
et al. (39).

The contribution to stabilization by the alar ligament of
the upper cervical spine is of particular interest in evalua-
tion of the effects of trauma, especially in the axial rotation
mode. Goel and associates (43), in a study of occipitoatlan-
toaxial specimens, determined that the average values for
axial rotation and torque at the point of maximum resis-
tance were 68.18 and 13.6 N�m, respectively. They also
observed that the value of axial rotation at which complete
bilateral rotary dislocation occurred was approximately
the point of maximal resistance. The types of injuries
observed were related to the magnitude of axial rotation
imposed on a specimen during testing. Soft tissue injuries
(such as stretch–rupture of the capsular ligaments, sub-
luxation of the C1-C2 facets) were confined to specimens
rotated to or almost to the point of maximum resistance.
Specimens that were rotated well beyond the point of
maximum resistance also showed avulsion fractures of
the bone at the points of attachment of the alar ligament
or fractures of the odontoid process inferior to the level of
alar ligament attachment. The alar ligament did not rup-
ture in any of the specimens. Chang and associates (44)
extended this study to determine the effects of rate of
loading (dynamic loading) on the occipitoatlantoaxial com-
plex. The specimens were divided into three groups and
tested until failure at three different dynamic loading
rates: 508/s, 1008/s, and 4008/s as compared to the quasi-
static (48/s) rate of loading used by Goel et al.(43). The
results showed that at the higher rates of loading, (a) the
specimens became stiffer and the torque required to pro-
duce ‘‘failure’’ increased significantly (e.g., from 13.6 N�m
at 48/s to 27.9 N�m at 1008/s); (b) the corresponding right
angular rotations (65–798) did not change significantly;
and (c) the rates of the alar ligament midsubstance rupture
increased and that of ‘‘dens fracture’’ decreased. No frac-
tures of the atlas were noted. This is another example of
the rate of load application affecting the type of injury
produced.

Fractures of the odontoid process of the second cervical
vertebra comprise 7–13% of all cervical spine fractures
(45). Most published reports involving odontoid fracture
use the classification system detailed by Anderson and
D’Alonzo (46). They described three types of odontoid
process fracture (Fig. 8). Type I is an oblique fracture near
the superior tip of the odontoid process and is thought to
involve an avulsion defect associated with the alar–apical
complex. Fracture of the odontoid process at the juncture of
the process and vertebral body in the region of the acces-
sory ligaments (Type II) is the most common osseous injury
of the atlas. Fractures of this type lead to a highly unstable
cervicovertebral region, commonly threatening the spinal

canal, and are often accompanied by ligamentous insult.
Many of these fractures result in pseudoarthrosis if not
properly treated. Type III fractures involve the junction of
the odontoid process and the anterior portion of the ver-
tebral body. These fractures are thought to be more stable
than the Type I and Type II fractures. Type III fractures
have high union rates owing to the cancellous bone invol-
vement and the relatively high degree of vascularity
(46,47).

Forces required to produce various types of dens frac-
tures have been documented by Doherty et al. (45) who
harvested the second cervical vertebra from fresh human
spinal columns. Force was applied at the tip of the dens
until failure occurred. The direction of the applied force
was adjusted to exert extension bending or combined flex-
ion and lateral bending on the tip of the dens. Extension
resulted in type III fractures, and the combined load led to
type II fractures of the dens. Furthermore, dynamic load-
ing modes are essential to produce midsubstance ligament
ruptures as opposed to dens fractures, especially in a
normal specimen. Odontoid fractures have been implicated
as being the result of high energy traumatic events. Indeed,
there have been numerous accounts as to the events that
lead to odontoid fracture. Schatzker et al. (47) reported that
16 of the 37 cases they reviewed were due to motor vehicle
accidents and 15 cases were the result of high energy falls.
Clark and White (48) report that all Type II (96 patients)
and Type III (48 patients) fractures they reviewed were
attributable to either motor vehicle accidents (� 70%) or
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Figure 8. Fractures of the odontoid process. Taken from Ref. 46.



falls. Alker et al. (19) examined postmortem radiographs of
312 victims of fatal motor vehicle accidents. The cohort
exhibited 98 injuries of the cervical spine, of which 70 were
seen in the craniovertebral junction. The authors, although
not quantifying the degree of dens fractures, hypothesized
that odontoid fractures were probably due to hyperexten-
sion because of the posterior displacement of the fracture
pieces.

There is considerable controversy as to the major load
path that causes odontoid fractures. A review of the clinical
and laboratory research literature fails to designate a
consensus on this issue. Schatzker et al. (47) reviewed
clinical case presentations and concluded that odontoid
fractures are not the result of simple tension and that
there must exist a complex combination of forces needed
to produce these failures. Althoff (49) performed a cadaver
study, whereby he applied various combinations of com-
pression and horizontal shear to the head via a pendulum.
Before load onset the head was placed in neutral, extension
or flexion. The position of the load and the angle of impact,
determining the degree of compression with shear, was
changed for each experiment. The results indicated that an
impact in the sagittal plane (anterior or posterior) pro-
duced fractures that involved the C2 body (Type III). As the
force vector moved from anterior to lateral, the location of
the fracture moved superiorly, with lateral loading produ-
cing Type I fractures. This led the author to propose a new
hypothesis: impact loading corresponding to combined
horizontal shear and compression results in odontoid frac-
tures. Althoff dismissed the contributions of sagittal rota-
tion (flexion and extension) to the production of resultant
odontoid fracture.

Mouradian et al. (50) reported on a cadaver and clinical
model of odontoid fracture. In their opinion, ‘‘it seems
reasonable to assume that shearing or bending forces
are primarily involved.’’ The cadaver experimentation
involved anterior or lateral translation of the occiput as
well as lateral translation of the atlantal ring. In forward
loading, the odontoid was fractured in 9 of the 13 cases,
with 8 Type III fractures and 1 Type II fracture. The lateral
loading specimens evidenced similar patterns of odontoid
fracture regardless of the point of load application (on the
occiput or on the atlas). In 11 specimens, lateral loading
resulted in 10 Type II fractures and 1 Type III fracture. The
clinical model involved reviewing 25 cases of odontoid
fracture. They reported that 80% of these cases resulted
from flexion or flexion–rotation injuries. They pointed out
that the clinical data does not reflect the lateral loading
cadaver experimentation results. In fact, they state that ‘‘a
pure lateral blow probably did not occur in any [clinical]
case’’. However, their clinical data indicated that the
remaining 20% of the odontoid injuries could be ascribed
to extension injuries. The technical difficulties precluded
cadaver experimentation of this possible mechanism.
Experimental investigations dealing with the pathogenesis
of odontoid fractures have failed to produce a consensus as
to the etiology of these fractures. These findings may
actually reflect the diversity of causal mechanisms, sug-
gesting the various mechanical factors are coincident in
producing these fractures. It is difficult to diskern if this is
the case or if this is due to the inhomogeneity of cadaver

experiment methodology. That is, some of the boundary
and loading conditions used by the surveyed studies are
vastly different and have produced divergent results. In
addition, the anatomical variants of the craniovertebral
osteo-ligamentous structures could also be integral to the
cadaver study outcomes. The purpose of the study under-
taken by Puttlitz et al. (51) was to utilize of the finite
element method, in which the loading and kinematic con-
straints can be exactly designated, for elucidating the true
fracture etiology of the upper cervical spine. Previous
laboratory investigations of odontoid process failure have
used cadaver models. However, shortcomings associated
with this type of experimentation and the various loading
and boundary conditions may have influenced the result-
ing data. Utilization of the FE method for the study of
odontoid process failure has eliminated confounding fac-
tors often seen with cadaveric testing, such as interspeci-
men anatomic variability, age-dependent degeneration,
and so on. This has allowed us to isolate changes in complex
loading conditions as the lone experimental variable for
determining odontoid process failure.

There are many scenarios, that are capable of producing
fracture of the odontoid process. Force loading, in the
absence of rotational components, can reach maximum
von Mises stresses that far exceed 100 MPa. Most of these
loads are lateral or compressive in nature. The maximum
stress obtained was 177 MPa due to a force directed in the
posteroinferior direction. The net effect of this load vector
and its point of application, the posterior aspect of the
occiput, is to produce a compression, posterior shear,
and extension due to the load’s offset from the center of
rotation. This seems to suggest that extension and com-
pression can play a significant role in the development of
high stresses, and possibly failure, of the odontoid. The
location of the maximum stress for this loading scenario
was in the region of a Type I fracture. The same result, with
respect to laterally loading, was obtained by Althoff (49).
However, he dismissed the contribution of sagittal plane
rotation to development of odontoid failures. The results of
this study disagree with that finding. Posteroinferior load-
ing with extension produced a maximum von Mises stress
in the axis of 226 MPa. As stated above, the load vector for
this case intensifies the degree of extension, probably
producing hyperextension. The addition of the extension
moment did not change the location of the maximum stress,
still identifiable in the region of a Type I fracture. The
clinical study by Moradian et al. (50) suggested that almost
20% of the odontoid fracture cases they reviewed involved
some component of extension. The involvement of exten-
sion in producing odontoid process failures can be
explained by its position with respect to the atlantal ring
and the occiput. As extension proceeds, the contact force
produced at the atlanto-dental articulation increases, put-
ting high bending loads on the odontoid process. The result
could be failure of the odontoid. Increasing tension of the
alar ligaments as the occiput extends could magnify these
bending stress via superposition of the loads, resulting in
avulsion failure of the bone (Type I).

While the FE model predicted mostly higher stresses
with the addition of an extension moment, the model
showed that, in most cases, flexion actually mitigates
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the osseous tissue stress response. This was especially true
for compressive (inferior) force application. Flexion loading
with posterior application of an inferior load vectorally
decreases the overall effect of producing extension on the
occiput. None of the studies surveyed for this investigation
pinpointed flexion, per se, as a damage mechanism for
odontoid failure. The findings of this study supported
the lack of evidence in support of flexion as being a causal
mechanism for failure. In addition, the data suggested that
flexion can act as a preventative mechanism against odon-
toid fracture.

Once again, the lateral bending results support the
hypothesis of extension being a major injury vector in
odontoid process failure. Inferior and posteroinferior loads
with lateral rotation resulted in the highest maximal von
Mises stress in the axis. Lateral loading also intensified the
maximal stress in compression, suggesting rotations that
incorporate a component of both lateral and extension
motion may cause odontoid failures. Many of the lateral
bending scenarios resulted in the maximum von Mises
stress being located in the Type II and Type III fracture
regions. In fact, the only scenarios that lead to the max-
imum stress in the Type I area was when there was an
inferior or posterior load applied with the lateral bending.
This is, again, suggestive that the extension moment,
produced by these vectors and their associated moment
arms (measured from the center of rotation), can result in
more superiorly-located fractures.

Overall, this investigation has indicated that extension
and the application of extension via force vector applica-
tion, causes the greatest risk of superior odontoid failure.
The hypothesis of extension as a causal mechanism of
odontoid fracture includes coupling of this motion to other
rotations. Flexion seems to provide a protective mechanism
against force application that would otherwise cause a
higher risk of odontoid failure.

Middle and Lower Cervical Spine. In the C2-T1 region of
the spine, as in the upper cervical region, instabilities in a
laboratory setting have been produced in an effort to
understand the dynamics of traumatic forces on the spine
(19). In one study, fresh ligamentous porcine cervical spine
segments were subjected to flexion-compression, exten-
sion-compression, and compression-alone loads at high
speeds (dynamic–impact loading) (19). The resultant inju-
ries were evaluated by anatomic dissection. The results
that the severity of the injuries were related mostly to the
addition of bending moments to high speed axial compres-
sion of the spine segment, since compression alone pro-
duced the least amount of injury and no definite pattern of
injuries could be identified. Other investigators have
reported similar results (19).

Lumbar Spine. The onset of low back pain is sometimes
associated with a sudden injury. However, it is more often
the result of cumulative damage to the spinal components
induced by the presence of chronic loading on the spine.
Under chronic loading, the rate of damage may exceed the
rate of repair by the cellular mechanisms, thus weakening
the structures to the point where failure occurs under
midly abnormal loads. Chronic loading to structures may

occur under a variety of conditions (52,53). One type of
loading is heavy physical work prevalent among blue collar
workers. Lifting not only induces large compressive loads
across the segment, but tends to be associated with bending
and twisting (54). Persons with jobs requiring the lifting of
objects of > 11.3 kg > 25 times/day have over three times
the risk for acute disk prolapse than people whose jobs do
not require lifting (55). If the body is twisted during lifting,
the risk is even higher with less frequent lifting. The other
major class of loading associated with low back pain is
posture related, for example, prolonged sitting–sedentary
activities, and posture that involve bending over while
sitting. Prolonged sitting may be compounded by vibration,
such as observed in truck drivers (52,56,57).

The effects of various types of cyclic loads on the speci-
men behavior have been investigated (52,55). For example,
Liu et al. subjected ligamentous motion segments to cyclic
axial loads of varying magnitudes until failure or 10,000
cycles, which ever occurred first (53). Test results fell in to
two categories, stable and unstable. In the unstable group,
fracture occurred within the 6000 cycles of loading. The
radiographs in the unstable group revealed generalized
trabecular bony microfailure. Cracks were found to propa-
gate from the periphery of the subcondral bone. After the
removal of the organic phase, the unstable group speci-
mens disintegrated into small pieces, as opposed to stable
group specimens. This suggests that microcrack initiation
occurs throughout the inorganic phase of the subchondral
bone as a result of axial cyclic loading. In response to cyclic
axial twisting of the specimens, Liu et al. noticed a dis-
kharge of synovial fluid from the articular joints (58).
Specimens that exhibited an initial angular displacement
of < 1.58, irrespective of the magnitude of the applied cyclic
torque, did not show any failures. On the other hand,
specimens, exhibiting initial rotations < 1.58, fractured
before reaching 10,000 cycles. These fractures included
bony failure of facets and/or tearing of the capsular
ligaments.

Chronic vibration exposure and prolonged sitting are
also known to lead to spinal degeneration. Spinal struc-
tures exhibit resonance between 5 and 8 Hz (56–59). In vivo
and in vitro experimental and analytical studies have
shown that the intradiscal pressure and motion increase
when spinal structures experience vibration, such as dur-
ing driving cars–trucks, at the natural resonant frequency
(59). Prolonged sitting alone or in conjunction with chronic
vibration exposure is also a contributing factor to spinal
degeneration. A finite element-based study revealed that
prolonged sitting led to an increase in disk bulge and the
stresses in the annulus fibers located at the outer periphery
(59,60).

Lee et al. (61) quantatively analyzed occlusion of the
dural-sac in the lumbar spine was quantitatively analyzed
by utilizing a finite element lumbar spine model. In the
static analysis, it was found that < 2 kN of compressive
load could not produce dural-sac occlusion, but the com-
pression together with extension moment was more likely
to produce the dural-sac occlusion. The 7.4% of occlusion
was obtained when the 8 N�m of extension moment was
added to 2 kN of compressive load that alone did not create
any occlusion. The magnitude of occlusions was increased
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to 10.5% as the extension moment increased to 10 N�m with
the same 2 kN of compressive load. In creep analysis, 10
N�m extension, kept for 3600 s, induced 6.9% of occlusion,
and 2.4% of volume reduction in the dural-sac. However,
flexion moment did not produce any occlusion in the dural-
sac, but increased the volume instead because it caused
stretching of the dural-sac coupled with vertebral motion.
As a conclusion, occlusions resulted mainly from the slack-
ening of the ligamentum flavum and disk bulging. Further-
more, the amount of occlusion was strongly dependent with
loading conditions and the viscoelastic behavior of materi-
als as well.

Changes in Motion due to Degeneration–Trauma

The degenerative process can effect all of the spinal ele-
ments and trauma can lead to partial or full destruction of
the spinal elements. As such the motion behavior of the
segment will change.

Cervical Spine Region. The rotation-limiting ability of
the alar ligament was investigated by Dvorak et al. (62,63).
A mean increase of 10.88 or 30% (divided equally between
the occipitoatlantal and atlantoaxial complexes) in axial
rotation was observed in response to an alar lesion on the
opposite side. Oda et al. (39,40) determined the effects of
alar ligament transections on the stability of the joint in
flexion, extension, and lateral bending modes. Their main
conclusion was that the motion changes occurred subse-
quent to alar ligament transection. The increases,
however, were directional-dependent. Crisco et al. (64)
compared changes in 3D motion of C1 relative to C2 before
and after the capsular ligament transections in axial rota-
tion. Two groups of cadaveric specimens were used to study
the effect of two different sequential ligamentous transec-
tions. In the first group (n¼ 4), transection of the left
capsular ligament was followed by transection of the right
capsular ligament. In the second group (n¼ 10), transec-
tion of the left capsular ligament preceded transection of
left and right alar and transverse ligaments. The greatest
changes in motion occurred in axial rotation to the side
opposite the transection. In the first group, transection of
left capsular ligaments resulted in a significant increase in
axial rotation ROM to the right of 18. After the right
capsular ligament was transected, there was a further
significant increase of 1.88 to the left and of 1.08 to the
right. Lateral bending to the left also increased signifi-
cantly by 1.58 after both ligaments were cut. In the second
group, with the nonfunctional alar and transverse liga-
ments, transection of the capsular ligament resulted in
greater increases in ROM: 3.38 to the right and 1.38 to the
left. Lateral bending to the right also increased signifi-
cantly by 4.28. Although the issue is more complex than
this, in general these studies show that the major function
of the alar ligament is to prevent axial rotation to the
contralateral side. Transection of the ligament increases
the contralateral axial rotation by � 15%.

The dens and the intact transverse ligament provide the
major stability at the C1-C2 articulation. The articular
capsules between C1 and C2 are loose, to allow a large
amount of rotation and provide a small amount of stability.

Although the C1-C2 segment is clinically unstable after
failure of the transverse ligament, resistance against gross
dislocation is probably provided by the tectorial membrane,
the ala, and the apical ligaments. With transection of the
tectorial membrane and the ala ligaments, there is an
increased flexion of the units of the occipital–atlantoaxial
complex and a subluxation of the occiput (4h). It was also
demonstrated that transection of the ala ligament on one
side causes increased axial rotation to the opposite side by
� 30%.

Fielding et al. (65) performed a biomechanical study
investigating lesion development in rheumatoid arthritis.
Their study tested 20 cadaveric occipitoatlanto–axial speci-
mens for transverse ligament strength by application of a
posterior force to the atlantal ring. They found atlantoaxial
subluxation of 3–5 mm and increased atlas movement on
the axis after rupture of the transverse ligament. From this
study, Fielding et al. were able to conclude that the ‘‘trans-
verse ligament represents a strong primary defense
against anterior shift of the first cervical vertebra.’’ Puttlitz
et al. (66) developed an experimentally validated ligamen-
tous, nonlinear, sliding contact 3D finite element (FE)
model of the C0-C1-C2 complex generated from 0.5-mm
thick serial computed tomography scans (Fig. 9). The
model was used to determine specific structure involve-
ment during the progression of RA and to evaluate these
structures in terms of their effect on clinically observed
erosive changes associated with the disease by assessing
changes in loading patterns and degree of AAS (see Table 9
for terminology). The role of specific ligament involvement
during the development and advancement of AAS was
evaluated by calculating the AADI and PADI after reduc-
tions in transverse, ala, and capsular ligament stiffness.
(The stiffness of transverse, alar, and capsular ligaments
was sequentially reduced by 50, 75, and 100% of their
intact values.) All models were subjected to flexion
moments, replicating the clinical diagnosis of RA using
full flexion lateral plane radiographs. Stress profiles at the
transverse ligament-odontoid process junction were mon-
itored. Changes in loading profiles through the C0-C1 and
C1-C2 lateral articulations and their associated capsular
ligaments were calculated. Posterior atlantodental inter-
val (PADI) values were calculated to correlate ligamentous
destruction to advancement of AAS. As an isolated entity,
the model predicted that the transverse ligament had the
greatest effect on AADI in the fully flexed posture. Without
transverse ligament disruption, both ala and capsular
ligament compromise did not contribute significantly to
the development of AAS. Combinations of ala and capsular
ligament disruptions were modeled with transverse liga-
ment removal in an attempt to describe the interactive
effect of ligament compromise, which may lead to advanced
AAS. Ala ligament compromise with intact capsular liga-
ments markedly increased the level of AAS (Table 9).
Subsequent capsular ligament stiffness loss (50%) with
complete ala ligament removal led to an additional
decrease in PADI of 0.92 mm. Simultaneous resection of
the transverse, ala, and capsular ligaments resulted in a
highly unstable situation. The model predicted stresses at
the posterior base of the odontoid process greatly reduced,
with transverse ligament compromise beyond 75%
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(Fig. 10). Decreases through the lateral C0-C1 and C1-C2
articulations were compensated by their capsular liga-
ments. The data indicate that there may be a mechanical
component (in addition to enzymatic degradation) asso-
ciated with the osseous resorption seen during RA. Speci-
fically, erosion of the base of the odontoid may involve
Wolff’s law unloading considerations. Changes through

the lateral aspects of the atlas suggest that this same
mechanism may be partially responsible for the erosive
changes seen during progressive RA. The PADI values
indicate that complete destruction of the transverse liga-
ment coupled with alar and/or capsular ligament compro-
mise exist if advanced levels of AAS are present.
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Figure 9. Finite element models of the upper cervical spine used
to study the biomechanics of rheumatoid arthritis. (Taken from
Ref. 66.)

Table 9. Combinations of Ligament Stiffness Reductions
with the Resultant Degree of AAS, as Indicated by the
AADI and PADI Values at Full Flexion (1.5 N �m moment)a

Reduction in Ligament Stiffness, % Criteria, mm

Transverse Alar Capsular AADI PADI

0 0 0 2.92 15.28
100 0 50 5.77 12.43
100 0 75 6.21 11.99
100 50 0 7.42 10.79
100 75 0 7.51 10.71
100 100 50 8.43 9.83

aZero (0) ligament stiffness values represent completely intact ligament

stiffness, ‘‘100’’ corresponds to total ligament destruction (via removal).

(Taken from Ref. 66.) AAS¼ anterior atlantoaxial subluxation, AADI ¼
anterior atlantodental interval, PADI¼ posterior atlantodental interval.
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Figure 10. (a) Anterior atlantodental interval (AADI) (b) and
posterior atlantodental interval (PADI) calculated for the intact
model and models with stiffness reductions of the transverse,
alar, and capsular ligaments at the fully flexed posture (1.5 N�m
moment load). Each ligament’s stiffness was altered while holding
the other two at the baseline value (completely intact). (Taken from
Ref. 66.)



In vitro studies to determine the feasibility of the
‘‘stretch test’’ in predicting instability of the spine in the
cervical region were performed by Panjabi et al. (67). Four
cervical spines (C1-T1; ages 25–29) were loaded in axial
tension in increments of 5 kg to a maximum of one third of
the specimen’s body weight. The effects of sequential AP
transection of soft tissues of a motion segment on the
motion in one group and of posterior–anterior transections
in another group were investigated. The intact cervical
spine went into flexion under axial tension. Anterior trans-
ection produced extension. Posterior transection produced
opposite results. Anterior injuries creating displacements
of 3.3 mm at the disk space (with a force equal to one-third
body weight) and rotation changes of � 3.88 were consid-
ered precursors to failure. Likewise, posterior injuries
resulting in 27 mm separation at the tips of the spinous
process and an angular increase of 308 with loading were
considered unstable. This work supports the concept that
spinal failure results from transection of either all the
anterior elements or all the posterior plus at least two
additional elements.

In a study by Goel et al. (68,69), the 3D load-displace-
ment motion of C4-C5 and C5-C6 as a function of transec-
tion of C5-C6 ligaments was determined. Transection was
performed posteriorly, starting with the supraspinous and
interspinous ligaments, followed by the ligamentum fla-
vum and the capsular ligaments. With the transection of
the capsular ligaments, the C5-C6 motion segment (injured
level) showed a significant increase in motion in extension,
lateral bending, and axial rotation. A significant increase
in flexion resulted when the ligamentum flavum was trans-
ected.

A major path of loading in the cervical spine is through
the vertebral bodies, which are separated by the interver-
tebral disk. The role of the cervical intervertebral disk has
received little attention. A finite element model of the
ligamentous cervical spinal segment was used to compute
loads in various structures in response to clinically rele-
vant loading modes (70). The objective was to predict
biomechanical parameters, including intradiskal pressure,
tension in ligaments, and forces across facets that are not
practical to quantify with an experimental approach. In
axial compression, 88% of the applied load passed through
the disk. The interspinal ligament experienced the most
strain (29.5% in flexion, and the capsular ligaments were
strained the most (15.5% in axial rotation). The maximum
intradiskal pressure was 0.24 MPa in flexion with an axial
compression mode (1.8 N�m of flexion moment þ 73.6 N of
compression). The anterior and posterior disk bulges
increased with an increase in axial compression (up to
800 N). The results provide new insight into the role of
various elements in transmiting loads.

This model was further used to investigate the biome-
chanical significance of uncinate processes and Luschka
joints (71). The results indicate that the facet joints and
luschka joints are the major contributors to coupled motion
in the lower cervical spine and that the uncinate processes
effectively reduce motion coupling and primary cervical
motion (motion in the same direction as load application),
especially in response to axial rotation and lateral bending
loads. Luschka joints appear to increase primary cervical

motion, showing an effect on cervical motion opposite to
that of the uncinate processes. Surgeons should be aware of
the increase in motion accompanied by resection of the
uncinate processes.

Cervical spine disorders such as spondylotic radiculo-
pathy and myelopathy are often related to osteophyte
formation. Bone remodeling experimental–analytical stu-
dies have correlated biomechanical responses, such as
stress and strain energy density, to the formation of bony
outgrowth. Using these responses of the spinal compo-
nents, a finite element study was conducted to investigate
the basis for the occurrence of disk-related pathological
conditions. An anatomically accurate and validated intact
element model of the C4-C5-C6 cervical spine was used to
simulate progressive disk degeneration at the C5-C6 level.
Slight degeneration included an alteration of material
properties of the nucleus pulposus representing the dehy-
dration process. Moderate degeneration included an
alteration of fiber content and material properties of the
annulus fibrosus representing the disintegrated nature of
the annulus in addition to dehydrated nucleus. Severe
degeneration included decrease in the intervertebral
disk height with dehydrated nucleus and disintegrated
annulus. The intact and three degenerated models were
exercised under compression, and the overall force-displa-
cement response, local segmental stiffness, annulus fiber
strain, disk bulge, annulus stress, load shared by the disk
and facet joints, pressure in the disk, facet and uncover-
tebral joints, and strain energy density and stress in the
vertebral cortex were determined. The overall stiffness
(C4-C6) increased with the severity of degeneration. The
segmental stiffness at the degenerated level (C5-C6)
increased with the severity of degeneration. Intervertebral
disk bulge and annulus stress and strain decreased at the
degenerated level. The strain energy density and stress in
vertebral cortex increased adjacent to the degenerated
disk. Specifically, the anterior region of the cortex
responded with a higher increase in these responses.
The increased strain energy density and stress in the
vertebral cortex over time may induce the remodeling
process according to Wolff’s law, leading to the formation
of osteophytes.

Thoracolumbar Region. The most common vertebral
levels involved with the thoracolumbar injuires are T12-
L1 (62%) and L1-L2 (24%) (22,25). The injuires, depending
on the severity of the trauma, have included disruption of
the posterior ligaments, fracture and dislocation of the
facets, and fracture of the vertebral bodies with and with-
out neural lesions. Operative intervention is often sug-
gested to restore spinal stability. These involve use of
spinal instrumentation, vertebroplasty, and host of other
procedures which have been described elsewhere in this
article.

For ease in description of these injuries, conceptually
the osteoligamentous structures of the spine have been
grouped into three ‘‘columns’’; anterior, middle, and poster-
ior. The anterior column consists of the anterior longitu-
dinal ligament, anterior annulus fibrosus, and the anterior
part of the vertebral body. The middle column consists of
the posterior longitudinal ligament, posterior annulus

564 HUMAN SPINE, BIOMECHANICS OF



fibrosus, and the posterior vertebral body wall. The poster-
ior column contains the posterior bony complex or arch
(including the facet joints), and the posterior ligamentous
complex composed of the supraspinous ligament, interspi-
nous ligament, facet joint capsules, and ligamentum
flavum.

As per this classification, a compression fracture is a
fracture of the anterior column with the middle and poster-
ior columns remaining intact. In severe cases, there may
also be a partial tensile failure of the posterior column, but
the vertebral ring, consisting of the posterior wall, pedicles,
and lamina, remains totally intact in a compression frac-
ture. A burst fracture is a fracture of the anterior and
middle columns under compression; the status of the pos-
terior column can vary. In the burst fracture, there is
fracture of the posterior vertebral wall cortex with marked
retropulsion of bone into the spinal canal, obstructing, on
average, 50% of the spinal canal cross-section. There may
be a tilting and retropulsion of a bone fragment into the
canal from one or both endplates. In contrast to the com-
pression fracture, there is loss of posterior vertebral body
height in a burst fracture. The seat-belt type injuries
feature failure of the middle and posterior columns under
tension, and either no failure or slight compression failure
of the anterior column. In fracture dislocations, the ante-
rior, middle, and posterior columns all fail, leading to
subluxation or dislocation. There may be ‘‘jumped facets’’
or fracture of one articular process at its base or at the base
of the pedicle. There is also disruption of the anterolateral
periosteum and anterior longitudinal ligament. If the
separation goes through the disk, there will be some degree
of wedging in the vertebral body under the disk space.
However, the fracture cleavage may pass through the
vertebral body itself, resulting in a ‘‘slice fracture’’.

There are four mechanisms of fracture that have been
hypothesized in the literature to explain why the thoraco-
lumbar region experiences a higher frequency of injury
than adjacent regions. The hypotheses state that a thor-
acolumbar fracture sequence can be put into motion by
stress concentrations arising from (1) spinal loading con-
ditions; (2) material imperfections in spine; (3) differences
in spinal stiffness and physiological range of motion char-
acteristics between the thoracic and lumbar regions; and
(4) abrupt changes in spinal anatomy, especially facet
orientations. As always, there is no conseus for these
mechanisms.

A few of the experimental investigations that have
attempted to reproduce the clinical fracture patterns are
as follows: In one study, cadaver motion segments were
subjected to loads of different magnitude and direction:
compression, flexion, extension, lateral flexion, rotation,
and horizontal shear to reproduce all varieties of spinal
injury experimentally by accurately controlled forces. For a
normal disk, increases of intradiskal pressure and bulging
of the annulus occur under application of axial compressive
load. With increased application of force, the end-plate
bulges and finally cracks, allowing displacement of nuclear
material into the vertebral body. Continued loading of the
motion segment results in a vertical fracture of the verteb-
ral body. If a forward shear component of force accompa-
nies the compression force, the line of fracture of the

vertebral body is not vertical but is oblique. Different forms
of fracture could be produced by axial compressive loading
if the specimens were from older subjects (i.e., the nucleus
was no longer fluid), or if the compressive loading was
asymmetrical. Under these conditions, the transmission of
load mainly through the annulus is responsible for the (1)
tearing of the annulus, (2) general collapse of the vertebra
due to buckling of the sides (cortical wall), and (3) marginal
plateau fracture.

Thoracolumbar burst fractures in cadaver specimens
have also been produced by dropping a weight such that the
prepared column is subjected to axial-compressive impact
loads. The potential energies of the failing weights used by
these researchers have been 200 and 300 N�m. Fracture in
four of the seven specimens apparently started at the
nutrient foramen. The nutrient foramen may perhaps be
viewed as a local area of material imperfection where
stresses may be concentrated during loading, leading to
fracture. Other researchers are apparently unable to con-
sistently produce burst fractures in vitro without first
creating artificial ‘‘stress raisers’’ in the vertebral body
by means of cuts or slices into the bone.

Panjabi et al. (3) conducted in vitro flexibility tests of 11
T11-L1 specimens to document the 3D mechanical beha-
vior of the thoracolumbar junction region (see section on
Construct Testing for an explanation). Pure moments up to
7.5 N�m were applied to the specimens in flexion–exten-
sion, left–right axial torque, and right–left lateral bending.
The authors reported the average flexibility coefficients of
the main motions (range of motion divided by the max-
imum applied load). For extension moment, the average
flexibility coefficient of T11-T12. (0.328/N�m) was signifi-
cantly less than that of T12-L1 (0.528/N�m). For axial
torque, the average flexibility coefficient of T11-T12
(0.248/N�m) was significantly greater than that of T12-L1
(0.168/N�m). The authors attributed these biomechanical
differences to the facet orientation. They speculated that
thoracic-type facets would offer greater resistance to exten-
sion than the more vertically oriented lumbar-type facets
while the lumbar-type facets would provide a more effec-
tive stop to axial rotation than thoracic-type facets. No
other significant biomechanical differences were detected
between T11-T12 and T12-L1. In addition to these obser-
vations, authors found that for flexion torque, the average
flexibility coefficients of the lumbar spine (e.g., L1-L2,
0.588/N�m; L5-S1, 1.008/N�m) were much greater than
those of both T11-T12 (0.368/N�m) and T12-L1 (0.398/
N�m). They identified this change in flexion stiffness
between the thoracolumbar and lumbar regions as a pos-
sible thoracolumbar injury risk factor.

Lumbar Spine Region. The porosity of the cancellous
bone within the vertebral body increases with age, espe-
cially in women. The vertebral body strength is known to
decrease with increase in porosity of the cancellous bone, a
contributing factor to the kyphosis normally seen in an
elderly person (4). As the trabeculae reduce in size and
number, the cortical shell must withstand greater axial
load, thus increasing the thickness of the shell obeying the
principles of Wolff’s law. Edwards et al. (72) demonstrated
cortical shell thickening of osteoporotic vertebral bodies
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compared to that of normal vertebral bodies. Furthermore,
there was increased incidence of osteophytic development
along the cortical shell in the regions of highest stress
within the compromised osteoporotic vertebrae.

The normal disk consists of a gel-like nucleus encased in
the annulus. In a normal healthy person, the disk acts like
a fluid filled cavity. With age, the annulus develops radial,
circumferential and rim lesions, and the nucleus becomes
fibrous. Using a theoretical model in which cracks of vary-
ing lengths were simulated, Goel et al. found that the
interlaminar shear stresses (and likewise displacements)
were minimal until the crack length reached 70% of the
annulus depth (73). Likewise, dehydration of the nucleus
(extreme case totally ineffective like in a total nucleotomy)
also was found to lead to separation of the lamina layers
and an increase in motion (74). Thus, the results support
the observation that the increase in motion really occurs in
moderately degenerated disks.

Posner et al. investigated the effects of transection of the
spinal ligaments on the stability of the lumbar spine (75).
The ligaments were transected in a sequential manner,
either anterior to posterior or posterior to anterior. While
cutting structures from the anterior to posterior portion of
the spine, extension loading caused a significant residual
deformation after the anterior half of the disk was cut.
Cutting from the posterior to anterior region, flexion load-
ing caused significant residual motion upon facet joint
transection. The role of ligaments becomes more prominent
in subjects whose muscles are not fully functional. Using a

finite element model in which the muscular forces during
lifting were simulated, Kong et al. found that a 10%
decrease in the muscle function increased loads borne by
the ligaments and the disks (76). The forces across the facet
joint decreased.

The orientation of facet becomes more parallel to the
frontal plane as one goes down from L1 to S1 (77). Other
factors can also contribute to changes in facet orientation
in a person. The facet orientation, especially at L4-5 and
L5-S1, plays a role in producing spondylolisthesis. Kong
et al. using a finite element of the ligamentous lumbar
segment (Fig. 11a) found that as the facet orientation
becomes more sagittal, the A–P translation across the
segment, increases in response to the load applied,
Fig. 11b. The increase in flexion angle was marginal.

Changes in Motion Due to Surgical Procedures

Cervical Region. In vivo ‘‘injuries’’ result in disk degen-
eration and may produce osteophytes, ankylosed verte-
bras, and changes in the apophyseal joints (78). The
effects of total diskectomy on cervical spine motions are
of interest (79). Schulte and colleagues reported a signifi-
cant increase in the motion after C5-C6 diskectomy (80).
Motion between C5-C6 increased in flexion (66.6%), exten-
sion (69.5%), lateral bending (41.4%), and axial rotation
(37.9%). In previous studies, Martins (81) and Wilson and
Campbell (82) could not detect increases in motion roent-
genographically and deemed the spines functionally stable.
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Figure 11. The finite element of a lumbar segment used to predict the effect of facet orientations on
the motion and loads in various spinal components in a motion segment. (Taken from Ref. 77.)



The reasons for this diskrepancy in results are not appar-
ent. The experimental designs were quite different as were
the methods of motion measurement. However, the disk
obviously is a major structural and functional component of
the cervical spine.

The contribution of facet and its capsule to the stability
of the cervical spine has been well documented using both
in vitro laboratory models (83–85) and mathematical mod-
els (70,86,87,88). Facet joints play an integral part in the
biomechanical stability of the cervical spine. Cusick et al.
(89) found that total unilateral and bilateral facetectomies
decreased compression-flexion strength by 31.6 and 53.1%,
respectively. Facetectomy resulted in an anterior shift of
the IAR, resulting in increased compression of the verteb-
ral body and disk. This work confirmed the findings of
Raynor et al. (63,64) who reported that bilateral facetect-
omy of as much as 50% did not significantly decrease shear
strength; however, with a 75% bilateral facetectomy, a
significant decrease in shear strength was noted. One
should take great care when exposing an unfused segment
to limit facet capsule resection to < 50%. With resection of
> 50% of the capsule, postoperative hypermobility can
occur and may require stabilization.

In contrast, studies that focused on the effects of lami-
nectomy alone have been few and still unclear. Goel et al.
were the first to evaluate the effects of cervical laminect-
omy with in vitro spine models (83,90). They found 10%
increase of motion in flexion-extension using 0.3 N�m after
a two level laminectomy. Zdeblick et al. did not find motion
changes in flexion–extension after one level laminectomy
under 5 N�m (84,85). Cusick et al. successfully showed that
three level cervical laminectomy (C4-C6) induces a signifi-
cant increase in total column flexibility using physiologic
compression-flexion forces (86,87). Nevertheless, it seems
difficult to estimate the instantaneous combination of phy-
siologic compression and flexion forces. Therefore, quanti-
tative evaluation might be difficult with this model. Our
results indicate significant increase of spinal column
motion in flexion (24.5%), extension (19.1%), and axial
rotation (23.7%) using 1.5 N�m after a four level (C3-C6)
laminectomy. Cervical vertebral laminae may transmit
loads. Laminectomies result in the removal of part of this
loading path and the attachment points for the ligamen-
tum flavum, interspinous ligament, and the supraspinous
ligament. It is not surprising that total laminectomy
results in significant modifications in the motion charac-
teristics of the cervical spine, especially in children. For
example, Bell et al. (91) reported that multiple-level cervi-
cal laminectomy can lead to increase in postoperative
hyperlordosis or kyphosis in children. However, there
was no correlation between diagnosis, sex, location, or
number of levels decompressed and the subsequent devel-
opment of deformity. Postlaminectomy spinal deformity in
the cervical spine, however, is rare in adults, probably
owing to stiffening of the spine with age and changes in
facet morphology. Goel et al. (89) removed the laminae of
multisegmental cervical spines (C2-T2) at the level of C5
and C6 (total laminectomy); in flexion–extension mode,
demonstrating an increase in motion of � 10%.

In another in vitro study, the effects of multilevel
cervical laminaplasty (C3-C6) and laminectomy with

increasing amounts of facetectomy (25% and more) on
the mechanical stability of the cervical spine were inves-
tigated (88). Cervical laminaplasty was not significantly
different from the intact control, except for producing a
marginal increase in axial rotation. However, cervical
laminectomy with facetectomy of 25% or more resulted
in a highly significant increase in cervical motion as com-
pared with that of the intact specimens in flexion, exten-
sion, axial rotation, and lateral bending. There was no
significant change in the coupled motions after either
laminaplasty or laminectomy. The researchers recom-
mended that concurrent arthrodesis be performed in
patients undergoing laminectomy accompanied by > 25%
bilateral facetectomy. Alternatively, one may use lamina-
plasty to achieve decompression if feasible. More recently,
the effect of laminaplasty on the spinal motion using in vivo
testing protocols have also been investigated (92–94). Kubo
et al. (95) undertook an in vitro 3D kinematic study to
quantify changes after a double door laminoplasty. Using
fresh cadaveric C2-T1 specimens, sequential injuries were
created in the following order: intact, double door lamino-
plasty (C3-C6) with insertion of hydroxyapatite (HA)
spacers, laminoplasty without spacer, and laminectomy.
Motions of each vertebra in each injury status were mea-
sured in six loading modes: flexion, extension, right and left
lateral bending, and right and left axial rotation. Cervical
laminectomy showed significant increase in motion com-
pared to intact control in flexion (25%: P< 0.001), extension
(19%: P< 0.05), and axial rotation (24%: P< 0.001) at
maximum load. Double door laminoplasty with HA spacer
indicated no significant difference in motion in all loading
modes compared to intact. Laminoplasty without spacer
showed intermediate values between laminoplasty with
spacer and laminectomy in all loading modes. Initial slack
of each injury status showed similar trends that of max-
imum load although mean % changes of laminectomy and
laminoplasty without spacer were greater than that of
maximum load. Double door laminoplasty with HA spacer
appears to restore the motion of the decompressed segment
back to its intact state in all loading modes. The use of HA
spacers well contribute to maintain the total stiffness of
cervical spine. In contrast, laminectomy seems to have
potential leading postoperative deformity or instability.

Kubo et al. (96) undertook another study with the aim
to evaluate the biomechanical effects of multilevel fora-
minotomy and foraminotomy with double door lamino-
plasty as compared to foraminotomy with laminectomy.
Using fresh human cadaveric specimens (C2-T1), sequen-
tial injuries were created in the following order: intact,
bilateral foraminotomies (C3/4, C4/5, C5/6), laminoplasty
(C3-C6) using hydroxyapatite spacer, removal of the
spacers, and laminectomy. Changes in the rotations of
each vertebra in each injury status were measured in six
loading modes: flexion–extension, right–left lateral bend-
ing, and right–left axial rotation. Foraminotomy alone,
and following laminoplasty showed no significant differ-
ences in motion compared to the intact with the exception
of axial rotation. After removal of the spacers and follow-
ing a laminectomy, the motion increased significantly in
flexion and axial rotation. The ranges of initial slack
showed similar trends when compared to the results at
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maximum load. Clinical implications of these observa-
tions are presented.

Lumbar Region. The spine is naturally shaped to prop-
erly distribute and absorb loads, therefore, any surgical
technique involving dissection of spinal components can
disrupt the natural equilibrium of the spinal elements and
lead to instability. The amount and origin of pain within
the spine usually determines the type of surgical procedure
for a patient. Such procedures include the removal of some
or all of the laminae, facets, and/or disks. A certain increase
in the range of motion within the spine can be attributed to
each procedure. The increased range of motion can also
lead to more pain, as noted by Panjabi and others, who used
an external fixator to stabilize the spine (97,98). The fixator
decreased the range of motion for flexion, extension, lateral
bending, and axial rotation. The pain experienced by the
patients who had the external fixator applied was signifi-
cantly reduced. For these reasons, it is essential to learn
the effects of various surgical procedures on the stability of
the spine. In particular, we need to consider when proce-
dures may lead to increase in motion to a point leading to
instability.

Much of the debate surrounding laminectomy and
instability involves the use of fusion after the laminectomy.
The possibility that fusion will be necessary to stabilize the
spine after a laminectomy is largely case specific and
depends on the purpose of the surgery. In a study by Goel
et al. , the results did not indicate the presence of instabil-
ity after a partial laminectomy (99).

The facets are particularly important because they
contribute to strength and resist axial rotation and exten-
sion. Subsequently, facetectomies can potentially be linked
to instability. Abumi et al. developed some conclusions
regarding partial and total facetectomies (2). They found
that, although it significantly increased the range of
motion, a partial facetectomy of one or both facets at a
single level did not cause spinal instability. However, the
loss of a complete facet joint on one or both sides was found
to contribute to instability. Total facetectomy produced an
increase of 65% in flexion, 78% in extension, 15% in lateral
bending, and 126% in axial rotation compared with intact
motion. Goel et al. also found similar results regarding
partial facetectomy (99). Another study indicated that
facetectomy performed within animals resulted in a large
decrease in motion in vivo even though the increase in
range of motion occurred acutely (2).

Goel et al. reported a significant increase in the range of
motion for all loading modes except extension when a total
diskectomy was performed across L4-5 level (99). A sig-
nificant, but smaller increase in range of motion for sub-
total disk removal was also observed, however, the
postoperative instability was minimal. Both partial and
total diskectomies produced a significant amount of inter-
vertebral translational instability in response to left lateral
bending at the L3-L4 and L4-L5 levels. They attributed the
one-sided instability to the combination of injuries to the
annulus and the right capsular ligament. Studies have also
shown that more significant changes to the motion of the
spine occur with removal of the nucleus pulposus as
opposed to the removal of the annulus (4d). Discectomy

by fenestration and minimal resection of the lamina did not
produce instability either.

BIOMECHANICS OF STABILIZATION PROCEDURES

Stability (or instability) retains a central role in the diag-
nosis and treatment of patients with back pain. Several
studies have been carried out that help to clarify the
foundation for understanding stability in the spine, as
summarized above. In recent years, to restore stability
across an abnormal segment, surgeons have well-accepted
surgical stabilization and fusion of the spine using instru-
mentation, Figs. 12 and 13. The types and complexity of
procedures (e.g., posterior, anterior, interbody) (100–105)
have produced novel design challenges, requiring sophis-
ticated testing protocols. In addition, most contemporary
implant issues of stabilization and fusion of the spine are
mostly mechanical in nature. [Biologic factors related to
the adaptive nature of living tissue further complicate
mechanical characterization (103,105)] Accordingly, it
becomes essential to understand the biomechanical aspects
of various spinal instrumentation and their effectiveness in
stabilizing the segment. Properly applied spinal instru-
mentation maintains alignment and shares spinal loads
until a solid, consolidated fusion is achieved. With few
exceptions, these hardware systems are used in combina-
tion with bone grafting procedures, and may be augmented
by external bracing systems.

Spinal implants typically follow loosely standardized
testing sequelae during the design and development stage
and in preparation for clinical use. The design and devel-
opment phase goal, from a biomechanical standpoint, seeks
to characterize and define the geometric considerations
and load-bearing environment to which the implant will
be subjected. Various testing modalities exist that eluci-
date which components may need to be redesigned. Not
including the testing protocols for individual components of
a device, plastic vertebrae (corpectomy) models are one of
the first-stage tests that involves placing the assembled
device on plastic vertebral components in an attempt to
pinpoint which component of the assembled device may be
the weakest mechanical link in the worst-case scenario,
vertebrectomy. The in vivo effectiveness of the device may
be limited by its attachment to the vertebras (fixation).
Thus, testing of the implant-bone interface is critical in
determining the fixation of the device to biologic tissue.
Construct testing on cadaveric specimens provides infor-
mation about the effectiveness of the device in reducing
intervertebral motion across the affected and adjacent
segments during quasiphysiologic loading. Animal studies
provide insight with respect to the long-term biologic
effects of implantation. Analytic modeling, such as the
finite element method, is an extremely valuable tool for
determining how implants and osseous loading patterns
change with varying parameters of the device design. This
type of modeling may also provide information about tem-
poral changes in the bone quality due to the changing
loading patterns as bone adapts to the implant (e.g., stress
shielding-induced bone remodeling). After a certain level of
confidence in the implant’s safety and effectiveness is
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established via all or some of the aforementioned tests,
controlled clinical trials allow for the determination of an
implant’s suitability for widespread clinical use. The fol-
lowing sections discuss each of these testing modalities,
with specific examples used to illustrate the type of infor-
mation that different tests can provide.

Implant–Bone Interface

Depending on the spinal instrumentation, the implant-bone
interface may deal with the interface, where the spinal

instrumentation abuts, encroaches, or invades the bone sur-
face. It may include bony elements, such as the laminas,
pedicles, the vertebral body itself, or the vertebral endplates.

Interlaminar Hooks. Interlaminar hooks are used as a
means for fixing the device to the spine. Hook dislodgment,
slippage, and incorrect placement have led to loss of fixa-
tion, however, resulting in nonfusion and pseudoarthrosis.
Purcell et al. (106) investigated construct stiffness as a
function of hook placement with respect to affected level in
a thoracolumbar cadaver model. The failure moment was
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Figure 12. Devices used for stabilizing the cervical spine using the anterior and posterior approa-
ches. Cages used both for the lumbar and cervical regions are also shown.

Figure 13. Examples of spinal
instrumentation used in the lumbar
region. Figure on the bottom right is
an anterior plate.



found to be a function of the location of the hook placement
with regard to the ‘‘injured’’ vertebra. The authors recom-
mended hook placements three levels above and two levels
below the affected area. This placement reduced vertebral
tilting (analogous to intervertebral motion) across the
stabilized segment, where fusion is to be promoted.
Furthermore, the three-above, two-below surgical instru-
mentation strategy avoids the construct ending at the apex
of a spinal deformity. Shortened fixation in this manner
tends to augment a kyphotic deformity and cause continued
progressive deformation. Overall, the use of hook fixation is
a useful surgical stabilization procedure in patients with
poor bone quality, where screw fixation is not an ideal choice
for achieving adequate purchase into the bone.

Transpedicular Screws. Proper application of screw
based anterior or posterior spinal devices requires an
understanding of screw biomechanics, including screw
characteristics and insertion techniques, as well as an
understanding of bone quality, pedicle and vertebral body
morphometries, and salvage options (107–109). This is best
illustrated by the fact that the pedicle, rather than the
vertebral body, contributes � 80% of the stiffness and
� 60% of the pull out strength across the screw–bone inter-
face (107).

Carlson et al. (110) evaluated the effects of screw orien-
tation, instrumentation, and bone mineral density on
screw translation, rotation at maximal load, and compli-
ance of the screw–bone interface in human cadaveric
bones. An inferiorly directed load was applied to each
screw, inserted either anteromedially or anterolaterally,

until failure of the fixation was perceived. Anteromedial
screw placement with fully constrained loading linkages
provided the stiffest fixation at low loads and sustained the
highest maximal load. Larger rotation of the screws, an
indication of screw pull out failure, was found with the
semi-constrained screws at maximal load. Bone mineral
density directly correlated with maximal load, indicating
that bone quality is a major predictor of bone–screw inter-
facial strength. A significant correlation between BMD and
insertional torque (p< 0.0001, r¼ 0.42), BMD and pullout
force (p< 0.0001, r¼ 0.54), and torque and pullout force
has been found (109–112).

Since the specimens used for pull-out strength studies
primarily come from elderly subjects, Choi et al. used foams
of varying densities to study the effect of bone mineral
density on the pull out strength of several screws (112).
Pedicle screws (6.0� 40 mm, 2 mm pitch, Ti alloy) of sev-
eral geometric variations used for the study included the
buttress (B), square (S), and V-shape (V) screw tooth
profiles. For each type of tooth profile, its core shape
(i.e., minor diameter) also varied, either the straight
(i.e., cylindrical, core diameter¼ 4.0 mm) or tapered (i.e.,
conical, core diameter¼ 4.0/2.0 mm). In addition, for the
cylindrical screws the major diameter was kept straight or
tapered. The conical screws had its major diameters
tapered only. Therefore, screws with a total of nine different
geometries were prepared and tested (Fig. 14a). The screws
were implanted in the rigid polyurethane foams of three
different grades. The pullout strengths for various screw
designs are shown in Table 10. The highest purchasing
power in any screw design was observed in foams with
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Figure 14. (a) Types of screws used in the foam
model to determine the pull-out strength. The
nomenclature used is as follows: Square¼S,
Buttress¼B, V-shape¼V. Screw diameters were
SS¼ straight major diameter on straight core,
ST¼ straight major diameter on tapered core,
TT¼ tapered major diameter on tapered core.
(b) Regression analysis. The maximum and mini-
mum values from pull-out test for each foam grade
were used regardless of tooth or core profiles.
(Taken from Ref. 112.)



the highest density (Grade 15). Exponential increase in
pullout strength was seen when the foam density increased
from Grade 10–15 (Fig. 14b). Overall, results demonstrated
that the conical screws were consistently more effective
against the pullout than the cylindrical designs. This was
especially evident when the major diameter of the screw was
kept straight. In this case, the contact area between the
screw thread and surrounding foam was large. Although no
consistent statistical superiority was found with the tooth
profiles, results did suggest that the V-shape tooth screws
ranked highest in many statistical comparisons and the
buttress types showed comparatively lower pullout strength
than the other types. This finding may be somewhat differ-
ent from the literature. This can be due to the absence of the
cortical purchase in the foam model used in this study. On
the other hand, the square-tooth screws faired well in terms
of pullout strength when the major diameter was kept
straight but did not do so when tapered. Results also sug-
gested that as the density of host site was decreased no clear
choice of tooth profile could be found.

Lim et al. investigated the relationship between the
bone mineral density of the vertebral body and the number
of loading cycles to induce loosening of an anterior verteb-
ral screw (113). (Screw loosening was defined as 1 mm
displacement of the screw relative to bone). The average
number of loading cycles to induce screw loosening was
significantly less for specimens with bone mineral density
< 0.45 g � cm�2, compared to those with bone mineral den-
sity > or¼ 0.45 g � cm�2. These findings suggest that bone
mineral density may be a good predictor of anterior ver-
tebral screw loosening as well, just like the pedicle screws.

Since BMD seems to play a crucial role in the loosening
of fixation screws, their use with osteoporotic bone is a
contraindication. Alternatives have been proposed, includ-
ing the use of bone cement to augment fixation and use of
hooks along with pedicle screws (114,115).

The above findings related to increased pullout
strength, number of cycles to failure, and tightening torque
with BMD, are not fully corroborated with the correspond-
ing in vivo work. For example, moments and forces during
pedicle screw insertion were measured in vivo and in vitro
and correlated to bone mineral density, pedicle size, and
other screw parameters (material, diameter) (116). The
mean in vivo insertion torque (1.29 N�m) was significantly

greater than the in vitro value (0.67 N�m). The linear
correlation between insertion torque and bone mineral
density was significant for the in vitro data, but not for
the in vivo data. No correlation was observed between
insertion torque and pedicle diameter. However, another
investigation that clinically evaluated 52 patients who
underwent pedicle screw fixation augmenting posterior
lumbar interbody fusion (PLIF) supports the in vitro find-
ings. The BMD was measured using DEXA and radio-
graphs were assessed for detecting loosening, and so on
at the screw bone interface. Bone mineral density was
found to have a close relation with the stability of pedicle
screw in vivo, and BMD values < 0.674� 0.104 g � cm�2

suggested a potential increased risk of ‘‘non-union’’.

Cages. Total disk removal alone or in combination with
other surgical procedures invariably leads to a loss of disk
height and an unstable segment. Both allo- and autologous
bone grafts have been used as interbody spacers (103,117–
120). Associated with the harvest and use of autogenous
bone grafts are several complications: pain, dislodgment of
the anterior bone graft, loss of alignment, and so on.
Recently, the use of inserts, fabricated from synthetic
materials (metal or bone-biologic), have gained popularity.
These may be implanted through an anterior or posterior
approach. Interbody devices promote fusion by imparting
immediate postoperative stability, and by providing axial
load-bearing characteristics, while allowing long-term
fusion incorporation of the bone chips packed inside and
around the cage (121,122). Many factors influence the
performance of an interbody cage. The geometry, porosity,
elastic modulus, and ultimate strength of the cage is crucial
to achieving a successful fusion. An ideal fixation scenario
should be to utilize the largest cross-sectional footprint of a
cage in the interbody space so that the cortical margin can
be captured by the fixation to decrease the risk of endplate
subsidence. A modulus of elasticity close to bone is often an
ideal choice to balance the mechanical integrity at the
endplate–implant interface. A cage that has a large elastic
modulus and high ultimate strength increases the risk to
endplate subsidence and/or stress-shielding issues.
Finally, cage design must possess a balance between an
ideal porosity to augment bony fusion through the cage and
mechanical strength to bear axial loads.
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Table 10. Axial Pull Out Strength (N) Data for Different Types of Screws, Based on a Foam Model of Varying Densities

Tooth Profile(Mean�SD)

Foam Grade Body Profile Square Buttress V-shape

10 SSa 591� 22 497�80 615� 36

STb 622� 43 598�25 634� 19

TTc 525� 36 547�30 568� 74
12 SS 864� 50 769�56 987� 55

ST 956� 30 825�108 1005� 92
TT 811� 41 808�25 944� 32

15 SS 1397� 93 1303�126 1516� 78
ST 1582� 82 1438�36 1569� 79
TT 1197� 43 1352�88 1396� 68

aStraight major diameter on Straight core.
bStraight major diameter on Tapered core.
cTapered major diameter on Tapered core. (Taken from Ref. 112.)



Steffen et al. undertook a human cadaveric study with
the objectives to assess the axial compressive strength of
an implant with peripheral endplate contact as opposed to
full surface contact, and to assess whether removal of
the central bony endplate affects the axial compressive
strength (120). Neither endplate contact region nor its
preparation technique affected yield strength or ultimate
compressive strength. Age, bone mineral content, and the
normalized endplate coverage were strong predictors of
yield strength (P< 0.0001; r2¼ 0.459) and ultimate com-
pressive strength (P< 0.0001; r2¼ 0.510). An implant with
only peripheral support resting on the apophyseal ring
offers axial mechanical strength similar to that of an
implant with full support. Neither supplementary struts
nor a solid implant face has any additional mechanical
advantage, but reduces graft–host contact area. Removal of
the central bony endplate is recommended because it does
not affect the compressive strength and promotes graft
incorporation. There are drawbacks to using threaded
cylindrical cages (e.g., limited area for bone ingrowth,
subsidence issues, and metal precluding radiographic
visualization of bone healing). To somewhat offset these
drawbacks, several modifications have been proposed,
including changes in shape and material (123–125). For
example, the central core of the barbell shaped cage can be
wrapped with collagen sheets infiltrated with bone mor-
phogenetic protein. The femoral ring allograft (FRA) and
posterior lumbar interbody fusion (PLIF) spacers have
been developed as biological cages that permit restoration
of the anterior column with a machined allograft bone
(123).

Wang et al. (126) looked at in vitro load transfer across
standard tricortical grafts, reverse tricortical grafts, and
fibula grafts, in the absence of additional stabilization.
Using pressure sensitive film to record force levels on
the graft, the authors found the greatest load on the graft
occurred in flexion. As expected, the anterior portion of the
graft bore increased load in flexion and the posterior por-
tion of the graft bore the higher loads in extension. The
authors did not supplement the anterior grafting with an
anterior plate. Cheng et al. (127) performed an in vitro
study to determine load sharing characteristics of two
anterior cervical plate systems under axial compressive
loads: the Aesculap system (Aesculap AGT, Tuttlingen,
Germany) and the CerviLock system (SpineTech Inc.,
Minneapolis, MN). The percent loads carried by the plates
at a 45 N applied axial load were as follows: Aesculap
system �6.2%� 9.2% and the CerviLock system �23.8%
� 12.7%. Application of 90 N loads produced similar results
to those of the 45 N loads. The authors stated that the
primary factor in load transfer characteristics of the instru-
mented spine was a difference in plate designs. The study
contained several limitations. Loading was performed
solely in axial compression across a single functional spinal
unit (FSU). The study did not simulate complex loading,
such as flexion combined with compression. In the
physiologic environment, load sharing in multisegmental
cervical spine could be altered since the axial compressive
load will produce additional flexion–extension moments,
due to the lordosis. The upper and lower vertebrae of the
FSU tested were constrained in the load frame, whereas in

reality they are free to move, subject to anatomic con-
straints.

Rapoff et al. (128) recently observed load sharing in an
anterior CSLP plate fixed to a three level bovine cadaveric
spinal mid-thoracic segment under simple compression of
125 N. A Smith–Robinson diskectomy procedure was per-
formed at the median disk space to a maximum distraction
of 2 mm prior to plate insertion and loading. Results
showed that at 55 N of load, mean graft load sharing
was 53% (� 23%) and the plate load sharing was 57%
(� 23%). This study was limited in several aspects, includ-
ing the fact that no direct measurement of plate load was
made, the spines were not human, and the loading mode
was simplified and did not incorporate more complex phy-
siologic motions, such as coupled rotation and bending or
flexion/extension.

A recent study by An et al. (129) looking at the effect of
endplate thickness, endplate holes, and BMD on the
strength of the graft–endplate interphase of the cervical
spine found that there existed a strong relationship
between BMD and load to failure of the vertebrae, demon-
strating implications for patient selection and choice of
surgical technique. There was a significantly larger load to
failure in the endplate intact group compared to the end-
plate resected group studied, suggesting that an intact
endplate may be a significant factor in prevention of graft
subsidence into the endplate. Results of an FE model
observing hole patterns in the endplate indicated that
the hole pattern only significantly affected the fraction
of the upper endplate that was exposed to fracture stresses
at 110 N loading. A large central hole was found to be best
for minimization of fracture area and more effective at
distribution of the compressive load across the endplate
area.

Dietl et al. pulled out cylindrical threaded cages (Ray
TFC Surgical Dynamics), bullet-shaped cages (Stryker),
and newly designed rectangular titanium cages with an
endplate anchorage device (Marquardt) used as posterior
interbody implants (130). The Stryker cages required a
median pullout force of 130 N (minimum, 100 N; maximum,
220 N), as compared with the higher pullout force of the
Marquardt cages (median, 605 N; minimum, 450 N; max-
imum, 680 N), and the Ray cages (median, 945 N; mini-
mum, 125 N; maximum, 2230 N). Differences in pullout
resistance were noted depending on the cage design. A cage
design with threads or a hook device provided superior
stability, as compared with ridges. The pyramid shaped
teeth on the surfaces and the geometry of the implant
increased the resistance to expulsion at clinically relevant
loads (1053 and 1236 N) (124,125).

Construct Testing

Spinal instrumentation needs to be applied to a spine
specimen to evaluate its effectiveness. As a highly simpli-
fied model, two plastic vertebras serve as the spine model.
Loads are applied to the plastic vertebras and their motions
and applied loads to failure are measured. This gives some
idea of the rigidity of the instrumentation. However, a
truer picture is obtained by attaching the device to the
cadaveric spine specimen.
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Plastic Vertebra (Corpectomy) Models. Clinical reviews
of failure modes of the devices indicate that most designs
satisfactorily operate in the immediate postoperative per-
iod. Over time, however, these designs can fail because of
the repeated loading environment to which they are sub-
jected. Thus, fatigue testing of newer designs has become
an extremely important indicator of long-term implant
survivorship. Several authors have tested thoracolumbar
instrumentation systems in static and fatigue modes using
a plastic vertebral model (131–133). For example, Cun-
ningham et al. compared 12 anterior instrumentation sys-
tems, consisting of 5 plate and 7 rod systems in terms
of stiffness, bending strength, and cycles to failure (132).
The stiffness ranged from 280.5 kN �m�1 in the Synthes
plate (Synthes, Paoli, PA) to 67.9 kN �m�1 in the Z-plate
(Sofamor-Danek, Memphis, TN). The Synthes plate and
Kaneda SR titanium (AcroMed, Cleveland, OH) formed
the highest subset in bending strength of 1516.1 and
1209.9 N, respectively, whereas the Z plate showed the
lowest value of 407.3 N. There were no substantial differ-
ences between plate and rod devices. In fatigue, only three
systems: Synthes plate, Kaneda SR titanium, and Olerud
plate (Nord Opedic AB, Sweden) withstood 2 million
cycles at 600 N. The failure mode analysis demonstrated
plate or bolt fractures in plate systems and rod fractures
in rod systems.

Clearly, studies, such as these involving missing ver-
tebral (corpectomy) artificial models, reveal the weakest
components or linkages of a given system. Results must be
viewed with caution since these results do not shed light on
the biomechanical performance of the device. Further-
more, we do not know the optimum strength of a fixation
system. These protocols do not provide any information
about the effects the device implantation may have on
individual spinal components found in vivo. For these data,
osteoligamentous cadaver models need to be incorporated
in the testing sequelae and such studies are more clinically
relevant.

Osteoligamentous Cadaver Models. For applications,
such as fusion and stabilization, initial reductions in inter-
vertebral motion are the primary determinants of instru-
mentation success, although the optimal values for such
reductions are not known and probably not needed to
determine relative effectiveness. Thus, describing changes
in motion of the injured and stabilized segments in
response to physiologic loads is the goal of most cadaver
studies. Many times, these data are compared with the
intact specimen, and the results are reported as the instru-
mentation’s contribution to providing stability (134). To
standardize, the flexibility testing protocol has been sug-
gested (135). Here a load is applied and resulting uncon-
strained motions are measured. However, there are several
issues pertaining to this type of testing, as described below.

More recently nonfusion devices have come on the mar-
ket. These devices try to restore motion of the involved
segment. With the paradigm shift from spinal fusion to
spinal motion, there are dramatically different criteria to
be considered in the evaluation of nonfusion devices. While
fusion devices need to function for a short period and are
differentiated primarily by their ability to provide rigid

fixation, nonfusion devices must function for much longer
time periods and need to provide spinal motion, functional
stability, and tolerable facet loads. The classic flexibility
testing protocol is not appropriate for the understanding of
the biomechanics of the construct for the nonfusion devices,
at the adjacent levels (136,137). However, constant pure
moments are not appropriate for measuring effects of
implants, like the total disk replacements, at adjacent
levels. The pure moments distribute evenly down a column
and are thus not effected by perturbation at a level(s) in a
longer construct. Further, the net motion of a longer con-
struct is not similar if only pure moments are applied:
fusions will limit motion and other interventions may
increase motion, a reflection of the change in stiffness of
the segment. This may have shortcomings for clinical
applications. For example, with forward flexion, there
are clinical demands to get to ones shoes to tie them, to
reach a piece of paper fallen to the floor, and so on. It would
thus be advantageous to use a protocol that would achieve
the same overall range of motion for the intact specimen
and instrumented construct by applying pure moments
that distribute evenly down the column.

Another issue is that the ligamentous specimens cannot
tolerate axial compressive loads, specimens in the absence
of the muscles will buckle. Thus, methods have been devel-
oped to apply preloads on the ligamentous spines during
testing, since these indirectly simulate the effects of mus-
cles on the specimens. A number of approaches have been
proposed with one that stands out and is getting accepted
by the research community. It is termed the follower-load
concept (137).

It could be reasoned that coactivation of trunk muscles
(e.g., the lumbar multifidus, longissimus pars lumborum,
iliocostalis pars lumborum) could alter the direction of the
internal compressive force vector such that its path fol-
lowed the lordotic and kyphotic curves of the spine, passing
through the instantaneous center of rotation of each seg-
ment. This would minimize the segmental bending
moments and shear forces induced by the compressive
load, thereby allowing the ligamentous spine to support
loads that would otherwise cause buckling and providing a
greater margin of safety against both instability and tissue
injury. The load vector described above is called a ‘‘follower
load’’.

Additionally, most of these studies involve quasistatic
loading; however, short-term fatigue characteristics have
also been investigated. Both posterior and anterior-instru-
mentation employed for the promotion of fusion and non
fusioon have been evaluated. The following are examples of
such devices, which are diskussed within the context of
these testing modalities.

Cervical Spine Stabilization and Fusion Procedures

There are a variety of techniques that are utilized for spinal
fusion in the lower cervical spine, among which are spinal
wiring techniques (138–144), posterior plating (145–154),
anterior plating, and (more recently) cervical interbody
fusion devices. While fusions are effective in a majority
of cases, they do have documented biomechanical short-
comings, particularly at the segments adjacent to the
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fusion. Some of these problems include observations of
excessive motion (sometimes due to pseudoarthrosis)
(155–164), degenerative changes (165,166), fracture dislo-
cation (167), screw breakage or plate pullout (160,168–
170), and risks to neural structures. These problems are
typically minimal when only one or two segments are
involved in the injury. However, when the number of
segments involved in the reconstruction increases to three
or more, the incidence of failed fusion, screw breakage, and
plate pullout increases dramatically.

Upper Cervical Spine Stabilization. Stabilization of the
craniovertebral junction is not common; however, its
importance for treating rheumatoid arthritis associated
lesions, fractures and tumors cannot be underestimated.
Currier et al. (171) studied the degree of stability provided
by a rod-based instrumentation system. They compared
this new device to the Ransford loop technique and a plate
system using C2 pedicle screws. Transverse and alar liga-
ment sectioning and odontoidectomy destabilized the
specimen. All three-fixation systems significantly reduced
motion as compared to intact and injured spines in axial
rotation and extension. The new device did not signifi-
cantly reduce motion at C1-C2 in flexion, and none of
the devices were able to produce significant motion reduc-
tions in C1-C2 lateral bending. The authors claimed, based
on these findings, that the new system is equivalent or
superior to the other two systems for obtaining occipito-
cervical stability. Oda et al. (172) investigated the com-
parative stability afforded by five different fixation
systems. Type II odontoid fractures were created to simu-
late instability. The results indicate that the imposed dens
fracture decreased construct stiffness as compared to the
intact case. Overall, the techniques that utilized screws for
cervical anchors provided greater stiffness than the wiring
techniques. Also, the system that utilized occipital screws
with C2 pedicle screw fixation demonstrated the greatest
construct stiffness for all rotations. Puttlitz et al. (1c) have
used the finite element model of the C0-C1-C2 complex to
investigate the biomechanics of a novel hardware system
(Fig. 15). The FE models representing combinations of

cervical anchor type (C1-C2 transarticular screws versus
C2 pedicle screws) and unilateral versus bilateral instru-
mentation were evaluated. All models were subjected to
compression with pure moments in flexion, extension, or
lateral bending. Bilateral instrumentation provided greater
motion reductions than the unilateral hardware. When used
bilaterally, C2 pedicle screws approximate the kinematic
reductions and hardware stresses (except in lateral bend-
ing) that are seen with C1-C2 transarticular screws. The FE
model predicted that the maximum stress was always
located in the region where the plate transformed into
the rod. Thus, the authors felt that C2 pedicle screws should
be considered as an alternative to C2-Cl transarticular
screw usage when bilateral instrumentation is applied.

Other strategies to fix the atlantoaxial complex can be
found in the literature. Commonly available fixation tech-
niques to stabilize the atlantoaxial complex are posterior
wiring procedures (Brooks fusion, Gallie fusion) (169),
interlaminar clamps (Halifax) (170), and transarticular
screw (Magerl technique), either alone or in combination.

Posterior wiring procedures and interlaminar clamps
are obviously easier to accomplish. However, these do not
provide sufficient immobilization across the atlantoaxial
complex. In particular, posterior wiring procedures and
place the patient at risk of spinal cord injury due to
sublaminar passage of wires into the spinal canal (172).
Interlaminar clamps offer the advantage of avoiding the
sublaminar wire hazard and have more rigid biomechani-
cal stiffness than posterior wiring procedures (173).

Transarticular screw fixation (TSF), on the other hand,
affords a stiffer atlantoaxial arthrodesis than posterior
wiring procedures and interlaminar clamps. The TSF does
have some drawbacks including injury of vertebral artery,
malposition, and screw breakage (174). Furthermore, body
habitus (obesity or thoracic hyperkyphosis) may prohibit
achieving the low angle needed for screw placement across
C1 and C2. Recently, a new technique of screw and rod
fixation (SRF) that minimizes the risk of injury to the
vertebral artery and allows intraoperative reduction
has been reported (175,176). The configuration of this
technique, which achieves rigid fixation of the atlantoaxial
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Figure 15. The finite elment model
showing the posterior fixation system and
the stress plots in the rods. (Taken from
Ref. 4c.)



complex, consists of lateral mass screws at C1 and pedicle
screws at C2 linked via longitudinal rods with constrained
coupling devices.

One recent study compared the biomechanical stability
impaired to the atlantoaxial complex by either the TSF or
SRF technique and to assess how well these methods
withstand fatigue in a cadaver model (177).

The results of this study suggested that in the unilateral
fixations, the SRF group was stiffer than the TSF group in
flexion loading, but there were no evident differences in
other directions. In the bilateral fixations, SRF was more
stable than TSF, especially in flexion and extension. These
results were similar to those reported by Melcher et al.
(178) and Richter et al. (179), yet different from Lynch et al.
(180). The instrumentation procedure (screw length, type
of constrained coupling device, etc.), the destabilization
technique, and the condition of the specimens might have
an influence on the results. In this study, when stabilizing
the atlantoaxial segments, all screws were placed bicorti-
cally in both techniques in accordance with procedures by
Harms and Melcher (181). Previous work has demon-
strated that bicortical cervical vertical screws are superior
to unicortical screws in terms of pullout strength and
decreased wobble (182,183). Most surgeons, however, prefer
unicortical screwing at C1 and C2 levels to reduce the risk of
penetration during surgery. This could affect the outcome.
They initially connected the screw to the rod using the oval
shape constrained coupling device recommended for use in
C1 and C2 vertebras. However, the stability was not judged
adequate, So they altered the procedure to use the stiffer
circle shape constrained coupling device. With regards to
the destabilization procedure, there are three typical meth-
ods: sectioning of intact ligaments, odontoid fracture, and
odontoidectomy. The atlantoaxial complex was destabilized
by ligament transection to simulate ligamentous instability,
while Lynch et al. (180) used odontoidectomy. Furthermore,
the bone quality of specimens affects the screw-bone inter-
face stability. These factors were possibly reflected in other
results. However, both results were not statistically differ-
ent between TSF and SRF, so they could be interpreted
equivalent in terms of effective stabilization when compared
with the intact specimen.

In unilateral TSF and SRF, the fixed left lateral atlan-
toaxial joint acted as a pivot in left axial rotation and as a
fulcrum in left lateral bending, thus leading to an increase in
motion. This motion could be observed with the naked eye.

Stability in flexion and extension of the bilateral TSF
group was inferior to that of SRF group. Henriques et al.
(184) and Naderi et al. (182) also reported similar tendency.
Henriques et al. (184) felt that this was most likely due to
the transarticular screws being placed near the center of
motion between C1 and C2. This was judged as another
reason that the trajectory of the screws is consistent with
the motion direction of flexion and extension. So, if TSF is
combined with some posterior wiring procedures, the sta-
bility in flexion and extension will increase.

Lower Cervical Spine

Anterior Plating Techniques for Fusion. The anterior
approach in order to achieve arthrodesis of the cervical

spine has become a widely utilized and accepted approach.
However, many of these techniques rely on insertion of a
bone graft only anteriorly and the use of an external
immobilization device, such as a halo vest, or posterior
fixation in order to allow for sufficient fixation. Problems
encountered with these methods include dislodging of the
bone graft (potentially causing neural compromise), loss of
angular correction, and failure to maintain spinal reduc-
tion (185,186). The use of anterior plates has recently
become popular partially because they address some of
the complications stated above. The main reasons typically
cited for the use of anterior plates are (1) advantage of
simultaneous neural decompression via an anterior as
opposed to posterior approach, (2) improved fusion rates
associated with anterior cervical fusion (187,188), (3) help
in reduction of spinal deformities, (4) provides for rigid
segmental fixation, and (5) prevents bone graft migration.
However, the efficacy of anterior plates alone is still
debated by some authors, particularly in multilevel recon-
struction techniques, due to the high rates of failure
observed, up to 50% in some cases (189–192). Thus, more
biomechanical research must be accomplished to delineate
the contributions of anterior plates to load sharing
mechanics in the anterior approach.

There have been several in vitro studies examining the
efficacy of anterior plates for use in a multitude of proce-
dures involving cervical spine stabilization. Grubb et al.
(151) performed a study involving 45 porcine and 12 cada-
veric specimens to study anterior plate fixation. Phase I of
the study involved intact porcine specimens which were
subjected to nondestructive testing in flexion, lateral bend-
ing, and axial rotation loading modes to determine struc-
tural stiffness. Maximum moments applied included 2.7
N�m for flexion and lateral bending and 3.0 N�m for axial
rotation testing. After completion of the nondestructive
testing, a flexion-compression injury was introduced by
performing a C5 corpectomy and inserting an iliac strut
bone graft in the resulting space. An anterior plate was
then introduced across C4–C6. Three different anterior
plates were tested, including a Synthes CSLP (cervical
spine locking plate) with unicortical fixation, a Caspar
plate with unicortical fixation, and a Caspar plate with
bicortical fixation. Each instrumented specimen was then
tested again nondestructively in flexion, lateral bending,
and axial rotation. Finally, destructive testing in each
loading mode was performed on particular specimens in
each plated group. Phase II of the study involved intact
cadaver specimens that were subjected to nondestructive
testing in flexion, lateral bending, and axial rotation load-
ing modes to determine structural stiffness. Maximum
moments applied included 2.0 N�m for flexion, lateral
bending, and axial rotation. After completion of the non-
destructive testing, a flexion-compression injury was intro-
duced by performing a C5 corpectomy and inserting an iliac
strut bone graft in the resulting space. An anterior plate
was then introduced across C4–C6. Two different anterior
plates were tested: a Synthes CSLP (cervical spine locking
plate) with unicortical fixation and a Caspar plate with
bicortical fixation. Each instrumented specimen was then
tested again nondestructively in flexion, lateral bending,
and axial rotation. Finally, destructive testing in flexion
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was performed on each specimen. Results of the study
demonstrated that each of the stabilized specimens had
stiffness characteristics greater than or equal to their
paired intact test results. The CSLP was found to have a
significantly higher stiffness ratio (plated: intact), higher
failure moment, lower flexion neutral zone ratio, and
higher energy to failure than the Caspar plates.

A study by Clausen et al. (193) reported the results of
biomechanical testing of both the CSLP system with uni-
cortical locking screws and Caspar plate system with
unlocked bicortical screws. Fifteen cadaveric human
spines were tested intact in flexion, extension, lateral
bending, and axial rotation loading modes to determine
stiffness characteristics. A C5-C6 instability was then
introduced, consisting of a C5-C6 diskectomy with com-
plete posterior longitudinal ligament (PLL) disruption. An
iliac crest bone graft was then introduced into the C5-C6
disk space and the spine was instrumented with either the
CSLP or Caspar system. Once instrumented, each of the
spines were further destabilized through disruption of the
interspinous and supraspinous ligaments, the ligamentum
flavum, facet capsules, and lateral annulus. The specimens
were then retested for stiffness. After initial postinstru-
mented testing was done, biomechanical stability of the
specimens was reassessed following cyclic fatigue for 5000
cycles of flexion–extension. Finally, failure testing of each
specimen was performed in flexion. Results of the study
demonstrated that both devices stabilized the spine before
but not after fatigue and that only the Caspar plate sta-
bilized the spine significantly before and after fatigue.
Failure moment did not differ between the two systems.
Biomechanical stability discrepancy between the two
devices was attributed to differences in bone–screw fixa-
tion. Kinematic testing of 10 cervical spines following
single level (C5-C6) diskectomy and anterior plate inser-
tion was studied by Schulte et al. (194). Results showed
that the use of an anterior plate in addition to the bone
graft provided significant stabilization in all loading
modes. Traynelis et al. (195) performed biomechanical
testing to compare anterior plating versus posterior wiring
in an cadaver instability model involving a simulated C5
teardrop fracture with posterior disruption and fixation
across C4-C6. Study results showed that bicortical anterior
plating provided significantly more stability than posterior
wiring in extension and lateral bending, and was slightly
more stable than posterior wiring in flexion. Both provided
equivalent stability in axial rotation. A variety of anterior
constructs exist in the market today, typically using either
bicortical screws or unicortical locking screws. Several
studies have evaluated the purchase of unicortical versus
bicortical screws in the cervical spine (195–197).

Wang et al. (198) looked at in vitro load transfer across
standard tricortical grafts, reverse tricortical grafts, and
fibula grafts, in the absence of additional stabilization.
Using pressure sensitive film to record force levels on
the graft, the authors found the greatest load on the graft
occurred in 108 of flexion (� 20.5 N) with a preload on the
spine of 44 N. As expected, the anterior portion of the graft
bore increased loading in flexion and the posterior portion
of the graft bore the highest loads in 108 extension. The
authors did not supplement the anterior grafting with an

anterior plate. Cheng et al. (127) performed an in vitro
study to determine load-sharing characteristics of two
anterior cervical plate systems under axial compressive
loads: the Aesculap system (Aesculap AGT, Tuttlingen,
Germany) and the CerviLock system (SpineTech Inc.,
Minneapolis, MN). The percent loads carried by the plates
at a 45 N applied axial load were as follows: Aesulap system
�6.2%� 9.2% and the CerviLock system �23.8%� 12.7%.
Application of 90 N loads produced similar results to those
of the 45 N loads. The authors stated that the primary
factor in load transfer characteristics of the instrumented
spine was a difference in plate designs. The study con-
tained several limitations. Loading was performed solely
in axial compression across a single FSU. The study did
not simulate complex loading, such as flexion combined
with compression. In the physiologic environment, load
sharing in multisegmental cervical spine could be altered
since the axial compressive load will produce additional
flexion–extension moments, due to the lordosis. The upper
and lower vertebras of the FSU tested were constrained in
the load frame, whereas in reality they are free to move,
subject to anatomic constraints. Foley et al. also per-
formed in vitro experiments to examine the loading
mechanics of multilevel strut grafts with anterior plate
augmentation (199). The results of the study showed that
application of an anterior plate in a cadaver corpectomy
model unloads the graft in flexion and increases the loads
borne by the graft under extension of the spine. The increase
in load borne by the graft in the presence of the plate should
increase the graft subsidence, a finding that is contrary to
clinical follow-up studies, as stated earlier.

Finite element (FE) analysis has been used by our group
on a C5-C6 motion segment model to determine load shar-
ing in an intact spine under compressive loading and more
clinically relevant combined loading of flexion–extension
and compression (4b). Similarly, using the FE approach,
stresses in various graft materials (titanium core, titanium
cage, iliac crest, tantalum core, and tantalum cage), the
adjacent disk space, and vertebra have been investigated
by Kumareson et al. (200). These authors found that angu-
lar stiffness decreased with decreasing graft material stiff-
ness in flexion, extension, and lateral bending. They also
observed the stress levels in the disk and vertebral bodies
as a whole due to the presence of a graft, but did not focus
on the graft itself or the endplate regions, superior and
inferior to the graft. The effects of anterior plates on load
sharing were not investigated.

Scifert et al. (4d) developed an experimentally validated
C4-C6 cervical spine finite element model was developed to
examine stress levels and load sharing characteristics in
an anterior plate and graft. Model predictions demon-
strated good agreement with the in vitro data. The rota-
tions across the stabilized segment significantly decreased
in the presence of a plate as compared to graft alone case.
Much like the in vitro studies, the model also predicted that
the compressive load in the graft increased in extension in
the presence of plate, as compared to graft alone case.
Depending on the load type, stresses in graft were concen-
trated in its anterior or posterior region in the graft alone
case and became more uniformly distributed in the pre-
sence of the plate. The predicted load-displacement data
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and load sharing results reveal that plate is very effective
in maintaining the alignment. Increase in load borne by the
graft in the presence of a plate in the extension mode
suggests that pistoning of the graft is a possible outcome.
However, the stress data reported in the present study, and
something that the in vitro studies are unable to quantify,
show that pistoning of the graft is not likely to happen due
to stresses being low, an observation in agreement with the
clinical outcome data. For an optimal healing, the stress
results suggest the placement of the tricortical bone graft
with its cortical region towards the canal when a plate is
used. For the graft case alone, this parameter does not
seem to be that critical. A more uniform stress distribution
in the graft in the presence of the plate would tend to
promote bone fusion in a more uniform fashion, as com-
pared to the graft alone case. In the later case fusion may
initiate in a selective region.

Lower Cervical Spine

Posterior Plating Techniques for Fusion. The posterior
approach in order to achieve cervical spine arthrodesis
has been a widely utilized and accepted approach to dealing
with cervical spine trauma, such as posterior trauma
involving the spinous processes or facet dislocation or
injury, and disease, such as degenerative spondylosis
or ossification of the posterior longitudinal ligament.
Recently, however, posterior fixation using cervical screw
plates affixed to the lateral masses has gained acceptance
due to a variety of factors, including the fact that they do
not rely on the integrity of the lamina or spinous processes
to allow for fixation, bone grafting is not always necessary
to allow for long-term stability, greater rotational stability
is achieved at the facets (201,202), and it eliminates the
need for external immobilization such as halo vests. Pro-
blems encountered with these posterior methods include
(1) risk to nerve roots, vertebral arteries, facets, and spinal
cord (168); (2) screw loosening and avulsion (203); (3) plate
breakage; (4) and loss of reduction. Additionally, contra-
indications exist where the patient has osteoporosis, meta-
bolic bone disease, or conditions where the bone is soft (i.e.,
ankylosing spondylitis) (204). There also exists controversy
as to the advantages of using posterior plating techniques
when posterior cervical wiring techniques can be used
(205). In theory, anterior stabilization of the spine in cases
of vertebral body injury is superior to posterior plating.
However, in practice, posterior plates are an effective
means of stabilizing vertebral body injuries, and their
application is easier than the anterior approach involving
corpectomy, grafting, and anterior plating.

In addition to clinical in vivo studies, there have been
several in vitro studies examining the efficacy of posterior
plates for use in cervical spine stabilization. Roy-Camille
et al. (202) utilized a cadaveric model to compare posterior
lateral mass plating to spinous process wiring. They found
that posterior plates increased stability by 92% in flexion
and 60% in extension, while spinous process wiring
enhanced flexion stability by only 33% and did not stabilize
in extension at all Coe et al. (201) performed biomechanical
testing of several fixation devices, including Roy-Camille
posterior plates, on six human cadaveric spines. Complete

disruption of the supraspinous and interspinous liga-
ments, ligamentum flavum, posterior longitudinal liga-
ment, and facet joints was performed. They found no
significant difference in static or cyclic loading results
between the posterior wiring and posterior plates,
although the posterior plating was stiffer in torsion. Over-
all, the authors recommended the Bohlmann triple wire
technique for most flexion distraction injuries. In experi-
mental studies performed in our lab on 12 cervical spines,
Scifert et al. (202) found that posterior plates were superior
to posterior facet wiring in almost every loading mode
tested in both the stabilized and cyclic fatigue testing
modes, excluding the cyclic extension case. Smith et al.
(153) performed biomechanical tests on 22 spines to eval-
uate the efficacy of Roy-Camille plates in stabilization of
the cervical spine following simulation of a severe fracture
dislocation with three-column involvement caused by
forced flexion-rotation of the head. Results of the study
indicated that the posterior plating system decreased
motion significantly compared to the intact spine, specifi-
cally by a factor of 17 in flexion–extension and a factor of 5
units in torsion. Raftopoulos et al. (203) found that both
posterior wiring and posterior plating resulted in signifi-
cant stability following severe spinal destabilization,
although posterior plating provided superior stability com-
pared to that of interfacet wiring. Similar to the results of
anterior plates, Gill et al. (204) found that bicortical lateral
posterior plate screw fixation provided greater stability
than unicortical fixation. However, Grubb et al. (151) found
that unicortical fixation of a destabilized spine using a
cervical rod device provided equivalent stability in torsion
and lateral bending as bicortical fixation using an AO
lateral mass plate. Effectiveness of 3608 plating techniques
for fusion.

As stated previously, both anterior and posterior plating
procedures contain inherent difficulties and drawbacks.
Some authors have examined the utilization of both tech-
niques concomitantly to ensure adequate stabilization.
Lim et al. (205) examined both anterior only, posterior
only, and combined techniques in vitro to determine effi-
cacy of these techniques in stabilizing either a C4-C5
flexion-distraction injury or an injury simulating a C5
burst fracture involving a C5 corpectomy. The AXIS and
Orion plates were used for posterior and anterior stabiliza-
tion, respectively. In the C4-C5 flexion-distraction injury,
both posterior and combined fixation reduced motion sig-
nificantly from intact in flexion. Only the combined proce-
dure was able to reduce motion effectively in extension. In
lateral bending and axial rotation, posterior fixation alone
and combined fixation were able to significantly reduce
motion compared to intact. In the C5 corpectomy model, all
constructs exhibited significantly less motion compared to
intact in flexion, although the combined fixation was the
most rigid. In extension, all constructs except the posterior
fixation with bone graft were able to reduce motion sig-
nificantly compared to intact. In lateral bending, only the
posterior fixation and combined fixation were able to pro-
vide enhanced stability compared to intact. In axial rota-
tion, only the combined fixation was able to significantly
reduce motion compared to intact. Thus, the authors con-
cluded that combined fixation provided the most rigid
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stability for both surgical cases tested. In a clinical study of
multilevel anterior cervical reconstruction surgical tech-
niques, Doh et al. (190) found a 0% psuedoarthrosis rate for
the combined fixation system only.

Although combined fixation almost certainly allows for
the most rigid fixation in most unstable cervical spine
injuries, there are other factors to consider, such as the
necessity for an additional surgery, possibility of severely
reduced range of motion, and neck pain, Jonsson et al. (206)
found a propensity for 22 out of 26 patients with combined
fixation to have pain related to the posterior surgery.
Additionally, patients with the combined fixation were
found to have considerably restricted motion compared
to normal. These and other factors must be weighed with
the additional advantages of almost assured stability with
the combined fixations.

Interbody Fusion Cage Stabilization for Fusion

Interbody fusion in the cervical spine has traditionally
been accomplished via the anterior and posterior methods,
incorporating the use of anterior or posterior plates,
usually with the concomitant use of bone grafts. However,
recently, interbody fusion cages using titanium mesh cages
packed with morselized bone have been reported for use in
the cervical spine. Majid et al. (163) performed channeled
corpectomy on 34 patients, followed by insertion of a tita-
nium cage implant packed with autogenous bone graft
obtained from the vertebral bodies removed in the corpect-
omy. The authors then performed additional anterior plat-
ing on 30 of the 34 patients that involved decompression of
two or more levels. Results of the study indicated a 97%
radiographic arthrodesis rate in the patient population,
with a 12% complication rate including pseudoarthrosis,
extruded cage, cage in kyphosis, and radiculopathy. The
authors concluded that titanium cages provide immediate
anterior column stability and offer a safe alternative to
autogenous bone grafts.

Two recent studies examined the biomechanics of ante-
rior cervical interbody cages. Hacker et al. (207) conducted
a randomized multicenter clinical trial looking at three
different study cohorts of anterior cervical diskectomy
fusions: instrumented with HA-coated BAK-C, instrumen-
ted with noncoated BAK-C, and uninstrumented, bone
graft only (ACDF) fusions. There were a total of 488
patients in the trial, with 288 included in the 1 year follow
up and 140 in the 2 year follow up. There were 79.9% one-
level fusions and 20.1% two-level fusions performed.
Results showed no significant differences between the
coated or noncoated BAK-C devices, leading the authors
to combine these groups for analysis. Complication rate
with the BAK-C group of 346 patients was 10.1% and the
ACDF group of 142 patients demonstrated an overall
complication rate of 16.2%. The fusion rates for the
BAK-C and ACDF fusions at 12 months for one level were
98.7 and 86.4%, respectively; for two levels, 80.0 and 80.0%,
respectively. The fusion rates for the BAK-C and ACDF
fusions at 24 months for one level were 100 and 96.4%,
respectively; for two levels, 91.7 and 77.8%, respectively.
Overall, the authors found that the BAK-C cage performed
comparably to conventional, uninstrumented, bone graft

only anterior diskectomy and fusion. In an in vitro com-
parative study, Yang et al. (208) compared the initial
stability and pullout strength of five different cervical
cages and analyzed the effect of implant size, placement
accuracy, and tightness of the implant on segmental sta-
bility. The cages analyzed included (1) SynCage-C Curved,
(2) SynCage-C Wedged, (3) Brantigan I/F, (4) BAK-C, and
(5) ACF Spacer. Overall, 35 cervical spines were used, with
a total number of 59 segments selected for the study.
Flexibility testing was performed under 50 N preload
and up to 2 N�m in flexion, extension, lateral bending,
and axial rotation. After quasistatic load tests were com-
pleted, the cages were subjected to an anterior pull-out
test. Direct measurement on the specimen and biplanar
radiographs allowed for quantification of distractive
height, change in segmental lordosis, cage protrusion,
and cage dimensions normalized to the endplate. Results
from the study indicated that, in general, the cages were
effective in reducing ROM in all directions by approxi-
mately one-third, but failed to reduce the neutral zone
(NZ) in flexion/extension and axial rotation. Additionally,
differences in implants were not significant and only
existed between the threaded and nonthreaded designs.
The threaded BAK-C was found to have the highest pullout
force. Pullout force and lordotic change were both identified
as significant predictors of segmental stability, a result the
authors underscored as emphasizing the importance of a
tight implant fit within the disk space.

RHAKOSS C synthetic bone spinal implant (Orthovita
Inc., Malvern, PA) is trapezoidal in shape with an opening
in the center for bone graft augmentation, and is fabricated
from a bioactive glass/ceramic composite. In vitro testing
conducted by Goel et al. (209) was conducted to evaluate
the expulsion and stabilizing capabilities of the cervical
cage in the lower cervical spine; C6/7 and C4/5 motion
segments. from five of the spinal donors were used for the
expulsion testing. All specimens received the ‘‘Narrow Lor-
dotic’’ version of the Rhakoss C design. The cages were
implanted by orthopedic surgeons following manufacturer
recommendations. Specimens were tested in various
modes; intact, destabilized with the cage in place, cage
plus an anterior plate (Aline system, Surgical Dynamics
Inc., Norwalk, CT), and again with the cage and plate after
fatigue loading of 5000 flexion–extension cycles of 1.5 N�m.
The results of the expulsion testing indicate that BMD and
patient age are good predictors of implant migration resis-
tance (r¼ 0.8). However, the high BMD/age correlation in
the specimens makes it difficult to distinguish the relative
importance of these two factors. The stability testing
demonstrated the ability of a cage with a plate construct
to sufficiently stabilize the cervical spine. However, BMD
and specimen age play a major role in determining the
overall performance of the cervical interbody cage.

Totribe (210) undertook a biomechanical comparison of
a new cage made of a forged composite of unsintered-
hydroxyapatite particles–poly-L-lactide (F-u-HA-PLLA)
and the Ray threaded fusion cage. The objectiove was to
compare the stability imparted to the human cadaveric
spine by two different threaded cervical cages, and the
effect of cyclic loading on construct stability. Threaded
cages have been developed for use in anterior cervical
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interbody fusions to provide initial stability during the
fusion process. However, metallic instrumentation has
several limitations. Recently, totally bioresorbable bone
fixation devices made of F-u-HA/PLLA have been devel-
oped, including a cage for spinal interbody fusion. Twelve
fresh ligamentous human cervical spines (C4-C7) were
used. Following anterior diskectomy across C5-C6 level,
stabilization was achieved with the F-u-HA/PLLA cage in
six spines and the Ray threaded fusion cage in the remain-
ing six. Biomechanical testing of the spines was performed
with six degrees of freedom before and after stabilization,
and after cyclic loading of the stabilized spines (5000 cycles
of flexion–extension at 0.5 N�m). The stabilized specimens
(with F-u-HA/PLLA cage or the Ray cage) were signifi-
cantly more stable than the diskectomy case in all direc-
tions except in extension. In extension, both groups were
stiffer, although not at a significant level (P> 0.05). Fol-
lowing fatigue, the stiffness, as compared to the prefatigue
case, decreased in both groups, although not at a signifi-
cant level. The Ray cage group exhibited better stability
than the F-u-HA/PLLA cage group in all directions,
although a significant difference was found only in right
axial rotation.

Lumbar Spine

Anterior and Posterior Spinal Instrumentation. The stabi-
lity analysis of devices with varying stiffness is best exem-
plified by a study of Gwon et al. (211) who tested three
different transpedicular screw devices: spinal rod-transpe-
dicular screw system (RTS), the Steffee System (VSP), and
Crock device (CRK). All devices provided statistically sig-
nificant (P< 0.01) motion reductions across the affected
level (L4-L5). The differences among the three devices in
reducing motion across L4-L5, however, were not signifi-
cant. Also, the changes in motion patterns of segments
adjacent to the stabilized level compared with the intact
case were not statistically significant. These findings have
been confirmed by Rohlmann and associates who used a
finite element model to address several implant related
issues, including this one (212).

In an in vitro study, Weinhoffer et al. (213) measured
intradiskal pressure in lumbosacral cadaver specimens
subjected to constant displacement before and after apply-
ing bilateral pedicle screw instrumentation across L4-S1.
They noted that intradiskal pressure increased in the disk
above the instrumented levels. Also, the adjacent level
effect was confounded in two-level instrumentation com-
pared with single-level instrumentation. Other investiga-
tors, in principle, have reported similar results. Completely
opposite results, however, are presented by several others
(212). Results based on in vitro studies must be interpreted
with caution, being dependent on the testing mode chosen
(displacement or load control) for experiments. In the
displacement control-type studies, in which applied dis-
placement is kept constant during testing of intact and
stabilized specimens, higher displacements and related
parameters (e.g., intradiskal pressure) at the adjacent
segments are reported. This is not true for the results
based on the load control-type studies, in which the applied
loads are kept constant.

Lim et al., assessed the biomechanical advantages of
diagonal transfixation compared to horizontal transfixa-
tion (214). Diagonal cross-members yielded more rigid
fixation in flexion and extension, but less in lateral bending
and axial rotational modes, as compared to horizontal
cross-members. Furthermore, greater stresses in the pedi-
cle screws were predicted for the system having diagonal
cross members. The use of diagonal configuration of the
transverse members in the posterior fixation systems did
not offer any specific advantages, contrary to the common
belief.

Biomechanical cadaver studies of anterior fusion pro-
moting and stabilizing devices (214–217) have become
increasingly more common in the literature, owing to this
procedure’s rising popularity (105). In vitro testing was
performed using the T9-L3 segments of human cadaver
spines (218). An L-1 corpectomy was performed, and sta-
bilization was achieved using one of three anterior devices:
the ATLP in nine spines, the SRK in 10, and the Z-plate in
10. Specimens were load tested. Testing was performed in
the intact state, in spines stabilized with one of the three
aforementioned devices after the devices had been fatigued
to 5000 cycles at � 3 N�m, and after bilateral facetectomy.
There were no differences between the SRK- and Z-plate-
instrumented spines in any state. In extension testing, the
mean angular rotation (� standard deviation) of spines
instrumented with the SRK (4.7� 3.28) and Z-plate devices
(3.3� 2.38) was more rigid than that observed in the ATLP-
stabilized spines (9� 4.88). In flexion testing after induc-
tion of fatigue, however, only the SRK (4.2� 3.28) was
stiffer than the ATLP (8.9� 4.98). Also, in extension post-
fatigue, only the SRK (2.4� 3.48) provided more rigid
fixation than the ATLP (6.4� 2.98). All three devices were
equally unstable after bilateral facetectomy. The SRK and
Z-plate anterior thoracolumbar implants were both more
rigid than the ATLP, and of the former two the SRK was
stiffer. The results suggest that in cases in which profile
and ease of application are not of paramount importance,
the SRK has an advantage over the other two tested
implants in achieving rigid fixation immediately post-
operatively.

Vahldiek and Panjabi investigated the biomechanical
characteristics of short-segment anterior, posterior, and
combined instrumentations in lumbar spine tumor verteb-
ral body replacement surgery (219). The L2 vertebral body
was resected and replaced by a carbon-fiber cage. Different
fixation methods were applied across the L1 and L3 ver-
tebrae. One anterior, two posterior, and two combined
instrumentations were tested. The anterior instrumenta-
tion, after vertebral body replacement, showed greater
motion than the intact spine, especially in axial torsion
(range of motion, 10.3 vs. 5.58; neutral zone, 2.9 vs. 0.78;
P< 0.05). Posterior instrumentation provided greater
rigidity than the anterior instrumentation, especially in
flexion–extension (range of motion, 2.1 vs. 12.68; neutral
zone, 0.6 vs. 6.18; P< 0.05). The combined instrumentation
provided superior rigidity in all directions compared with
all other instrumentations. Posterior and combined instru-
mentations provided greater rigidity than anterior instru-
mentation. Anterior instrumentation should not be used
alone in vertebral body replacement.
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Oda et al. nondestructively compared three types of
anterior thoracolumbar multisegmental fixation with the
objective to investigate the effects of rod diameter and rod
number on construct stiffness and rod–screw strain (220).
Three types of anterior fixation were then performed at L1-
L4: (1) 4.75 mm diameter single rod, (2) 4.75 mm dual-rod,
and (3) 6.35 mm single-rod systems. A carbon fiber cage
was used for restoring intervertebral disk space. Single
screws at each vertebra were used for single-rod and two
screws for dual-rod fixation. The 6.35 mm single-rod fixa-
tion significantly improved construct stiffness compared
with the 4.75 mm single rod fixation only under torsion
(P< 0.05). The 4.75 mm dual rod construct resulted in
significantly higher stiffness than did both single-rod fixa-
tions (P< 0.05), except under compression. For single-rod
fixation, increased rod diameter neither markedly
improved construct stiffness nor affected rod–screw strain,
indicating the limitations of a single-rod system. In thor-
acolumbar anterior multisegmental instrumentation, the
dual-rod fixation provided higher construct stiffness and
less rod–screw strain compared with single-rod fixation.

Lumbar Interbody Cages. Cage related biomechanical
studies range from evaluations of cages as stand alone
devices to use of anterior or posterior instrumentation
for additional stabilization.The changes in stiffness and
disk height of porcine FSUs by installation of a threaded
interbody fusion cage and those by gradual resection of the
annulus fibrosus were quantified (117). Flexion, extension,
bending, and torsion testing of the FSUs were performed in
four sequential stages: stage I, intact FSU; stage II, the
FSUs were fitted with a threaded fusion cage; stage III, the
FSUs were fitted with a threaded fusion cage with the
anterior one-third of the annulus fibrosus excised, includ-
ing excision of the anterior longitudinal ligament; and
stage IV, in addition to stage III, the bilateral annulus
fibrosus was excised. Segmental stiffness in each loading in
the four stages and a change of disk height induced by the
instrumentation were measured. After instrumentation,
stiffness in all loading modes (p< 0.005) and disk height
(p¼ 0.002) increased significantly. The stiffness of FSUs
fixed by the cage decreased with gradual excision of the
annulus fibrosus in flexion, extension, and bending. These
results suggest that distraction of the annulus fibrosus
and posterior ligamentous structures by installation of
the cage increases the soft-tissue tension, resulting in
compression to the cage and a stiffer motion segment. This
study explains the basic mechanism through which the
cages may provide the stability in various loading modes.

Three posterior lumbar interbody fusion implant con-
structs (Ray Threaded Fusion Cage, Contact Fusion Cage,
and PLIF Allograft Spacer) were tested for stability in a
cadaver model (221). None of the standalone implant con-
structs reduced the neutral zone (amount of motion in res-
ponse to minimal load application). The constructs decreased
the range of motion in flexion and lateral bending. The data
did not suggest any implant construct to behave superiorly.
Specifically, the PLIF Allograft Spacer is biomechanically
equivalent to titanium cages and is devoid of the deficiencies
associated with metal cages. Therefore, the PLIF Allograft
Spacer is a valid alternative to conventional cages.

The lateral, and other cage orientations within the disk
have been increasingly used for fusion (222). In one study,
14 spines were randomized into the anterior group (ante-
rior diskectomy and dual anterior cage—TFC placement)
and the lateral group (lateral diskectomy and single trans-
verse cage placement) for load-displacement evaluations.
Segmental ranges of motion were similar between spines
undergoing either anterior or lateral cage implantation.
Combined with a decreased risk of adjacent structure
injury through a lateral approach, these data support a
lateral approach for lumbar interbody fusion. When used
alone to restore stability, the orientation of the cage (obli-
que vs. posterior) effected the outcome (223). Likewise, in
flexion, both the OBAK (Oblique placement of one cage)
and CBAK (Conventional posterior placement of two cages)
orientations provided significant stability. In lateral bend-
ing, CBAK orientation was found to be better then OBAK.
In axial mode, CBAK orientation was significantly effective
in both directions while OBAK was effective only in right
axial rotation. Owing to the differences in the surgical
approach and the amount of dissection, the stability for
the cages when used alone as a function of cage orientation
was different.

The high elastic modulus of the cages causes the struc-
tures to be very stiff and may lead to stress-shielded
environments within the devices with potential adverse
effect on growth of the cancellous bone within the cage
itself (224). Using a calf spine model, a study was designed
to compare the construct stiffness afforded by 11 differ-
ently designed anterior lumbar interbody fusion devices:
four different threaded fusion cages: (BAK device, BAK
Proximity, Ray TFC, and Danek TIBFD); five different
nonthreaded fusion devices (oval and circular Harms
cages, Brantigan PLIF and ALIF cages, and InFix device);
two different types of allograft (femoral ring and bone
dowel); and to quantify their stress-shielding effects by
measuring pressure within the devices. Prior to testing, a
silicon elastomer was injected into the cages and intra cage
pressures were measured using pressure needle transdu-
cers. No statistical differences were observed in construct
stiffness among the threaded cages and nonthreaded
devices in most of the testing modalities. Threaded fusion
cages demonstrated significantly lower intracage pres-
sures compared with nonthreaded cages and structural
allografts. Compared with nonthreaded cages and struc-
tural allografts, threaded fusion cages afforded equivalent
reconstruction stiffness but provided more stress-shielded
environment within the devices. (This stress shielding
effect may further increase in the presence of supplemen-
tary fixation devices.)

It is known that micromotion at the cage–endplate
interface can influence bone growth into its pores. Loading
conditions, mechanical properties of the materials, friction
coefficients at the interfaces, and geometry of spinal seg-
ments would affect relative micromotion and spinal stabi-
lity. In particular, relative micromotion is related closely
to friction at bone–implant interfaces after arthroplasty.
A high rate of pseudarthrosis and a high overall rate of
implant migration requiring surgical revision has been
reported following posterior lumbar interbody fusion using
BAK threaded cages (225). This may be due to poor fixation
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of the implant, in addition to the stress shielding phenom-
ena described above. Thus, Kim developed an experimen-
tally validated finite element model of an intact FSU and
the FSU implanted with two threaded cages to analyze the
motion of threaded cages in posterior lumbar interbody
fusion (226). Motion of the implants was not seen in com-
pression. In torsion, a rolling motion was noted, with a
range of motion of 10.68 around the central axis of the
implant when left–right torsion (25 N�m) was applied. The
way the implants move within the segment may be due to
their special shape: the thread of the implants cannot
prevent the BAK cages rolling within the disk space.
However, note that the authors considered too high a value
of torsional load; such values may not be clinically relevant.
Relative micromotion (slip distance) at the interfaces was
obvious at their edges under axial compression. The slip
occurred primarily at the anterior edges under torsion with
preload, whereas it occurred primarily at the edges of the
left cage under lateral bending with preload. Relative
micromotion at the interfaces increased significantly as
the apparent density of cancellous bone or the friction
coefficient of the interfaces decreased. A significant
increase in slip distance at the anterior annulus occurred
with an addition of torsion to the compressive preload.
Relative micromotion was sensitive to the friction coeffi-
cient of the interfaces, the bone density, and the loading
conditions. A reduction in age-related bone density was
less likely to allow bone growth into surface pores of the
cage. It was likely that the larger the disk area the more
stable the interbody fusion of the spinal segments. How-
ever, the amount of micromotion may change in the pre-
sence of a posterior fixation technique, an issue that was
not reported by the authors.

Almost every biomechanical study has shown that inter-
body cages alone, irrespective of their shapes, sizes, surface
type, material, and approach used for implantation, does
not stabilize the spine in all of the modes. It is suspected
that this may be caused by the destruction of the appro-
priate spinal elements like the anterior longitudinal liga-
ment, and anterior annulus fibrosus, or facets. Thus, use of
additional instrumentation to augment cages seems to
have become a standard procedure.

The 3D flexibility in ligamentous human lumbar spinal
units have been investigated after the anterior, anterolat-
eral, posterior, or oblique insertion of various types of
interbody cages with supplemental fixtion using anterior
or posterior spinal instrumentation (227). With the sup-
plementary fixation using transfacet screws, the differ-
ences in stability due to the orientations were not
noticeable at all, both before and after; underscoring the
importance of using instrumentation when cages are used.

Patwardhan et al. (228) tested the hypothesis that the
ability of the ALIF cages to reduce the segmental motions
in flexion and extension will be significantly affected by the
magnitude of the compressive preload. Fourteen human
lumbar spine specimens (L1-sacrum) were tested intact,
and after insertion of two threaded cylindrical cages at L5-
S1. They were tested in flexion–extension with progres-
sively increasing magnitude of compressive preload from 0
to 1200 N applied along the follower load path (described
earlier). The stability of the stand-alone cage construct was

significantly affected by the amount of compressive preload
applied across the operated segment. In contrast to the
extension instability reported in the literature, the two-
cage construct exerted a stabilizing effect on the motion
segment (reduction in segmental motion) in extension
under physiologic compressive preloads. The cages pro-
vided substantially more stability, both in flexion and in
extension, at larger preloads (800–1200 N) corresponding
to standing and walking activities as compared to the
smaller preloads (200–400 N) experienced during supine
and recumbent postures. The compressive preload due to
muscle activity likely plays a substantial role in stabilizing
the segment with interbody cages.

The function of the interbody fusion cages is to stabilize
the spinal segment primarily by distracting them as well as
allowing bone ingrowth and fusion (122). An important
condition for efficient formation of bone tissue is achieving
adequate spinal stability. However, the initial stability
may be reduced due to repeated movements of the spine
during activities of daily living. Before and directly after
implanation of a Zientek, Stryker, or Ray posterior lumbar
interbody fusion cage, 24 lumbar spine segments were
evaluated for stability analyses. The specimens were then
loaded cyclically for 40,000 cycles at 5 Hz with an axial
compression load ranging from 200 to 1000 N. The speci-
mens were tested again in the spine tester. Generally, a
decrease in motion in all loading modes was noted after
insertion of the Zietek and Ray cages and an increase after
implantation of a Stryker cage. In all three groups, greater
stability was demonstrated in lateral bending and flexion
then in extension and axial rotation. Reduced stability
during cyclic loading was observed in all three groups;
however, loss of stability was most pronounced in Ray cage
group. Authors felt that this may be due to the damage of
the cage: bone interface during cyclic loading that was not
the case for the other two since they have a flat brick type
interface. In order to reduce the incidence of stress risers at
the bone–implant interface, it is essential that interbody
fusion implants take advantage of the cortical periphery of
the vertebral endplates. A larger cross-sectional footprint
to the implant design will aid in dispersing the axial forces
of spinal motion over a larger surface area and minimize
the risk of stress risers, which may result in endplate
fractures.

Animal Models

An approximation of the in vivo performance of spinal
implants in humans can be attained by evaluation in
animal models (229). Specifically, animal models provide
a dynamic biologic and mechanical environment in which
the implant can be evaluated. Temporal changes in both
the host biologic tissue and instrumentation can be
assessed with selective incremental sacrificing of the ani-
mals. Common limitations of animal studies include the
method of loading (quadruped versus biped) and the size
adjustment of devices needed such that proper fit is
achieved in the animals.

Animal studies have revealed the fixation benefits of
grouting materials in the preparation of the screw hole
(230). The major findings were that the HA grouting of

HUMAN SPINE, BIOMECHANICS OF 581



the screw hole bed before insertion significantly increased
fixation (pullout) of the screws. Scanning electron micro-
scopy analysis revealed that HA plasma spraying had
deleterious effects on the screw geometry, dulling the
self-tapping portion of the screw and reducing available
space for bony in-growth.

An animal model of anterior and posterior column
instability was developed by McAfee et al. (231–233) to
allow in vivo observation of bone remodeling and arthrod-
esis after spinal instrumentation. An initial anterior and
posterior destabilizing lesion was created at the L5–6
vertebral levels in 63 adult Beagle dogs. Observations 6
months after surgery revealed a significantly improved
probability of achieving a spinal fusion if spinal instru-
mentation had been used. Nondestructive mechanical test-
ing after removal of all metal instrumentation in torsion,
axial compression, and flexion revealed that the fusions
performed in conjunction with spinal instrumentation
were more rigid. Quantitative histomorphometry showed
that the volumetric density of bone was significantly lower
(i.e., device-related osteoporosis occurred) for fused versus
unfused spines. In addition, a linear correlation occurred
between decreasing volumetric density of bone and increas-
ing rigidity of the spinal implant; device-related osteoporosis
occurred secondary to Harrington, Cotrel-Dubousset, and
Steffee pedicular instrumentation. However, the stress-
induced changes in the bone quality found in the animal
models is not likely to correlate well with the actual changes
in the spinal segment of a patient. In fact, it is suggested
that the degeneration in a patient may be determined more
by individual characteristics than by the fusion itself (234).

In long bone fractures, internal fixation improves the
union rate, but does not accelerate the healing process.
Spinal instrumentation also improves the fusion rate in
spinal arthrodesis. However, it remains unclear whether
the use of spinal instrumentation expedites the healing
process of spinal fusion (235,236). Accordingly, an in vivo
sheep model was used to investigate the effect of spinal
instrumentation on the healing process of posterolateral
spinal fusion. Sixteen sheep underwent posterolateral
spinal arthrodeses at L2-L3 and L4-L5 using equal
amounts of autologous bone. One of those segments was
selected randomly for further augmentation with transpe-
dicular screw fixation (Texas Scottish Rite Hospital spinal
system). The animals were killed at 8 or 16 weeks after
surgery. Fusion status was evaluated through biomecha-
nical testing, manual palpation, plain radiography, com-
puted tomography, and histology. Instrumented fusion
segments demonstrated significantly higher stiffness than
did uninstrumented fusions at 8 weeks after surgery.
Radiographic assessment and manual palpation showed
that the use of spinal instrumentation improved the fusion
rate at 8 weeks (47 vs. 38% in radiographs, 86 vs. 57%
in manual palpation). Histologically, the instrumented
fusions consisted of more woven bone than the uninstru-
mented fusions at 8 weeks after surgery. The 16-week-old
fusion mass was diagnosed biomechanically, radiographi-
cally, and histologically as solid, regardless of pedicle screw
augmentation. The results demonstrated that spinal
instrumentation created a stable mechanical environment
to enhance the early bone healing of spinal fusion.

Human Clinical Models

Loads in posterior implants were measured in 10 patients
using telemeterized internal spinal fixation devices (237–
239). Implant loads were determined in up to 20 measuring
sessions for different activities, including walking, stand-
ing, sitting, lying in the supine position, and lifting an
extended leg while in the supine position. Implant loads
often increased shortly after anterior interbody fusion was
performed. Several patients retained the same high level
even after fusion had taken place. This explains the reason
why screw breakage sometimes occurs more than half a
year after implantation. The time of fusion could not be
pinpointed from the loading curves. A flexion bending
moment acted on the implant even when the body was
in a relaxed lying position. This meant that already shortly
after the anterior procedure, the shape of the spine was not
neutral and unloaded, but slightly deformed, which loaded
the fixators. In another study, the same authors used the
telemeterized internal spinal fixation devices to study the
influence of muscle forces on the implant loads in three
patients before and after anterior interbody fusion. Con-
tracting abdominal or back muscles in a lying position was
found to significantly increase implant loads. Hanging by
the hands from wall bars as well as balancing with the
hands on parallel bars reduced the implant loads compared
with standing; however, hanging by the feet with the head
upside down did not reduce implant loads, compared with
lying in a supine position. When lying on an operating table
with only the foot end lowered so that the hips were bent,
the patient had different load measurements in the con-
scious and anesthetized states before anterior interbody
fusion. The anesthetized patient evidenced predominately
extension moments in both fixators, whereas flexion
moments were observed in the right fixator of the conscious
patient. After anterior interbody fusion had occurred, the
differences in implant loads resulting from anesthesia
were small. The muscles greatly influence implant loads.
They prevent an axial tensile load on the spine when part of
the body weight is pulling, for example, when the patient is
hanging by their hands or feet. The implant loads may be
strongly altered when the patient is under anesthesia.

The above review clearly shows that a large number of
fusion enhancement instrumentation are available to sur-
geons. However, none of the instrumentation is totally
satisfactory in its performance and there is room to
improve the rate of fusion success, if fusion is the goal.
Naturally, alternative fusion approaches (mechanical, bio-
logical) are currently being pursued.

The rigidity of a spinal fixation device and its ability to
share load with the fusion mass are considered essential for
the fusion to occur. If the load transferred through the
fusion mass, is increased without sacrificing the rigidity
of the construct, a more favorable environment for fusion
may be created. To achieve this objective, posterior as
well as anterior ‘‘dynamized’’ systems have been designed
(240–242). One such posterior system consists of rods and
pedicle screws and has a hinged connection between the
screw head and shaft compared with the rigid screws
(Fig. 16a). Another example of the dynamized anterior
system (ALC) is shown in Fig. 16b. Load-displacement
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tests were performed to assess the efficacy of these devices
in stabilizing a severally destabilized spinal segment. The
hinged and rigid posterior systems provided significant
stability across the L2-L4 segment in flexion, extension,
and lateral bending as compared with the intact case
(P< 0.5). The stabilities imparted by the hinged-type
and its alternative rigid devices were of similar magni-
tudes. The ALC dynamized and rigid anterior systems also
provided significant stability across the L3-L5 segment in
flexion, extension, and lateral bending (P< 05). The stabi-
lity imparted by the Dynamized ALC and its alternate rigid
system did not differ significantly.

Dynamic stabilization may provide an alternative to
fusion for patients suffering from early degenerative disk
disease (DDD). The advantages of using a dynamic system
are, preservation of the disk loading, allowing some phy-
siologic load sharing in the motion segment. A finite ele-
ment (FE) study was done to understand the effect of a
commercially available dynamic system (DYNESYS, Zim-
mer Spine) compared to a rigid system on the ROM and
disk stresses at the instrumented level (243). An experi-
mentally validated 3-D FE model of intact L3-S1 spine was
modified to simulate rigid and dynamic systems across
L4-L5 level with the disk intact. The DYNESYS spacer
and ligament were modeled with truss elements, with the
‘‘no tension’’ and ‘‘no compression’’ options, respectively.
The ROM and disk stresses in response to a 400 N axial
compression and 10.6-N�m flexion–extension moment were
calculated. The ROM and disk stresses of the adjacent
levels with rigid and DYNESYS systems had no significant
change when compared to the intact. At the instrumented
level in flexion–extension the decrease in motion when

compared to the intact was 68/84% for rigid system and
50/56% for DYNESYS. The peak Von Mises disk stresses at
the instrumented segment reduced by 41/80% for the rigid
system, 27/45% for the DYNESYS system for flexion–
extension loading condition. The predicted motion data
for the dynamic system was in agreement with the experi-
mental data. From the FE study it can be seen that the
DYNESYS system allows more motion than the rigid
screw-rod system, and hence allows for partial disk load-
ing. This partial disk loading might be advantageous for a
potential recovery of the degenerated disk, thus making
dynamic stabilization systems a viable option for patients
in early stages of DDD.

An anterior bone graft in combination with posterior
instrumentation has been shown to provide superior sup-
port because the graft is in line with axial loads and the
posterior elements are left intact. However, employing
posterior instrumentation with anterior grafting requires
execution of two surgical procedures. Furthermore, use
of a posterior approach to place an interbody graft requires
considerable compromise of the posterior elements,
although it reduces the surgery time. It would be advanta-
geous to minimize surgical labor and structural damage
caused by graft insertion into the disk space via a posterior
approach. Authors have addressed this issue by preparing
an interbody bone graft using morselized bone (244–246).
This device is a gauze bag of Dacron that is inserted into the
disk space, filled with morselized bone, and tied shut,
Fig. 17. In vitro testing measured the rotations of each
vertebral level of mechanically loaded cadaver lumbar
spines, both in intact and several experimental conditions.
With the tension band alone, motion was restored to the
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Figure 16. The two different types of
dynamized systems used in a cadaver
model to assess their stability charac-
teristics. The data were compared with
the corresponding ‘‘rigid’’ systems. (a)
Posterior system and (b) anterior sys-
tem. (Taken from Refs. 242 and 241.)



intact case, except in extension where it was reduced. With
the graft implant, motion was restored to intact in all of the
loading modes, except in flexion where it was reduced. With
the tension band and graft, motion was again restored to
intact except in flexion and extension where it was reduced.
In vitro results suggest that a tension band increases
stability in extension, while the bag device alone seems
to provide increased stability in flexion. The implanted bag
filled with morselized bone in combination with a posterior
tension band, restores intact stiffness. Postcyclic results in
axial compression suggest that the morselized bone in the
bone-only specimens either consolidates or extrudes from
the cavity despite confinement. Motion restoration or
reduction as tested here is relevant both to graft incorpora-
tion and segment biomechanics. The posterior interbody
grafting method using morselized bone is amenable to
orthoscopy. It produces an interbody graft without an
anterior surgical approach. In addition, this technique
greatly reduces surgical exposure with minimal blood loss
and no facet compromise. This technique would be a viable
alternative to current 3608 techniques pending animal
tests and clinical trials.

Bone grafting is used to augment bone healing and
provide stability after spinal surgery. Autologous bone
graft is limited in quantity and unfortunately associated
with increased surgical time and donor-site morbidity.
Recent research has provided insight into methods that
may modulate the bone healing process at the cellular level
in addition to reversing the effects of symptomatic disk
degeneration, which is a potentially disabling condition,
managed frequently with various fusion procedures. Alter-
natives to autologous bone graft include allograft bone,
demineralized bone matrix, recombinant growth factors,
and synthetic implants (247,248). Each of these alterna-
tives could possibly be combined with autologous bone
marrow or various growth factors. Although none of the
presently available substitutes provides all three of the
fundamental properties of autograft bone (osteogeneticity,

osteoconductivity, and osteoinductivity), there are a num-
ber of situations in which they have proven clinically
useful. A literature review indicate that alternatives to
autogenous bone grafting find their greatest appeal when
autograft bone is limited in supply or when acceptable
rates of fusion may be achieved with these substitutes.
For example, bone morphogenetic proteins have been
shown to induce bone formation and repair.

Relatively little research has been undertaken to inves-
tigate the efficacy of OP-1 in the above stated role
(249,250). Grauer et al. performed single-level intertrans-
verse process lumbar fusions at L5-L6 of 31 New Zealand
White rabbits. These were divided into three study groups:
autograft, carrier alone, and carrier with OP-1. The ani-
mals were killed 5 weeks after surgery. Five (63%) of the 8
in the autograft group had fusion detected by manual
palpation, none (0%) of the 8 in the carrier-alone group
had fusion, and all 8 (100%) in the OP-1 group had fusion.
Biomechanical testing results correlated well with those
of manual palpation. Histologically, autograft specimens
were predominantly fibrocartilage, OP-1 specimens were
predominantly maturing bone, and carrier-alone speci-
mens did not show significant bone formation. OP-1 was
found to reliably induce solid intertransverse process fusion
in a rabbit model at 5 weeks. Smoking interferes with the
success of posterolateral lumbar fusion and the above
authors extended the investigation to study the effect of
using OP-1 to enhance fusion process in patients who
smoke. Osteoinductive protein-1 was able to overcome the
inhibitory effects of nicotine in a rabbit posterolateral spine
fusion model, and to induce bony fusion reliably at 5 weeks.

Finally, another study performed a systematic litera-
ture review on non-autologous interbody fusion materials
in anterior cervical fusion, gathering data from 32 clinical-
and ten laboratory studies. Ten alternatives to autologous
bone were compared: autograft, allograft, xenograft, poly-
(methyl methacrylate) (PMMA), biocompatible osteocon-
ductive polymer (BOP), Hydroxyapatite compounds, bone
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Figure 17. The Bag system devel-
oped by Spineology Inc. The increa-
ses and decreases in motion with
respect to intact segment for bag
alone and bag with a band are also
shown. (Taken from Ref. 244.)



morphogenic protein (BMP), Carbon fiber, metallic devices
and ceramics. The study revealed that autologous bone still
provides the golden standard that other methods should be
compared to. The team concluded that the results of the
various alternative fusion options are mixed, and compar-
ing the different methods proved difficult. Once a testing
standard has been established, reliable comparisons could
be conducted.

Finite Element Models

In vitro investigations and in vivo animal studies contain
numerous limitations, including that these are both time
consuming and monetarily expensive. The most important
limitations of in vitro studies are that muscle contributions
to loading are not usually incorporated and the highly
variable quality of the cadaver specimens. As stated ear-
lier, in vivo animal studies usually involve quadruped
animals, and the implant sizes usually need to be scaled
according to the animal size. In an attempt to compliment
the above protocols, several FE models of the ligamentous
spine have been developed (251–257).

Goel et al. (255) generated osteoligamentous FE models
of intact lumbar one segment (L3-L4) and two segments
(L3-L5). Using the L3-L4 model, they simulated fusion
with numerous techniques in an attempt to describe the
magnitude and position of internal stresses in both the
biologic tissue (bone and ligament) and applied hardware.
Specifically, the authors modeled bilateral fusion using
unilateral and bilateral plating. Bilateral plating models
showed that cancellous bone stresses were significantly
reduced with the instrumentation simulated in the
immediate postoperative period. Completely consolidated
fusion mass case, load transmission led to unloading of the
cancellous bone region, even after simulated removal of the
device. Thus, this model predicted that removal of the
device would not alleviate stress shielding-induced osteo-
penia of the bone and that this phenomenon may truly be a
complication of the fusion itself. As would be expected,
unilateral plating models revealed higher trabecular bone
stresses than were seen in the bilateral plating cases. The
degree of stability afforded to the affected segment, how-
ever, was less. Thus, a system that allows the bone to bear
more load as fusion proceeds may be warranted. Several
solutions have been proposed to address this question.

For example, a fixation system was developed that
incorporated polymer washers in the load train (Steffee
variable screw placement, VSP). The system afforded
immediate postoperative stability and reduced stiffness
with time as the washers underwent stress relaxation (a
viscoelastic effect) (256). The FE modeling of this system
immediately after implantation showed that internal bony
stresses were increased by � 20% over the same system
without the polymeric material. In addition, mechanical
property manipulation of the washers simulating their in
vivo stress relaxation revealed these stresses were con-
tinuously increasing, promoting the likelihood that
decreased bone resorption would occur. The other solution
is the use of dynamized fixation devices, as diskussed next.

The ability of a hinged pedicle screw-rod fixation (dyna-
mized, see next section for details) device to transmit more

loads across the stabilized segment compared with its rigid
equivalent system was predicted using the FE models
(240). In general, the hinged screw device allowed for
slightly larger axial displacements of L3, while it main-
tained flexion rotational stability similar to the rigid screw
device (Table 11). Slightly larger axial displacements may
be sufficient enough to increase the load through the graft
since the stiffness of the disk was increased by replacing it
(shown as the ‘‘nucleus’’ in the tables) with a cancellous,
cortical, or titanium interbody device to simulate the fusion
mass in the model (Table 12).

The FE modeling coupled with adaptive bone remodel-
ing algorithms has been used to investigate temporal
changes associated with interbody fusion devices. Gros-
land et al. predicted the change in bone density distribution
after implantation of the BAK device (Fig. 18) (257). The
major findings included hypertrophy of bone directly in the
load train (directly overlying and underlying the implant)
and lateral atrophy secondary to the relatively high stiff-
ness of the implant. The model also predicted that bone
growth into and around the larger holes in the implant,
resulting in sound fixation of the device.

Nonfusion Treatment Alternatives

Various methods have been employed in the characteriza-
tion of device effectiveness for which spinal fusion is indi-
cated. Because of nonphysiological nature of fusing the
spinal segments that are supposed to provide motion–
flexibility, adjacent-level degeneration, and other compli-
cations associated with the fusion process, alternatives to
fusion have been proposed.

Ray Nucleus

In 1988, Ray presented a prosthetic nuclear replacement
consisting of flexible woven filaments (Dacron) surround-
ing an internal semipermeable polyethylene membranous
sac filled with hyaluronic acid and a thixotropic agent (i.e.,
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Table 11. Axial Displacement and Angular Rotation of L3
with respect to L4 for the 800 N Axial Compressiona

Axial Displacement, mm Rotation, deg

Graft Rigid Hinged Rigid Hinged

Cancellous �0.258 �0.274 0.407 0.335
Cortical �0.134 �0.137 0.177 0.127
Titanium �0.132 �0.135 0.174 0.126

aTaken from Ref. 240.

Table 12. Loads Transferred Through the ‘‘Nucleus’’ and
the Device for the 800 N Axial Compression in newtonsa

Rigid Hinged

Graft ‘‘Nucleus’’ Device ‘‘Nucleus’’ Device

Cancellous 712.4 87.6 767.9 32.1
Cortical 741.2 58.8 773.5 26.5
Titanium 742.5 57.5 774.3 25.7

aTaken from Ref. 37.



a hydrogel) (244,258,259). As a nucleus replacement, the
implant can be inserted similar to a thoracolumbar inter-
body fusion device, either posteriorly or transversely. Two
are inserted per disk level in a partly collapsed and dehy-
drated state, but would swell due to the strongly hygro-
scopic properties of the hyaluronic acid constituent. The
designer expects the implant to swell enough to distract the
segment while retain enough flexibility to allow a normal
range of motion. An option is to include therapeutic agents
in the gel that would be released by water flow in and out of
the prosthesis according to external pressures.

Recent reports on biomechanical tests of the device
show that it can produce some degree of stabilization
and distraction. Loads of 7.5 N�m and 200 N axial were
applied to six L4-L5 specimens. Nucleotomized spines
increased rotations by 12–18% depending on load orienta-
tion, but implanted spines (implant placed transversely)
showed a change of �12% to þ2% from the intact with
substantial reductions in neutral zone. Up to 2 mm of disk
height was recovered by insertion. The implant, however,
was implanted and tested in its no hydrated form. The
biomechanics of the hydrated prosthesis may vary consid-
erably from that of its desiccated form.

In Situ Curable Prosthetic Intervertebral Nucleus (PIN)

The device (Disc Dynamics, Inc, Minnetonka, MN) consists
of a compliant balloon connected to a catheter (Fig. 19)
(244,260). This is inserted and a liquid polymer injected
into the balloon under controlled pressure inflating the
balloon, filling the cavity, and distracting the interverteb-

ral disk. Within 5 min the polymer is cured. Five fresh-
frozen osteoligamentous three-segment human lumbar
spines, screened for abnormal radiograph and low bone
density, were used for the biomechanical study. The spines
were tested under four conditions: intact, denucleated,
implanted, and fatigued. Fatiguing was produced by cyclic
loading from 250 to 750 N at 2 Hz for at least 100,000
cycles. Nuclectomy was performed through a 5.5 mm tre-
phine hole in the right middle lateral side of the annulus.
The device was placed in the nuclear cavity as described
earlier. Following biomechanical tests, these specimens
were radiographed and dissected to determine any struc-
tural damage inflicted during testing. Middle segment
rotations generally increased with diskectomy, but were
restored to the normal intact range with implantation.
After fatiguing, rotations across the implanted segment
increased. However, these were not more than, and often
less than the intact adjacent segments. During polymer
injection under compressive load the segment distracted as
much as þ1.8 mm (av) at the disk center as determined by
the surrounding gauges. Over 1.6 mm was maintained dur-
ing polymer cure with compression. The immediate goals of
a disk replacement system are to restore disk height and
provide segment mobility without causing instability. This
study showed that PIN device could reverse the destabilizing
effects of a nuclectomy and restore normal segment stiffness.
Significant increases in disk height can also be achieved.
Implanting the majority of disk replacement systems
requires significant annulus removal, this device requires
minimal surgical compromise and has the potential to be
performed arthroscopically.
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Figure 18. (a) The FE model of a ligamentous motion segment was used to predict load-displacement
behavior of the segment following cage placement. Alc¼anterior longitudinal ligament completely
removed/cut, Alp¼partially cut, and Ali¼ intact; and (b) Percentage change in density of the bone
surrounding the BAK cage. (Taken from Refs. 32,33, and 257.)



Artificial Disk

One of the most recent developments for nonfusion treat-
ment alternatives is replacement of the intervertebral disk
(244,261,262). The goal of this treatment alternative is to
restore the original mechanical function of the resected
disk. One of the stipulations of artificial disk replacement is
that the remaining osseous spinal and paraspinal soft
tissue components are not compromised by pathologic
changes. Bao et al. (263) have classified the designs of
total disk replacements into four categories: (1) low friction
sliding surface; (2) spring and hinge systems; (3) contained
fluid-filled chambers; and (4) disks of rubber and other
elastomers. The former two designs seek to take advantage
of the inherently high fatigue characteristics that all-metal
designs afford. The latter two designs attempt to incorpo-
rate some of the viscoelastic and compliant properties that
are exhibited by the normal, healthy intervertebral disk.
Hedman et al. (264) outlined the major design criteria for
intervertebral disk prosthesis: The disk must be able to
maintain its mechanical integrity out to approximately 85
million cycles; consist of biocompatible materials; exist
entirely within the normal disk space and maintain phy-
siologic disk height; restore normal kinematic motion
wherein the axes of each motion, especially sagittal plane
motion, is correctly replicated; duplicate the intact disk
stiffness in all three planes of rotation and compression;
provide immediate and long-term fixation to bone; and,
finally, provide failsafe mechanisms such that if an indi-
vidual component of the design fails, catastrophic failure is
not immediately imminent, and it does not lead to peri-
implant soft tissue damage. This is certainly one of the
greatest design challenges that bioengineers have encoun-
tered to date. In the following, some of the methods are
discussed that are being employed in an attempt to meet
this rigorous challenge.

One of the available studies dealt iterative design of the
artificial disk replacement based on measured biomecha-
nical properties. Lee, Langrana and co-workers (265,266)
looked at incorporating three different polymers into their
prosthetic intervertebral disk design and tried to represent
the separate components (annulus fibrosis and nucleus) of
the normal disk in varying proportion. They loaded their
designs under 800 N axial compression and in compres-
sion-torsion out to 58. The results indicated that disks
fabricated from homogeneous materials exhibited isotropy
that could not replicate the anisotropic behavior of the
normal human disk. Thus, 12 layers of fiber reinforcement
were incorporated in an attempt to mimic the actual annulus
fibrosis. This method did result in more closely approximat-
ing the mechanical properties of the normal disk. Through
this method of redesign and testing, authors claim that
eventually ‘‘a disk prosthesis that has mechanical properties
comparable to the natural disk could be manufactured.’’

The FE analyses have also been recruited in an effort to
perturbate design with an eye toward optimizing the
mechanical behavior of artificial disks. Goel and associates
modified a previously validated intact finite element model
to create models implanted with a ball-and-cup and slip
core-type artificial disk models via an anterior approach,
Figs. 20 and 21 (244,245,261). To study surgical variables,
small and large windows were cut into the annulus, and the
implants were placed anteriorly and posteriorly within the
disk space. The anterior longitudinal ligament was also
restored. Models were subjected to either 800 N axial
compression force alone or to a combination of 10 N�m
flexion–extension moments and 400 N axial preload.
Implanted model predictions were compared with those
of the intact model. The predicted rotations for the two
disk implanted models were in agreement with the experi-
mental data.
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Figure 19. In situ curable prosthetic
intervertebral nucleus (PIN) developed by
Disc Dynamics, Inc. (Taken from Ref. 244.)



For the ball and socket design disk facet loads were more
sensitive to the anteroposterior location of the artificial
disk than to the amount of annulus removed. Under 800-N
axial compression, implanted models with an anteriorly
placed artificial disk exhibited facet loads 2.5 times greater
than loads observed with the intact model, whereas poster-
iorly implanted models predicted no facet loads in compres-
sion. Implanted models with a posteriorly placed disk
exhibited greater flexibility than the intact and implanted
models with anteriorly placed disks. Restoration of the
anterior longitudinal ligament reduced pedicle stresses,
facet loads, and extension rotation to nearly intact levels.
The models suggest that, by altering placement of the
artificial disk in the anteroposterior direction, a surgeon
can modulate motion-segment flexural stiffness and pos-
terior load sharing, even though the specific disk replace-
ment design has no inherent rotational stiffness.

The motion data, as expected, differed between the two
disk designs (ball and socket, and slip core) and as com-
pared to the intact as well, Fig. 22. Similar changes were
observed for the loads on the facets, Fig. 23.

The experimentally validated finite element models of
the intact and disk implanted L3-L5 segments revealed
that both of these devices do not restore motion and loads
across facets back to the intact case. (These design restore
the intact biomechanics in a limited sense.) These differ-
ences are not only due to the size of the implants but the
inherent design differences. Ball and socket design has a
more ‘‘fixed’’ center of rotation as compared to the slip core
design in which the COR undergoes a wider variation.
Further complicating factor is the location of the disk
within the annular space itself, a parameter under the
control of the surgeon. Thus, it will be difficult to restore
biomechanics of the segment back to normal using such
designs. Only clinical follow up studies will provide the
effects of such variations on the changes in spinal struc-
tures as a function of time.

More Recent and Future Initiatives

Although many of the well-accepted investigation techni-
ques and devices have been discussed above, other
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Figure 20. The intact finite element
model of a ligamentous segment was mod-
ified to simulate the ball and socket type
artificial disk implant. (Taken from Refs.
244,245.)

Figure 21. The intact finite ele-
ment model of a ligamentous seg-
ment was modified to simulate the
slip core type artificial disk implant.
(Taken from Ref. 244.)



techniques for the stabilization–fusion of the spine and
nonfusion approaches are currently being investigated.
These concepts are likely to play a significant role in future
and are discussed. One such technique is vertebroplasty.
Painful vertebral osteoporotic compression fractures leads
to significant morbidity and mortality (263). Kyphoplasty
and vertebroplasty are relatively new techniques that help
decrease the pain and improve function in fractured ver-
tebras.

Vertebroplasty is the percutaneous injection of PMMA
cement into the vertebral body (263–269). While PMMA
has high mechanical strength, it cures fast and thus allows
only a short handling time. Other potential problems of
using PMMA injection may include damage to surrounding
tissues by a high polymerization temperature or by the
unreacted toxic monomer, and the lack of long-term bio-
compatibility. Bone mineral cements, such as calcium
carbonate and CaP, have longer working time and low
thermal effect. They are also biodegradable while having

a good mechanical strength. However, the viscosity of
injectable mineral cements is high, and the infiltration
of these cements into vertebral body has been questioned.
Lim et al. evaluated the compression strength of human
vertebral bodies injected with a new calcium phosphate
(CaP) cement with improved infiltration properties before
compression fracture and also for vertebroplasty in com-
parison with PMMA injection (268). The bone mineral
densities of 30 vertebral bodies (T2-L1) were measured
using dual-energy X-ray absorptiometry. Ten control speci-
mens were compressed at a loading rate of 15 mm/min to
50% of their original height. The other specimens had 6 mL
of PMMA (n¼ 10) or the new CaP (n¼ 10) cement injected
through the bilateral pedicle approach before being loaded
in compression. Additionally, after the control specimens
had been compressed, they were injected with either CaP
(n¼ 5) or PMMA (n¼ 5) cement using the same technique,
to simulate vertebroplasty. Loading experiments were
repeated with the displacement control of 50% vertebral
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two disk designs, shown in Figs. 20 and
21, as compared to the intact. (Taken
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height. Load to failure was compared among groups and
analyzed using analysis of variance. Mean bone mineral
densities of all five groups were similar and ranged from
0.56 to 0.89 g � cm�2. The size of the vertebral body and the
amount of cement injected were similar in all groups. Load
to failure values for PMMA, the new CaP, and vertebro-
plasty PMMA were significantly greater than that of con-
trol. Load to failure of the vertebroplasty CaP group was
higher than control but not statistically significant. The
mean stiffness of the vertebroplasty CaP group was sig-
nificantly smaller than control, PMMA, and the new CaP
groups. The mean height gains after injection of the new
CaP and PMMA cements for vertebroplasty were minimal
(3.56 and 2.01%, respectively). Results of this study demon-
strated that the new CaP cement can be injected and
infiltrates easily into the vertebral body. It was also found
that injection of the new CaP cement can improve the
strength of a fractured vertebral body to at least the level
of its intact strength. Thus, the new CaP cement may be a
good alternative to PMMA cement for vertebroplasty,
although further in vitro, in vivo animal and clinical stu-
dies should be done. Furthermore, the new CaP may be
more effective in augmenting the strength of osteoporotic
vertebral bodies, and for preventing compression fractures
considering our biomechanical testing data and the known
potential for biodegradability of the new CaP cement. Belkof
et al. (266) found that the injection of either Orthocomp or
Simplex P resulted in vertebral body strengths that were
significantly greater than initial strength values. Vertebral
bodies augmented with Orthocomp recovered their initial
stiffness; and, vertebral bodies augmented with Simplex P
were significantly less stiff than they were in their initial
condition. However, these biomechanical results have yet to
be substantiated in clinical studies.

Previous biomechanical studies have shown that injec-
tions of 8–10 mL of cement during vertebroplasty restore or
increase vertebral body strength and stiffness; however,
the dose-response association between cement volume and
restoration of strength and stiffness is unknown. Belkof
et al. (266) investigated the association between the
volume of cement injected during percutaneous vertebro-
plasty and the restoration of strength and stiffness in
osteoporotic vertebral bodies. Two investigational cements
were studied: Orthocomp (Orthovita, Malvern, PA) and
Simplex 20 (Simplex P with 20% by weight barium sulfate.
Compression fractures were experimentally created in 144
vertebral bodies (T6-L5) obtained from 12 osteoporotic
spines harvested from female cadavers. After initial
strength and stiffness were determined, the vertebral
bodies were stabilized using bipedicular injections of
cement totaling 2, 4, 6, or 8 mL and recompressed, from
which post-treatment strength and stiffness were mea-
sured. Strength and stiffness were considered restored
when post-treatment values were not significantly differ-
ent from initial values. Strength was restored for all
regions when 2 mL of either cement was injected. To
restore stiffness with Orthocomp, the thoracic and thor-
acolumbar regions required 4 mL, but the lumbar region
required 6 mL. To restore stiffness with Simplex 20, the
thoracic and lumbar regions required 4 mL, but the thor-
acolumbar region required 8 mL. These data provide

guidance on the cement volumes needed to restore biomecha-
nical integrity to compressed osteoporotic vertebral bodies.

Liebschner et al. undertook a finite element based bio-
mechanical study to provide a theoretical framework for
understanding and optimizing the biomechanics of verteb-
roplasty, especially the effects of volume and distribution of
bone cement on stiffness recovery of the vertebral body,
just like the preceding experimental study (269). An
experimentally calibrated, anatomically accurate finite-
element model of an elderly L1 vertebral body was devel-
oped. Damage was simulated in each element based on
empirical measurements in response to a uniform com-
pressive load. After virtual vertebroplasty (bone cement
filling range of 1–7 cm3) on the damaged model, the result-
ing compressive stiffness of the vertebral body was com-
puted for various spatial distributions of the filling
material and different loading conditions. Vertebral stiff-
ness recovery after vertebroplasty was strongly influenced
by the volume fraction of the implanted cement. Only a
small amount of bone cement (14% fill or 3.5 cm3) was
necessary to restore stiffness of the damaged vertebral
body to the predamaged value. Use of a 30% fill increased
stiffness by > 50% compared with the predamaged value.
Whereas the unipedicular distributions exhibited a com-
parative stiffness to the bipedicular or posterolateral cases,
it showed a medial-lateral bending motion (toggle) toward
the untreated side when a uniform compressive pressure
load was applied. Only a small amount of bone cement (15%
volume fraction) is needed to restore stiffness to predamage
levels, and greater filling can result in substantial increase
in stiffness well beyond the intact level. Such overfilling
also renders the system more sensitive to the placement of
the cement because asymmetric distributions with large
fills can promote single-sided load transfer and thus toggle.
These results suggest that large fill volumes may not be the
most biomechanically optimal configuration, and an
improvement might be achieved by use of lower cement
volume with symmetric placement. These theoretical find-
ings support the experimental observations described in
the proceeding paragraph, except these authors did not
analyze the relationship between cement type and volume
needed to restore strength.

Hitchon et al. compared the stabilizing effects of the HA
product, with PMMA in an experimental compression
fracture of L1 (268). No significant difference between
the HA and PMMA cemented-fixated spines was demon-
strated in flexion, extension, left lateral bending, or right-
and left-axial rotation. The only difference between the two
cements was encountered before and after fatiguing in
right lateral bending (p4 0.05). The results of this study
suggest that the same angular rigidity can be achieved by
using either HA or PMMA. This is of particular interest
because HA is osteoconductive, undergoes remodeling, and
is not exothermic.

Advances in the surgical treatment of spinal etiologies
continues to evolve with the rapid progression of technol-
ogy. The advent of robotics, Microelectromechanical sys-
tems (MEMS) (270), novel biomaterials, and genetic and
tissue engineering are revolutionizing spinal medicine,
Novel biomaterials, also termed ‘‘smart biomaterials’’ that
are capable of conforming or changing their mechanical
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properties in response to different loading paradigms are
being investigated for their use in spinal implant design.
The rapidly advancing field of tissue engineering opens
new possibilities to solving spine problems. By seeding and
growing intervertebral disk cells, it could be possible to
grow a new bioartificial disk, to be implanted in to the
spine. Studies are in progress at a number of centers,
including our own (269).

CONCLUSION

The stability (or instability) of the human spine is integral
to the diagnosis and treatment of patients with low back
pain. The stability of the lumbar spine as portrayed by its
motion characteristics can be determined through the use
of clinical and radiographic criteria or other methods of
determining the orientation of one spinal vertebra with
respect to another. The instability can be the result of
injury, disease, and many other factors, including surgery.
Therefore, it is necessary to become familiar with recent
findings and suggestions that deal with the instability that
can result from such procedures. The prevalence of spinal
fusion and stabilization procedures to restore spinal sta-
bility and host of other factors is continuously increasing.
This article has presented many of the contemporary bio-
mechanical issues germane to stabilization and fusion of
the spine. Because of the wide variety of devices available,
various testing protocols have been developed in an
attempt to describe the mechanical aspects of these
devices. These investigations reveal comparative advan-
tages (and disadvantages) of the newer designs to existing
hardware. Subsequent in vivo testing, specifically animal
models, provides data on the performance of the device in a
dynamic physiologic environment. All of the testing,
in vitro and in vivo, helps to build confidence that the
instrumentation is safe for clinical trial. Future biomecha-
nical work is required to produce newer devices and opti-
mize existing ones, with an eye toward reducing the rates
of nonfusion and pseudoarthrosis. In addition, novel
devices and treatments that seek to restore normal spinal
function and loading patterns without fusion continue to
necessitate advances in biomechanical methods. These are
the primary challenges that need to be incorporated in
future biomechanical investigations. Finally, one has to
gain understanding of the effects of devices at the cellular
level and one must undertake outcome assessment studies
to see if the use of instrumentation is warranted for the
enhancement of the fusion process.
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