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PREFACE

This six-volume work is an alphabetically organized compi-
lation of almost 300 articles that describe critical aspects of
medical devices and instrumentation.

It is comprehensive. The articles emphasize the contri-
butions of engineering, physics, and computers to each of the
general areas of anesthesiology, biomaterials, burns, cardi-
ology, clinical chemistry, clinical engineering, communica-
tive disorders, computers in medicine, critical care
medicine, dermatology, dentistry, ear, nose, and throat,
emergency medicine, endocrinology, gastroenterology,
genetics, geriatrics, gynecology, hematology, heptology,
internal medicine, medical physics, microbiology, nephrol-
ogy, neurology, nutrition, obstetrics, oncology, ophthalmol-
ogy, orthopedics, pain, pediatrics, peripheral vascular
disease, pharmacology, physical therapy, psychiatry, pul-
monary medicine, radiology, rehabilitation, surgery, tissue
engineering, transducers, and urology.

The discipline is defined through the synthesis of the core
knowledge from all the fields encompassed by the applica-
tion of engineering, physics, and computers to problems in
medicine. The articles focus not only on what is now useful
but also on what is likely to be useful in future medical
applications.

These volumes answer the question, ‘‘What are the
branches of medicine and how does technology assist each
of them?’’ rather than ‘‘What are the branches of technology
and how could each be used in medicine?’’ To keep this work
to a manageable length, the practice of medicine that is
unassisted by devices, such as the use of drugs to treat
disease, has been excluded.

The articles are accessible to the user; each benefits from
brevity of condensation instead of what could easily have
been a book-length work. The articles are designed not for
peers, but rather for workers from related fields who wish to
take a first look at what is important in the subject.

The articles are readable. They do not presume a detailed
background in the subject, but are designed for any person
with a scientific background and an interest in technology.
Rather than attempting to teach the basics of physiology or
Ohm’s law, the articles build on such basic concepts to show
how the worlds of life science and physical science meld to
produce improved systems. While the ideal reader might be
a person with a Master’s degree in biomedical engineering or
medical physics or an M.D. with a physical science under-
graduate degree, much of the material will be of value to
others with an interest in this growing field. High school
students and hospital patients can skip over more technical
areas and still gain much from the descriptive presentations.

The Encyclopedia of Medical Devices and Instrumenta-
tion is excellent for browsing and searching for those new
divergent associations that may advance work in a periph-
eral field. While it can be used as a reference for facts, the
articles are long enough that they can serve as an educa-
tional instrument and provide genuine understanding of a
subject.

One can use this work just as one would use a dictionary,
since the articles are arranged alphabetically by topic. Cross
references assist the reader looking for subjects listed under
slightly different names. The index at the end leads the
reader to all articles containing pertinent information on
any subject. Listed on pages xxi to xxx are all the abbrevia-
tions and acronyms used in the Encyclopedia. Because of
the increasing use of SI units in all branches of science, these
units are provided throughout the Encyclopedia articles as
well as on pages xxxi to xxxv in the section on conversion
factors and unit symbols.

I owe a great debt to the many people who have con-
tributed to the creation of this work. At John Wiley & Sons,
Encyclopedia Editor George Telecki provided the idea and
guiding influence to launch the project. Sean Pidgeon was
Editorial Director of the project. Assistant Editors Roseann
Zappia, Sarah Harrington, and Surlan Murrell handled the
myriad details of communication between publisher, editor,
authors, and reviewers and stimulated authors and
reviewers to meet necessary deadlines.

My own background has been in the electrical aspects of
biomedical engineering. I was delighted to have the assis-
tance of the editorial board to develop a comprehensive
encyclopedia. David J. Beebe suggested cellular topics such
as microfluidics. Jerry M. Calkins assisted in defining the
chemically related subjects, such as anesthesiology.
Michael R. Neuman suggested subjects related to sensors,
such as in his own work—neonatology. Joon B. Park has
written extensively on biomaterials and suggested related
subjects. Edward S. Sternick provided many suggestions
from medical physics. The Editorial Board was instrumen-
tal both in defining the list of subjects and in suggesting
authors.

This second edition brings the field up to date. It is
available on the web at http://www.mrw.interscience.wiley.
com/emdi, where articles can be searched simultaneously to
provide rapid and comprehensive information on all aspects
of medical devices and instrumentation.

JOHN G. WEBSTER
University of Wisconsin, Madison
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EM Electromagnetic
EMBS Engineering in Medicine and Biology

Society
emf Electromotive force
EMG Electromyogram
EMGE Integrated electromyogram
EMI Electromagnetic interference
EMS Emergency medical services
EMT Emergency medical technician
ENT Ear, nose, and throat
EO Elbow orthosis
EOG Electrooculography
EOL End of life
EOS Eosinophil
EP Elastoplastic; Evoked potentiate
EPA Environmental protection agency
ER Evoked response
ERCP Endoscopic retrograde

cholangiopancreatography
ERG Electron radiography;

Electroretinogram
ERMF Event-related magnetic field
ERP Event-related potential
ERV Expiratory reserve volume
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ESCA Electron spectroscopy for chemical
analysis

ESI Electrode skin impedance
ESRD End-stage renal disease
esu Electrostatic unit
ESU Electrosurgical unit
ESWL Extracorporeal shock wave lithotripsy
ETO, Eto Ethylene oxide
ETT Exercise tolerance testing
EVA Ethylene vinyl acetate
EVR Endocardial viability ratio
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FAD Flavin adenine dinucleotide
FARA Flexible automation random analysis
FBD Fetal biparietal diameter
FBS Fetal bovine serum
fcc Face centered cubic
FCC Federal Communications Commission
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FDCA Food, Drug, and Cosmetic Act
FE Finite element
FECG Fetal electrocardiogram
FEF Forced expiratory flow
FEL Free electron lasers
FEM Finite element method
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FES Functional electrical stimulation
FET Field-effect transistor
FEV Forced expiratory volume
FFD Focal spot to film distance
FFT Fast Fourier transform
FGF Fresh gas flow
FHR Fetal heart rate
FIC Forced inspiratory capacity
FID Flame ionization detector; Free-induction
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FIFO First-in-first-out
FITC Fluorescent indicator tagged polymer
FL Femur length
FM Frequency modulation
FNS Functional neuromuscular stimulation
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FO-CRT Fiber optics cathode ray tube
FP Fluorescence polarization
FPA Fibrinopeptide A
FR Federal Register
FRC Federal Radiation Council; Functional

residual capacity
FSD Focus-to-surface distance
FTD Focal spot to tissue-plane distance
FTIR Fourier transform infrared
FTMS Fourier transform mass spectrometer
FU Fluorouracil
FUDR Floxuridine
FVC Forced vital capacity
FWHM Full width at half maximum
FWTM Full width at tenth maximum
GABA Gamma amino buteric acid
GAG Glycosaminoglycan
GBE Gas-bearing electrodynamometer

GC Gas chromatography; Guanine-cytosine
GDT Gas discharge tube
GFR Glomerular filtration rate
GHb Glycosylated hemoglobin
GI Gastrointestinal
GLC Gas–liquid chromatography
GMV General minimum variance
GNP Gross national product
GPC Giant papillary conjunctivitis
GPH Gas-permeable hard
GPH-EW Gas-permeable hard lens extended wear
GPO Government Printing Office
GSC Gas-solid chromatography
GSR Galvanic skin response
GSWD Generalized spike-wave discharge
HA Hydroxyapatite
HAM Helical axis of motion
Hb Hemoglobin
HBE His bundle electrogram
HBO Hyperbaric oxygenation
HC Head circumference
HCA Hypothermic circulatory arrest
HCFA Health care financing administration
HCL Harvard Cyclotron Laboratory
hcp Hexagonal close-packed
HCP Half cell potential
HDPE High density polyethylene
HECS Hospital Equipment Control System
HEMS Hospital Engineering Management

System
HEPA High efficiency particulate air filter
HES Hydroxyethylstarch
HETP Height equivalent to a theoretical plate
HF High-frequency; Heating factor
HFCWO High-frequency chest wall oscillation
HFER High-frequency electromagnetic radiation
HFJV High-frequency jet ventilation
HFO High-frequency oscillator
HFOV High-frequency oscillatory ventilation
HFPPV High-frequency positive pressure

ventilation
HFV High-frequency ventilation
HHS Department of Health and Human

Services
HIBC Health industry bar code
HIMA Health Industry Manufacturers

Association
HIP Hydrostatic indifference point
HIS Hospital information system
HK Hexokinase
HL Hearing level
HMBA Hexamethylene bisacetamide
HMO Health maintenance organization
HMWPE High-molecular-weight polyethylene
HOL Higher-order languages
HP Heating factor; His-Purkinje
HpD Hematoporphyrin derivative
HPLC High-performance liquid chromatography
HPNS High-pressure neurological syndrome
HPS His-Purkinje system
HPX High peroxidase activity
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HR Heart rate; High-resolution
HRNB Halstead-Reitan Neuropsychological

Battery
H/S Hard/soft
HSA Human serum albumin
HSG Hysterosalpingogram
HTCA Human tumor cloning assay
HTLV Human T cell lymphotrophic virus
HU Heat unit; Houndsfield units; Hydroxyurea
HVL Half value layer
HVR Hypoxic ventilatory response
HVT Half-value thickness
IA Image intensifier assembly; Inominate

artery
IABP Intraaortic balloon pumping
IAEA International Atomic Energy Agency
IAIMS Integrated Academic Information

Management System
IASP International Association for the Study

of Pain
IC Inspiratory capacity; Integrated circuit
ICCE Intracapsular cataract extraction
ICD Intracervical device
ICDA International classification of diagnoses
ICL Ms-clip lens
ICP Inductively coupled plasma;

Intracranial pressure
ICPA Intracranial pressure amplitude
ICRP International Commission on

Radiological Protection
ICRU International Commission on Radiological

Units and Measurements
ICU Intensive care unit
ID Inside diameter
IDDM Insulin dependent diabetes mellitus
IDE Investigational device exemption
IDI Index of inspired gas distribution
I:E Inspiratory: expiratory
IEC International Electrotechnical

Commission; Ion-exchange
chromatography

IEEE Institute of Electrical and Electronics
Engineers

IEP Individual educational program
BETS Inelastic electron tunneling spectroscopy
IF Immunofluorescent
IFIP International Federation for Information

Processing
IFMBE International Federation for Medical and

Biological Engineering
IGFET Insulated-gate field-effect transistor
IgG Immunoglobulin G
IgM Immunoglobulin M
IHP Inner Helmholtz plane
IHSS Idiopathic hypertrophic subaortic stenosis
II Image intensifier
IIIES Image intensifier input-exposure

sensitivity
IM Intramuscular
IMFET Immunologically sensitive field-effect

transistor

IMIA International Medical Informatics
Association

IMS Information management system
IMV Intermittent mandatory ventilation
INF Interferon
IOL Intraocular lens
IPC Ion-pair chromatography
IPD Intermittent peritoneal dialysis
IPG Impedance plethysmography
IPI Interpulse interval
IPPB Intermittent positive pressure breathing
IPTS International practical temperature scale
IR Polyisoprene rubber
IRB Institutional Review Board
IRBBB Incomplete right bundle branch block
IRPA International Radiation Protection

Association
IRRAS Infrared reflection-absorption

spectroscopy
IRRS Infrared reflection spectroscopy
IRS Internal reflection spectroscopy
IRV Inspiratory reserve capacity
IS Image size; Ion-selective
ISC Infant skin servo control
ISDA Instantaneous screw displacement axis
ISE Ion-selective electrode
ISFET Ion-sensitive field effect transistor
ISIT Intensified silicon-intensified target tube
ISO International Organization for

Standardization
ISS Ion scattering spectroscopy
IT Intrathecal
ITEP Institute of Theoretical and Experimental

Physics
ITEPI Instantaneous trailing edge pulse

impedance
ITLC Instant thin-layer chromatography
IUD Intrauterine device
IV Intravenous
IVC Inferior vena cava
IVP Intraventricular pressure
JCAH Joint Commission on the Accreditation

of Hospitals
JND Just noticeable difference
JRP Joint replacement prosthesis
KB Kent bundle
Kerma Kinetic energy released in unit mass
KO Knee orthosis
KPM Kilopond meter
KRPB Krebs-Ringer physiological buffer
LA Left arm; Left atrium
LAD Left anterior descending; Left axis

deviation
LAE Left atrial enlargement
LAK Lymphokine activated killer
LAL Limulus amoebocyte lysate
LAN Local area network
LAP Left atrial pressure
LAT Left anterior temporalis
LBBB Left bundle branch block
LC Left carotid; Liquid chromatography
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LCC Left coronary cusp
LCD Liquid crystal display
LDA Laser Doppler anemometry
LDF Laser Doppler flowmetry
LDH Lactate dehydrogenase
LDPE Low density polyethylene
LEBS Low-energy brief stimulus
LED Light-emitting diode
LEED Low energy electron diffraction
LES Lower esophageal sphincter
LESP Lower esophageal sphincter pressure
LET Linear energy transfer
LF Low frequency
LH Luteinizing hormone
LHT Local hyperthermia
LL Left leg
LLDPE Linear low density polyethylene
LLPC Liquid-liquid partition chromatography
LLW Low-level waste
LM Left masseter
LNNB Luria-Nebraska Neuropsychological

Battery
LOS Length of stay
LP Late potential; Lumboperitoneal
LPA Left pulmonary artery
LPC Linear predictive coding
LPT Left posterior temporalis
LPV Left pulmonary veins
LRP Late receptor potential
LS Left subclavian
LSC Liquid-solid adsorption chromatography
LSI Large scale integrated
LSV Low-amplitude shear-wave

viscoelastometry
LTI Low temperature isotropic
LUC Large unstained cells
LV Left ventricle
LVAD Left ventricular assist device
LVDT Linear variable differential transformer
LVEP Left ventricular ejection period
LVET Left ventricular ejection time
LVH Left ventricular hypertrophy
LYMPH Lymphocyte
MAA Macroaggregated albumin
MAC Minimal auditory capabilities
MAN Manubrium
MAP Mean airway pressure; Mean arterial

pressure
MAST Military assistance to safety and traffic
MBA Monoclonal antibody
MBV Maximum breathing ventilation
MBX Monitoring branch exchange
MCA Methyl cryanoacrylate
MCG Magnetocardiogram
MCI Motion Control Incorporated
MCMI Millon Clinical Multiaxial Inventory
MCT Microcatheter transducer
MCV Mean corpuscular volume
MDC Medical diagnostic categories
MDI Diphenylmethane diisocyanate;

Medical Database Informatics

MDP Mean diastolic aortic pressure
MDR Medical device reporting
MDS Multidimensional scaling
ME Myoelectric
MED Minimum erythema dose
MEDPAR Medicare provider analysis and review
MEFV Maximal expiratory flow volume
MEG Magnetoencephalography
MeSH Medline subject heading
METS Metabolic equivalents
MF Melamine-formaldehyde
MFP Magnetic field potential
MGH Massachusetts General Hospital
MHV Magnetic heart vector
MI Myocardial infarction
MIC Minimum inhibitory concentration
MIFR Maximum inspiratory flow rate
MINET Medical Information Network
MIR Mercury-in-rubber
MIS Medical information system;

Metal-insulator-semiconductor
MIT Massachusetts Institute of Technology
MIT/BIH Massachusetts Institute of Technology/

Beth Israel Hospital
MMA Manual metal arc welding
MMA Methyl methacrylate
MMECT Multiple-monitored ECT
MMFR Maximum midexpiratory flow rate
mm Hg Millimeters of mercury
MMPI Minnesota Multiphasic Personality

Inventory
MMSE Minimum mean square error
MO Membrane oxygenation
MONO Monocyte
MOSFET Metal oxide silicon field-effect

transistor
MP Mercaptopurine; Metacarpal-phalangeal
MPD Maximal permissible dose
MR Magnetic resonance
MRG Magnetoretinogram
MRI Magnetic resonance imaging
MRS Magnetic resonance spectroscopy
MRT Mean residence time
MS Mild steel; Multiple sclerosis
MSR Magnetically shielded room
MTBF Mean time between failure
MTF Modulation transfer function
MTTR Mean time to repair
MTX Methotroxate
MUA Motor unit activity
MUAP Motor unit action potential
MUAPT Motor unit action potential train
MUMPI Missouri University Multi-Plane

Imager
MUMPS Massachusetts General Hospital utility

multiuser programming system
MV Mitral valve
MVO2 Maximal oxygen uptake
MVTR Moisture vapor transmission rate
MVV Maximum voluntary ventilation
MW Molecular weight
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NAA Neutron activation analysis
NAD Nicotinamide adenine dinucleotide
NADH Nicotinamide adenine dinucleotide,

reduced form
NADP Nicotinamide adenine dinucleotide

phosphate
NAF Neutrophil activating factor
NARM Naturally occurring and accelerator-

produced radioactive materials
NBB Normal buffer base
NBD Neuromuscular blocking drugs
N-BPC Normal bonded phase chromatography
NBS National Bureau of Standards
NCC Noncoronary cusp
NCCLS National Committee for Clinical

Laboratory Standards; National
Committee on Clinical Laboratory
Standards

NCRP National Council on Radiation Protection
NCT Neutron capture theory
NEEP Negative end-expiratory pressure
NEMA National Electrical Manufacturers

Association
NEMR Nonionizing electromagnetic radiation
NEQ Noise equivalent quanta
NET Norethisterone
NEUT Neutrophil
NFPA National Fire Protection Association
NH Neonatal hepatitis
NHE Normal hydrogen electrode
NHLBI National Heart, Lung, and Blood Institute
NIR Nonionizing radiation
NIRS National Institute for Radiologic Science
NK Natural killer
NMJ Neuromuscular junction
NMOS N-type metal oxide silicon
NMR Nuclear magnetic resonance
NMS Neuromuscular stimulation
NPH Normal pressure hydrocephalus
NPL National Physical Laboratory
NR Natural rubber
NRC Nuclear Regulatory Commission
NRZ Non-return-to-zero
NTC Negative temperature coefficient
NTIS National Technical Information Service
NVT Neutrons versus time
NYHA New York Heart Association
ob/gyn Obstetrics and gynecology
OCR Off-center ratio; Optical character

recognition
OCV Open circuit voltage
OD Optical density; Outside diameter
ODC Oxyhemoglobin dissociation curve
ODT Oxygen delivery truck
ODU Optical density unit
OER Oxygen enhancement ratio
OFD Object to film distance; Occiputo-frontal

diameter
OHL Outer Helmholtz layer
OHP Outer Helmholtz plane
OIH Orthoiodohippurate

OPG Ocular pneumoplethysmography
OR Operating room
OS Object of known size; Operating system
OTC Over the counter
OV Offset voltage
PA Posterioanterior; Pulmonary artery;

Pulse amplitude
PACS Picture archiving and communications

systems
PAD Primary afferent depolarization
PAM Pulse amplitude modulation
PAN Polyacrylonitrile
PAP Pulmonary artery pressure
PAR Photoactivation ratio
PARFR Program for Applied Research on

Fertility Regulation
PARR Poetanesthesia recovery room
PAS Photoacoustic spectroscopy
PASG Pneumatic antishock garment
PBI Penile brachial index
PBL Positive beam limitation
PBT Polybutylene terephthalate
PC Paper chromatography; Personal

computer; Polycarbonate
PCA Patient controlled analgesia; Principal

components factor analysis
PCG Phonocardiogram
PCI Physiological cost index
PCL Polycaprolactone; Posterior chamber

lens
PCR Percent regurgitation
PCRC Perinatal Clinical Research Center
PCS Patient care system
PCT Porphyria cutanea tarda
PCWP Pulmonary capillary wedge pressure
PD Peritoneal dialysis; Poly-p-dioxanone;

Potential difference; Proportional and
derivative

PDD Percent depth dose; Perinatal Data
Directory

PDE Pregelled disposable electrodes
p.d.f. Probability density function
PDL Periodontal ligament
PDM Pulse duration modulation
PDMSX Polydimethyl siloxane
PDS Polydioxanone
PE Polyethylene
PEEP Positive end-expiratory pressure
PEFR Peak expiratory now rate
PEN Parenteral and enteral nutrition
PEP Preejection period
PEPPER Programs examine phonetic find

phonological evaluation records
PET Polyethylene terephthalate;

Positron-emission tomography
PEU Polyetherurethane
PF Platelet factor
PFA Phosphonoformic add
PFC Petrofluorochemical
PFT Pulmonary function testing
PG Polyglycolide; Propylene glycol
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PGA Polyglycolic add
PHA Phytohemagglutinin; Pulse-height

analyzer
PHEMA Poly-2-hydroxyethyl methacrylate
PI Propidium iodide
PID Pelvic inflammatory disease;

Proportional/integral/derivative
PIP Peak inspiratory pressure
PL Posterior leaflet
PLA Polylactic acid
PLATO Program Logic for Automated Teaching

Operations
PLD Potentially lethal damage
PLED Periodic latoralized epileptiform discharge
PLT Platelet
PM Papillary muscles; Preventive

maintenance
PMA Polymethyl acrylate
p.m.f. Probability mass function
PMMA Polymethyl methacrylate
PMOS P-type metal oxide silicon
PMP Patient management problem;

Poly(4-methylpentane)
PMT Photomultiplier tube
PO Per os
Po2 Partial pressure of oxygen
POBT Polyoxybutylene terephthalate
POM Polyoxymethylene
POMC Patient order management and

communication system
POPRAS Problem Oriented Perinatal Risk

Assessment System
PP Perfusion pressure; Polyproplyene;

Postprandial (after meals)
PPA Phonemic process analysis
PPF Plasma protein fraction
PPM Pulse position modulation
PPSFH Polymerized phyridoxalated stroma-free

hemoglobin
PR Pattern recognition; Pulse rate
PRBS Pseudo-random binary signals
PRP Pulse repetition frequency
PRO Professional review organization
PROM Programmable read only memory
PS Polystyrene
PSA Pressure-sensitive adhesive
PSF Point spread function
PSI Primary skin irritation
PSP Postsynaptic potential
PSR Proton spin resonance
PSS Progressive systemic sclerosis
PT Plasma thromboplastin
PTB Patellar tendon bearing orthosis
PTC Plasma thromboplastin component;

Positive temperature coefficient;
Pressurized personal transfer capsule

PTCA Percutaneous transluminal coronary
angioplasty

PTFE Polytetrafluoroethylene
PTT Partial thromboplastin time
PUL Percutaneous ultrasonic lithotripsy

PURA Prolonged ultraviolet-A radiation
PUVA Psoralens and longwave ultraviolet light

photochemotherapy
P/V Pressure/volume
PVC Polyvinyl chloride; Premature ventricular

contraction
PVI Pressure–volume index
PW Pulse wave; Pulse width
PWM Pulse width modulation
PXE Pseudo-xanthoma elasticum
QA Quality assurance
QC Quality control
R-BPC Reverse bonded phase chromatography
R/S Radiopaque-spherical
RA Respiratory amplitude; Right arm
RAD Right axis deviation
RAE Right atrial enlargement
RAM Random access memory
RAP Right atrial pressure
RAT Right anterior temporalis
RB Right bundle
RBBB Right bundle branch block
RBC Red blood cell
RBE Relative biologic effectiveness
RBF Rose bengal fecal excretion
RBI Resting baseline impedance
RCBD Randomized complete block diagram
rCBF Regional cerebral blood flow
RCC Right coronary cusp
RCE Resistive contact electrode
R&D Research and development
r.e. Random experiment
RE Reference electrode
REM Rapid eye movement; Return electrode

monitor
REMATE Remote access and telecommunication

system
RES Reticuloendothelial system
RESNA Rehabilitation Engineering Society of

North America
RF Radio frequency; Radiographic-

nuoroscopic
RFI Radio-frequency interference
RFP Request for proposal
RFQ Request for quotation
RH Relative humidity
RHE Reversible hydrogen electrode
RIA Radioimmunoassay
RM Repetition maximum; Right masseter
RMR Resting metabolic rate
RMS Root mean square
RN Radionuclide
RNCA Radionuclide cineagiogram
ROI Regions of interest
ROM Range of motion; Read only memory
RP Retinitis pigmentosa
RPA Right pulmonary artery
RPP Rate pressure product
RPT Rapid pull-through technique
RPV Right pulmonary veins
RQ Respiratory quotient
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RR Recovery room
RRT Recovery room time; Right posterior

temporalis
RT Reaction time
RTD Resistance temperature device
RTT Revised token test
r.v. Random variable
RV Residual volume; Right ventricle
RVH Right ventricular hypertrophy
RVOT Right ventricular outflow tract
RZ Return-to-zero
SA Sinoatrial; Specific absorption
SACH Solid-ankle-cushion-heel
SAD Source-axis distance; Statistical

Analysis System
SAINT System analysis of integrated network

of tasks
SAL Sterility assurance level; Surface

averaged lead
SALT Systematic analysis of language

transcripts
SAMI Socially acceptable monitoring

instrument
SAP Systemic arterial pressure
SAR Scatter-air ratio; Specific absorption rate
SARA System for anesthetic and respiratory

gas analysis
SBE Subbacterial endocarditis
SBR Styrene-butadiene rubbers
SC Stratum corneum; Subcommittees
SCAP Right scapula
SCE Saturated calomel electrode; Sister

chromatid exchange
SCI Spinal cord injury
SCRAD Sub-Committee on Radiation Dosimetry
SCS Spinal cord stimulation
SCUBA Self-contained underwater breathing

apparatus
SD Standard deviation
SDA Stepwise discriminant analysis
SDS Sodium dodecyl sulfate
S&E Safety and effectiveness
SE Standard error
SEC Size exclusion chromatography
SEM Scanning electron microscope; Standard

error of the mean
SEP Somatosensory evoked potential
SEXAFS Surface extended X-ray absorption

fine structure
SF Surviving fraction
SFD Source-film distance
SFH Stroma-free hemoglobin
SFTR Sagittal frontal transverse rotational
SG Silica gel
SGF Silica gel fraction
SGG Spark gap generator
SGOT Serum glutamic oxaloacetic transaminase
SGP Strain gage plethysmography;

Stress-generated potential
SHE Standard hydrogen electrode
SI Le Système International d’Unités

SEBS Surgical isolation barrier system
SID Source to image reception distance
SIMFU Scanned intensity modulated focused

ultrasound
SIMS Secondary ion mass spectroscopy; System

for isometric muscle strength
SISI Short increment sensitivity index
SL Surgical lithotomy
SLD Sublethal damage
SLE Systemic lupus erythemotodes
SMA Sequential multiple analyzer
SMAC Sequential multiple analyzer with

computer
SMR Sensorimotor
S/N Signal-to-noise
S:N/D Signal-to-noise ratio per unit dose
SNP Sodium nitroprusside
SNR Signal-to-noise ratio
SOA Sources of artifact
SOAP Subjective, objective, assessment, plan
SOBP Spread-out Bragg peak
SP Skin potential
SPECT Single photon emission computed

tomography
SPL Sound pressure level
SPRINT Single photon ring tomograph
SPRT Standard platinum resistance

thermometer
SPSS Statistical Package for the Social Sciences
SQUID Superconducting quantum interference

device
SQV Square wave voltammetry
SR Polysulfide rubbers
SRT Speech reception threshold
SS Stainless steel
SSB Single strand breaks
SSD Source-to-skin distance; Source-to-surface

distance
SSE Stainless steel electrode
SSEP Somatosensory evoked potential
SSG Solid state generator
SSP Skin stretch potential
SSS Sick sinus syndrome
STD Source-tray distance
STI Systolic time intervals
STP Standard temperature and pressure
STPD Standard temperature pressure dry
SV Stroke volume
SVC Superior vena cava
SW Standing wave
TAA Tumor-associated antigens
TAC Time-averaged concentration
TAD Transverse abdominal diameter
TAG Technical Advisory Group
TAH Total artificial heart
TAR Tissue-air ratio
TC Technical Committees
TCA Tricarboxylic acid cycle
TCD Thermal conductivity detector
TCES Transcutaneous cranial electrical

stimulation
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TCP Tricalcium phosphate
TDD Telecommunication devices for the

deaf
TDM Therapeutic drug monitoring
TE Test electrode; Thermoplastic elastomers
TEAM Technology evaluation and acquisition

methods
TEM Transmission electron microscope;

Transverse electric and magnetic mode;
Transverse electromagnetic mode

TENS Transcutaneous electrical nerve
stimulation

TEP Tracheoesophageal puncture
TEPA Triethylenepho-sphoramide
TF Transmission factor
TFE Tetrafluorethylene
TI Totally implantable
TICCIT Time-shared Interaction Computer-

Controlled Information Television
TLC Thin-layer chromatography; Total

lung capacity
TLD Thermoluminescent dosimetry
TMJ Temporomandibular joint
TMR Tissue maximum ratio; Topical

magnetic resonance
TNF Tumor necrosis factor
TOF Train-of-four
TP Thermal performance
TPC Temperature pressure correction
TPD Triphasic dissociation
TPG Transvalvular pressure gradient
TPN Total parenteral nutrition
TR Temperature rise
tRNA Transfer RNA
TSH Thyroid stimulating hormone
TSS Toxic shock syndrome
TTD Telephone devices for the deaf
TTI Tension time index
TTR Transition temperature range
TTV Trimming tip version
TTY Teletypewriter
TUR Transurethral resection
TURP Transurethral resections of the

prostrate
TV Television; Tidal volume; Tricuspid valve
TVER Transscleral visual evoked response
TW Traveling wave
TxB2 Thrombozame B2

TZ Transformation zone
UES Upper esophageal sphincter
UP Urea-formaldehyde
UfflS University Hospital Information System
UHMW Ultra high molecular weight

UHMWPE Ultra high molecular weight polyethylene
UL Underwriters Laboratory
ULF Ultralow frequency
ULTI Ultralow temperature isotropic
UMN Upper motor neuron
UO Urinary output
UPTD Unit pulmonary oxygen toxicity doses
UR Unconditioned response
US Ultrasound; Unconditioned stimulus
USNC United States National Committee
USP United States Pharmacopeia
UTS Ultimate tensile strength
UV Ultraviolet; Umbilical vessel
UVR Ultraviolet radiation
V/F Voltage-to-frequency
VA Veterans Administration
VAS Visual analog scale
VBA Vaginal blood volume in arousal
VC Vital capacity
VCO Voltage-controlled oscillator
VDT Video display terminal
VECG Vectorelectrocardiography
VEP Visually evoked potential
VF Ventricular fibrillation
VOP Venous occlusion plethysmography
VP Ventriculoperitoneal
VPA Vaginal pressure pulse in arousal
VPB Ventricular premature beat
VPR Volume pressure response
VSD Ventricular septal defect
VSWR Voltage standing wave ratio
VT Ventricular tachycardia
VTG Vacuum tube generator
VTS Viewscan text system
VV Variable version
WAIS-R Weschler Adult Intelligence

Scale-Revised
WAK Wearable artificial kidney
WAML Wide-angle mobility light
WBAR Whole-body autoradiography
WBC White blood cell
WG Working Groups
WHO World Health Organization; Wrist hand

orthosis
WLF Williams-Landel-Ferry
WMR Work metabolic rate
w/o Weight percent
WORM Write once, read many
WPW Wolff-Parkinson-White
XPS X-ray photon spectroscopy
XR Xeroradiograph
YAG Yttrium aluminum garnet
ZPL Zero pressure level
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CONVERSION FACTORS AND UNIT SYMBOLS

SI UNITS (ADOPTED 1960)

A new system of metric measurement, the International System of Units (abbreviated SI), is being implemented throughout
the world. This system is a modernized version of the MKSA (meter, kilogram, second, ampere) system, and its details are
published and controlled by an international treaty organization (The International Bureau of Weights and Measures).

SI units are divided into three classes:

Derived Units and Other Acceptable Units

These units are formed by combining base units, supplementary units, and other derived units. Those derived units having
special names and symbols are marked with an asterisk (*) in the list below:

xxxi

Base Units
length metery (m)
massz kilogram (kg)
time second (s)
electric current ampere (A)
thermodynamic temperature§ kelvin (K)
amount of substance mole (mol)
luminous intensity candela (cd)

Supplementary Units
plane angle radian (rad)
solid angle steradian (sr)

Quantity Unit Symbol Acceptable equivalent
*absorbed dose gray Gy J/kg
acceleration meter per second squared m/s2

*activity (of ionizing radiation source) becquerel Bq 1/s
area square kilometer km2

square hectometer hm2 ha (hectare)
square meter m2

yThe spellings ‘‘metre’’ and ‘‘litre’’ are preferred by American Society for Testing and Materials (ASTM); however, ‘‘�er’’ will be
used in the Encyclopedia.
z‘‘Weight’’ is the commonly used term for ‘‘mass.’’
§Wide use is made of ‘‘Celsius temperature’’ ðtÞ defined t ¼ T � T0 where T is the thermodynamic temperature, expressed in
kelvins, and T0 ¼ 273:15K by definition. A temperature interval may be expressed in degrees Celsius as well as in kelvins.
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Quantity Unit Symbol Acceptable
equivalent
*capacitance farad F C/V
concentration (of amount of substance) mole per cubic meter mol/m3

*conductance siemens S A/V
current density ampere per square meter A/m2

density, mass density kilogram per cubic meter kg/m3 g/L; mg/cm3

dipole moment (quantity) coulomb meter C�m
*electric charge, quantity of electricity coulomb C A�s
electric charge density coulomb per cubic meter C/m3

electric field strength volt per meter V/m
electric flux density coulomb per square meter C/m2

*electric potential, potential difference,
electromotive force volt V W/A

*electric resistance ohm V V/A
*energy, work, quantity of heat megajoule MJ

kilojoule kJ
joule J N�m
electron volty eVy

kilowatt houry kW�hy

energy density joule per cubic meter J/m3

*force kilonewton kN
newton N kg�m/s2

*frequency megahertz MHz
hertz Hz 1/s

heat capacity, entropy joule per kelvin J/K
heat capacity (specific), specific entropy joule per kilogram kelvin J/(kg�K)
heat transfer coefficient watt per square meter W/(m2�K)

kelvin
*illuminance lux lx lm/m2

*inductance henry H Wb/A
linear density kilogram per meter kg/m
luminance candela per square meter cd/m2

*luminous flux lumen lm cd�sr
magnetic field strength ampere per meter A/m
*magnetic flux weber Wb V�s
*magnetic flux density tesla T Wb/m2

molar energy joule per mole J/mol
molar entropy, molar heat capacity joule per mole kelvin J/(mol�K)
moment of force, torque newton meter N�m
momentum kilogram meter per second kg�m/s
permeability henry per meter H/m
permittivity farad per meter F/m
*power, heat flow rate, radiant flux kilowatt kW

watt W J/s
power density, heat flux density,

irradiance watt per square meter W/m2

*pressure, stress megapascal MPa
kilopascal kPa
pascal Pa N/m2

sound level decibel dB
specific energy joule per kilogram J/kg
specific volume cubic meter per kilogram m3/kg
surface tension newton per meter N/m
thermal conductivity watt per meter kelvin W/(m�K)
velocity meter per second m/s

kilometer per hour km/h
viscosity, dynamic pascal second Pa�s

millipascal second mPa�s
yThis non-SI unit is recognized as having to be retained because of practical importance or use in specialized fields.



In addition, there are 16 prefixes used to indicate order of magnitude, as follows:

CONVERSION FACTORS TO SI UNITS

A representative list of conversion factors from non-SI to SI units is presented herewith. Factors are given to four significant
figures. Exact relationships are followed by a dagger (y). A more complete list is given in ASTM E 380-76 and ANSI Z210.
1-1976.
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Quantity Unit Symbol Acceptable equivalent
viscosity, kinematic square meter per second m2/s

square millimeter per second mm2/s
cubic meter m3

cubic decimeter dm3 L(liter)
cubic centimeter cm3 mL

wave number 1 per meter m�1

1 per centimeter cm�1

Multiplication factor Prefix Symbol Note
1018 exa E

1015 peta P

1012 tera T

109 giga G

108 mega M
103 kilo k
102 hecto ha

10 deka daa

10�1 deci da

10�2 centi ca

10�3 milli m
10�6 micro m
10�9 nano n
10�12 pico p
10�15 femto f
10�18 atto a

aAlthough hecto, deka, deci, and centi are
SI prefixes, their use should be avoided
except for SI unit-multiples for area and
volume and nontechnical use of
centimeter, as for body and clothing
measurement.

For a complete description of SI and its use the reader is referred to ASTM E 380.

To convert from To Multiply by
acre square meter (m2) 4:047 � 103

angstrom meter (m) 1:0 � 10�10y

are square meter (m2) 1:0 � 102y

astronomical unit meter (m) 1:496 � 1011

atmosphere pascal (Pa) 1:013 � 105

bar pascal (Pa) 1:0 � 105y

barrel (42 U.S. liquid gallons) cubic meter (m3) 0.1590
Btu (International Table) joule (J) 1:055 � 103

Btu (mean) joule (J) 1:056 � 103

Bt (thermochemical) joule (J) 1:054 � 103

bushel cubic meter (m3) 3:524 � 10�2

calorie (International Table) joule (J) 4.187
calorie (mean) joule (J) 4.190
calorie (thermochemical) joule (J) 4.184y

centimeters of water (39.2 8F) pascal (Pa) 98.07
centipoise pascal second (Pa�s) 1:0 � 10�3y

centistokes square millimeter per second (mm2/s) 1.0y
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cfm (cubic foot per minute) cubic meter per second (m3/s) 4:72 � 10�4

cubic inch cubic meter (m3) 1:639 � 10�4

cubic foot cubic meter (m3) 2:832 � 10�2

cubic yard cubic meter (m3) 0.7646
curie becquerel (Bq) 3:70 � 1010y

debye coulomb-meter (C�m) 3:336 � 10�30

degree (angle) radian (rad) 1:745 � 10�2

denier (international) kilogram per meter (kg/m) 1:111 � 10�7

tex 0.1111
dram (apothecaries’) kilogram (kg) 3:888 � 10�3

dram (avoirdupois) kilogram (kg) 1:772 � 10�3

dram (U.S. fluid) cubic meter (m3) 3:697 � 10�6

dyne newton(N) 1:0 � 10�6y

dyne/cm newton per meter (N/m) 1:00 � 10�3y

electron volt joule (J) 1:602 � 10�19

erg joule (J) 1:0 � 10�7y

fathom meter (m) 1.829
fluid ounce (U.S.) cubic meter (m3) 2:957 � 10�5

foot meter (m) 0.3048y

foot-pound force joule (J) 1.356
foot-pound force newton meter (N�m) 1.356
foot-pound force per second watt(W) 1.356
footcandle lux (lx) 10.76
furlong meter (m) 2:012 � 102

gal meter per second squared (m/s2) 1:0 � 10�2y

gallon (U.S. dry) cubic meter (m3) 4:405 � 10�3

gallon (U.S. liquid) cubic meter (m3) 3:785 � 10�3

gilbert ampere (A) 0.7958
gill (U.S.) cubic meter (m3) 1:183 � 10�4

grad radian 1:571 � 10�2

grain kilogram (kg) 6:480 � 10�5

gram force per denier newton per tex (N/tex) 8:826 � 10�2

hectare square meter (m2) 1:0 � 104y

horsepower (550 ft�lbf/s) watt(W) 7:457 � 102

horsepower (boiler) watt(W) 9:810 � 103

horsepower (electric) watt(W) 7:46 � 102y

hundredweight (long) kilogram (kg) 50.80
hundredweight (short) kilogram (kg) 45.36
inch meter (m) 2:54 � 10�2y

inch of mercury (32 8F) pascal (Pa) 3:386 � 103

inch of water (39.2 8F) pascal (Pa) 2:491 � 102

kilogram force newton (N) 9.807
kilopond newton (N) 9.807
kilopond-meter newton-meter (N�m) 9.807
kilopond-meter per second watt (W) 9.807
kilopond-meter per min watt(W) 0.1635
kilowatt hour megajoule (MJ) 3.6y

kip newton (N) 4:448 � 102

knot international meter per second (m/s) 0.5144
lambert candela per square meter (cd/m2) 3:183 � 103

league (British nautical) meter (m) 5:559 � 102

league (statute) meter (m) 4:828 � 103

light year meter (m) 9:461 � 1015

liter (for fluids only) cubic meter (m3) 1:0 � 10�3y

maxwell weber (Wb) 1:0 � 10�8y

micron meter (m) 1:0 � 10�6y

mil meter (m) 2:54 � 10�5y

mile (U.S. nautical) meter (m) 1:852 � 103y

mile (statute) meter (m) 1:609 � 103

mile per hour meter per second (m/s) 0.4470

To convert from To Multiply by



CONVERSION FACTORS AND UNIT SYMBOLS xxxv

millibar pascal (Pa) 1:0 � 102

millimeter of mercury (0 8C) pascal (Pa) 1:333 � 102y

millimeter of water (39.2 8F) pascal (Pa) 9.807
minute (angular) radian 2:909 � 10�4

myriagram kilogram (kg) 10
myriameter kilometer (km) 10
oersted ampere per meter (A/m) 79.58
ounce (avoirdupois) kilogram (kg) 2:835 � 10�2

ounce (troy) kilogram (kg) 3:110 � 10�2

ounce (U.S. fluid) cubic meter (m3) 2:957 � 10�5

ounce-force newton (N) 0.2780
peck (U.S.) cubic meter (m3) 8:810 � 10�3

pennyweight kilogram (kg) 1:555 � 10�3

pint (U.S. dry) cubic meter (m3) 5:506 � 10�4

pint (U.S. liquid) cubic meter (m3) 4:732 � 10�4

poise (absolute viscosity) pascal second (Pa�s) 0.10y

pound (avoirdupois) kilogram (kg) 0.4536
pound (troy) kilogram (kg) 0.3732
poundal newton (N) 0.1383
pound-force newton (N) 4.448
pound per square inch (psi) pascal (Pa) 6:895 � 103

quart (U.S. dry) cubic meter (m3) 1:101 � 10�3

quart (U.S. liquid) cubic meter (m3) 9:464 � 10�4

quintal kilogram (kg) 1:0 � 102y

rad gray (Gy) 1:0 � 10�2y

rod meter (m) 5.029
roentgen coulomb per kilogram (C/kg) 2:58 � 10�4

second (angle) radian (rad) 4:848 � 10�6

section square meter (m2) 2:590 � 106

slug kilogram (kg) 14.59
spherical candle power lumen (lm) 12.57
square inch square meter (m2) 6:452 � 10�4

square foot square meter (m2) 9:290 � 10�2

square mile square meter (m2) 2:590 � 106

square yard square meter (m2) 0.8361
store cubic meter (m3) 1:0y

stokes (kinematic viscosity) square meter per second (m2/s) 1:0 � 10�4y

tex kilogram per meter (kg/m) 1:0 � 10�6y

ton (long, 2240 pounds) kilogram (kg) 1:016 � 103

ton (metric) kilogram (kg) 1:0 � 103y

ton (short, 2000 pounds) kilogram (kg) 9:072 � 102

torr pascal (Pa) 1:333 � 102

unit pole weber (Wb) 1:257 � 10�7

yard meter (m) 0.9144y

To convert from To Multiply by
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INTRODUCTION

Epidemiology

A congenital form of hydrocephalus occurs in roughly 50
in 100,000 live births (6). Hydrocephalus may also be
acquired later in life as a result of a brain tumor, following
meningitis, trauma, or intracranial hemorrhage. It has been
estimated that prevalence of shunted hydrocephalus is
about 40/100,000 population in the United States (7).
Untreated hydrocephalus has a poor natural history with
a mortality rate of 20–25% and results in severe physical
and mental disabilities in survivors (8,9). There has been a
significant reduction in mortality and morbidity with use of
shunting. However, shunting is associated with a high
failure rate; a 40% failure rate occurs within the first year
after shunting (10). Advances in the technology have lead to
the development of a diverse type of shunt systems to
circumvent problems related to long-term shunting, such
as obstruction, infection, and overdrainage. Yet, studies done
to evaluate these devices have not shown a significant long-
or short-term benefit from their use compared with the
conventional devices (10). It is estimated that, during the
year 2000, the cost associated with shunting exceeded one
billion dollars in the United States alone (11). Shunt replace-
ment accounted for 43% of shunt procedures. Endoscopic
surgery has provided an alternative strategy in patients with
obstructive hydrocephalus. However, limited data in the
literature suggest that long-term survival of third ventricu-
lostomy is not significantly superior to that of a shunt (12).

Physiology

The CSF flow in the craniospinal system is influenced
by two separate processes: (1) the circulation of the CSF
from its formation sites to its absorption sites (i.e., bulk
flow) and (2) an oscillatory (back and forth) flow during
the cardiac cycle (pulsatile flow). The first process governs
the overall volume of CSF and thereby influences intra-
cranial pressure (ICP). The second process, the oscillatory
movement of the CSF within the craniospinal com-
partments, is caused by the pulsatile blood flow entering
and leaving the intracranial compartment during the
cardiac cycle. These two processes occur over different
time scales; circulation and replenishing of CSF occurs
over minutes, whereas the time scale of the pulsatile CSF
flow is milliseconds.

CSF Circulation. Unlike other organ systems, the brain
and the spinal cord are unique in being bathed in a clear
fluid called cerebrospinal fluid. The exact role that it plays
in maintaining the necessary environment for the func-
tioning of the nervous system is unclear. It has been
ascribed a role in providing nutrition, removing excess
waste, circulating neurotransmitters, maintaining the
necessary electrolyte environment, and acting as a shock
absorber against trauma.

The distribution of nutrients, or neurotransmitters, and
removal of waste products of metabolism, is an unlikely
function of CSF, because these chemicals are present in
very low concentrations in the CSF. The main function of
CSF is to provide buoyancy to support the brain and act as
a cushion against trauma. The normal brain weighs about
1500 g; however, supported by the buoyancy of the CSF, its
apparent weight is reduced to about 50 g in the cranium.
Support for its role in cushioning the brain and spinal cord
against trauma comes from clinical conditions like severe
spinal canal stenosis. The CSF cushion around at the site of
stenosis is markedly reduced. As a result, spinal cord injury
often occurs even with minor trauma as the shock waves are
directly transmitted from the bone to the spinal cord.

Cerebrospinal fluid is made through a complex process
that occurs in the cells of the choroid plexus, which
lines the margin of the four fluid-filled spaces in the brain
called the ventricles. First, an ultrafilterate of plasma is
formed in the connective tissue surrounding the choroidal
capillaries. Next, this is converted into a secretion by
carbonic anhydrase enzyme present in the choroids epithe-
lium. The CSF is made at a fairly constant rate of about 10
mL/h. Most of the CSF is made in the choroids plexus of the
lateral ventricles. Roughly, 20% of the CSF comes from the
ventricular walls. As most CSF is made in the lateral
ventricles, it is traditionally believed that the CSF bulk
flow occurs from the lateral ventricles to the third ventricle,
fourth ventricle, and then through the foramen of Magen-
die and Lushka into the cerebello-pontine cistern and on to
the surface of the brain and spinal cord (Fig. 1). A fifth of
the CSF runs down around the spinal cord and then back to
the cranial subarachnoid space.

The CSF is absorbed by the cells of the arachnoid
granulations (13). These are present in the superior sagit-
tal sinus. The process involves pinocytosis of a small
quanta of CSF, on the subarachnoid side of the granula-
tions, and discharge into the blood on the venous side. The
process is driven by a pressure difference of at least 5 mm
Hg between the subarachnoid CSF and the superior sagit-
tal sinus. A small proportion of CSF is also absorbed along
the perivascular spaces and along the nerve sheaths exit-
ing the spinal canal (14).

This traditional view has been recently challenged.
Johnston et al. in experimental and cadaveric studies have
demonstrated that a large amount of CSF is present
around the olfactory nerve and the cribriform plate area
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and drains into the lymphatic system of the face (15,16).
Others believe that CSF may be absorbed directly at the
level of the capillaries and perivascular spaces (17).

CSF Pulsations. The pulsatile back and forth movement
of CSF between the cranium and the spinal canal with each
heartbeat plays a role in modulating the pulsatile cerebral
blood flow. Blood flow in the arteries leading blood to the
brain is pulsatile, whereas the pulsatility of blood flow in
the cerebral veins is considerably attenuated. The displa-
cement of CSF into the spinal canal during the systolic
phase helps accommodate the temporary increase in blood
volume in the intracranial space, which otherwise has only
a limited capacity to accommodate additional volume due
to the limited compliance of the intracranial compartment.
Reducing the pulsatility of the blood flow through the brain
may play a role in diffusion of nutrients to the brain cells
from the blood and of waste products from the brain cell to
the blood through a less pulsatile flow at the level of the
capillaries. As discussed later, MRI measurements of
the pulsatile arterial, venous, and CSF flows, to and from
the cranium, can now be used to measure intracranial
compliance and pressure (ICP), noninvasively. As one of
the main roles of shunting is to protect the brain from
increased ICP, diagnostic noninvasive measurement of
ICP may aid in management decisions in hydrocephalous.

Pathophysiology

Hydrocephalus occurs if there is a mismatch between the
CSF production and the absorption. Accumulation of CSF

can occur from obstruction to the egress of CSF from the
ventricles. This is referred to as obstructive or noncommu-
nicating hydrocephalus. It may also result from impairment
of absorption of the CSF at the level of the arachnoid villi or
increased resistance to the flow of CSF in the subarachnoid
spaces from fibrosis and scarring related to meningitis or
previous subarachnoid hemorrhage. This is referred to as
communicating hydrocephalus. Irrespective of the cause,
the accumulation of CSF has two consequences. It results in
an increase in the pressure in the cranium and may cause
diltation of the ventricles (ventriculomegaly).

� Increase in Intracranial Pressure: Maintaining
normal intracranial pressure is important for the
functioning of the brain. The pressure in the intra-
cranial cavity increases exponentially with an
increase in the total volume of its content (brain
tissue, blood, and the CSF) (18). Therefore, increase
in intracranial volume, due to uncompensated accu-
mulation of CSF, increases ICP and reduces intracra-
nial compliance. Compliance quantifies the ability of a
compartment to accommodate increase in volume for
a given increase in pressure and is defined as the ratio
of the changes in volume and pressure:

Compliance ¼ Dv

Dp
ð1Þ

where,Dv is change in volume and,Dp is the change in
pressure. Intracranial compliance decreases with
increased ICP because of the exponential relationship
between ICP and intracranial volume (ICV).

Normal ICP is about 1–5 mm Hg in an infant and up to 20
mm Hg in an adult. It is measured by inserting a needle into
the spinal canal and recording the pressure using a man-
ometer or by placing a catheter with miniature strain gauge
transducer at its distal tip (Codman, Raynham, MA;
Camino, Integra LifeSciences, Plainsboro, NJ) directly into
the brain parenchyma or the ventricles through a small
twist drill hole in the skull. Noninvasive means for mea-
surement of ICP would be important for diagnosis and man-
agement of hydrocephalus. Over the last several decades,
different approaches have been attempted (19). A method
based on measurements of CSF and blood flows to and from
the brain by MRI is described in more detail in this article.
Increase in ICP can affect the brain in two ways. First, it
reduces perfusion of blood into the brain due to the reduced
cerebral perfusion pressure (i.e., arterial pressure minus
ICP). Depending on the severity and duration, it may
result in chronic ischemia causing impairment in higher
mental functions, developmental delay in children, or an
acute ischemic injury and stroke. Second, rise in pressure
in any one of the compartments in the cranium, formed by
the tough dural falx in the midline and the tentorium
between the cerebral hemispheres superiorly and the cer-
ebellum inferiorly, forces the brain to herniate. This often
leads to infarction of the brain stem and death.

� Symptoms: Clinically, patients who have elevated
ICP generally present with typical symptoms. Head-
ache is the most common. It occurs especially in the
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Figure 1. CSF is mainly formed by the choroids plexus in the
lateral, third (1), and fourth (4) ventricles. The fluid flows (in the
direction of the arrows) from lateral ventricles through the foramen
of Monro (6) into the third ventricle. CSF then passes through
the aqueduct of Sylvius (2) into the fourth ventricle (3) and exits the
fourth ventricle through the foramen of Luschka and Magendie (5)
into the cisterna magna and the basal cisterns. The flow is then
into the subarachnoid space over the surface of the brain and about
the spinal cord. Finally, the fluid is absorbed through the tufts of
arachnoid (arachnoid villi) into the sagittal sinus.



early hours of the morning in initial stages. Low
respiratory rate during sleep results in buildup of blood
CO2 and vasodiltation. This aggravates the increased
ICP in the early stages of the disease. Vomiting is the
next common symptom and probably results either
from the distortion of the brain stem vomiting center
or its ischemia. Vomiting is often associated with
retching and rapid respiration that lowers the blood
CO2 level. This in turn leads to vasoconstriction and
lowers the ICP and often results in a transient relief in
headaches. Diplopia or double vision is also commonly
encountered in a setting of increased ICP. It is a result
of stretch of the sixth cranial nerve, which controls the
abduction of the eyes. Weakness of ocular abduction
disturbs the normal axial alignment of the two eyes
resulting in defective fusion of the two images by the
brain. Blurring of vision and visual loss may occur in
patients with long-standing intracranial hypertension.
This results from edema of the optic nerve head as the
axoplasmic flow in the neurons of the optic nerve is
impaired by the high ICP that is transmitted to the
nerve through the patent nerve sheath. Hearing
deficits related to similar effect on the cochlea are,
however, less frequent. Lethargy or sleepiness is fre-
quently observed in patients with high ICP and is
probably from a combination of decreased cerebral
perfusion and distortion of the brain stem.

� Ventricular Enlargement: Depending on the
pathophysiology of hydrocephalus, CSF may accumu-
late only in the ventricles as in obstructive hydroce-
phalus or in both the ventricles and the subarachnoid
space in communicating hydrocephalus. The increased
pressure within the ventricle is transmitted to the
periventricular region and results, over time, in loss
of neurons, increase inperiventricular interstitial fluid,
and subsequent gliosis with loss of white matter (20).

When onset of hydrocephalus occurs early in infancy,
before the skull sutures have closed, the enlarging ven-
tricles are associated with a progressive increase in head
circumference and developmental delay. In later childhood
and adults, the increasing ventricular size is associated
with symptoms of increased ICP. However, ventricular
enlargement may also occur with normal mean ICP, in
the elderly patients (21). This is referred to as normal
pressure hydrocephalus (NPH). The enlarging ventricle
stretches the periventricular nerve fibers. The patient
presents not with signs of increase in ICP but with pro-
gressive gait ataxia, bladder incontinence, and dementia.
Similar presentation may also be observed in adolescents
with aqueductal stenosis and obstructive hydrocephalus.
These patients with compensated long-standing hydroce-
phalus have been referred to as long-standing hydrocepha-
lus of adults (LOVA) (22).

It is not clear why the ventricles enlarge preferentially,
compared with the subarachnoid space, even though the
pressure distributes equally in a closed system. It has been
argued that, rather than the actual mean ICP, it is the pulse
pressure that determines ventricular diltation. Di Rocco et
al. (23) have shown that ventricular enlargement could be
induced by an intraventricular pulsatile balloon with a high

pulse pressure, despite the mean ICP being normal. It may
be argued that in a pulsatile system, it is the root mean
square (RMS) of the pressure, rather than the mean pres-
sure, that is the cause of enlarged ventricles. It has been
suggested that, in communicating hydrocephalus, decrease
in compliance may be responsible for preferential transmis-
sion of the pulsations to the ventricles (24,25). However,
others have shown that in acute or chronic communicating
hydrocephalus, the pulse pressure and the pressure wave-
forms in the SAS and the ventricles are similar (26,27).
Alternative explanations offered are that the pia over the
cortical surface is more resilient than ependyma that lines
the ventricular wall; the venous pressure in the periventri-
cular region is lower, making it more deformable than the
subcortical area (28).

DIAGNOSTIC METHODS

Measurement of Resistance to CSF Reabsorption

The hydrodynamics of the craniospinal system is governed
by patient-specific properties like CSF formation
rate, CSF reabsorption resistance (historically termed
as outflow resistance), venous pressure in the sinus, and
craniospinal compliance. Together with the periodic var-
iations in ICP, due to blood volume variation from the
heartbeat and vasomotion, these properties describe the
CSF dynamics, which provide the working environment of
the brain. When this environment is disturbed, it affects
the function of the brain resulting in the clinical symptoms
of hydrocephalus. After shunting, symptoms are
often eliminated or reduced. It shows that a clinical
improvement can be accomplished by actively changing
the brain’s working environment. This link among CSF
dynamics, brain function, symptoms, and shunting has
made researchers look for CSF dynamical means to iden-
tify patients that would benefit from a shunt surgery.
Outflow resistance has been suggested as a strong predictive
parameter in communicating hydrocephalus. Invasive infu-
sion tests in conjunction with a mathematical model of the
craniospinal system can be used to estimate CSF absorption
rate. The mostaccepted model for the system hydrodynamics
has been proposed by Marmarou (29).

The basic assumptions for the model are as follows:

� CSF reabsorption rate is linearly dependent on the
difference between the intracranial and venous pres-
sures (the outflow resistance describes this linear
relationship)

� A pressure-dependent compliance

� A constant formation rate of CSF, independent of ICP

The model can be displayed as an electrical analogy
(Fig. 2). The model is described mathematically as a differ-
ential equation of the time-dependent ICP as a function
of external infusion and the governing physical parameters:

dPICðtÞ
dt

þ K

Rout
½PICðtÞ�2 � K 	 IinfusionðtÞþ

K 	Pr

Rout

� �
PICðtÞ ¼ 0

ð2Þ
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where Rout is outflow resistance, PIC is the intracranial
pressure, Pr is the ICP at rest, and K is the elastance.

Estimation of CSF outflow resistance and the other
system parameters requires perturbation of the system
steady state by infusion of fluid into the craniospinal
system, either through a lumbar or a ventricular route.
Typically, one or two needles are placed in the lumbar
canal. When two needles are used, one is connected to a
pressure transducer for continuous recording of the
dynamic changes in ICP following the infusion, and the
other one for infusion and/or withdrawal of the fluid.
Different protocols of infusion will lead to unique mathe-
matical solutions. In addition to the resting pressure (also
refereed to as opening pressure), which always is deter-
mined during these investigations, it is generally believed
that the outflow resistance is the clinically most important
parameter, but compliance has also been proposed as a
predictor for outcome after shunting.

Bolus Infusion. An example of ICP recoding during the
bolus infusion test is shown in Fig. 3. The approach is to
first determine the compliance from the ratio of the injected
volume and the magnitude of pressure increase (30). A
pressure volume index (PVI), which describes compliance,
is calculated through the expression:

PVI ¼ DV

logðPp=P0Þ
ð3Þ

where DV is the infused volume, Pp is the peak pressure
and P0 is the initial pressure just before the infusion. The
next step is to determine Rout from the spontaneous relaxa-
tion curve when the ICP returns toward the resting pres-
sure (Fig. 3). Solving the differential equation for the
relaxation phase after the bolus infusion gives the follow-
ing expression for Rout as a function of time (31):

Rout ¼
tP0

PVI log
ðPt=P pÞðP p � P0Þ

Pt � P0

� � ð4Þ

where t is the time in seconds after the bolus and Pt is the
measured pressure at time t on the relaxation curve. From
each bolus, a number of values of Rout are calculated and
averaged, for example at t ¼ 1 min, 1.5 min, and 2 min. The
bolus procedure is usually repeated a couple of times for
increased measurement reliability.

Constant Pressure Infusion. In this infusion protocol,
several constant ICP levels are created. This is done by
using a measurement system that continuously records the
ICP and regulates it by controlling the pump speed of an
infusion pump (Fig. 4) (32). The net infusion rate needed to
sustain ICP at each pressure level is determined, and a flow
versus pressure curve is generated (Fig. 4). Using linear
regression, the outflow resistance is then determined from
the slope of that curve (33), because at steady state, the
differential equation reduces to

Iinf ¼
1

Rout
PIC � Pr

Rout
ð5Þ

where PIC is the mean intracranial pressure on each level,
Pr is the resting pressure, and Iinf is the net infusion flow at
each level.

The constant pressure method can also be used to
estimate the CSF formation rate. This is done by lowering
the ICP beneath the venous pressure, i.e., below 5 mm Hg.
At that ICP, no CSF reabsorption should take place. There-
fore, the net withdrawal of CSF needed to sustain that
constant pressure level should equal the formation rate.

Constant Flow Infusion. In this method, both the static
and the dynamic behavior of the CSF system can be used to
estimate outflow resistance (34). In a steady-state analysis
Rout can be calculated from the stable ICP value associated
with a certain constant infusion rate. Rout is then estimated
by the following expression:

Rout;stat ¼
Plevel � Pr

Iinf
ð6Þ

where Rout,stat is a static estimation of Rout, Plevel is the new
equilibrium pressure obtained at the constant infusion
rate, Pr is the resting pressure, and Iinf is the infusion rate
(Fig. 5).

Rout can also be estimated from the dynamic phase
during the pressure increases toward the new equilibrium
(Fig. 5). This procedure will also give an estimate of the
craniospinal compliance (elastance). The differential equa-
tion is now solved for a condition of a constant infusion rate,
and the solution is fitted against the recorded pressure
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Figure 2. Model of the dynamics of the CSF system. Iformation is
the CSF formation rate, C is the pressure-dependent compliance
described by the elastance parameter K, Rout is outflow resistance,
Psinus is the venous pressure in the sinus, and PIC is the
intracranial pressure. Iinfusion is the option of external infusion
of artificial CSF.

Figure 3. ICP curve from a bolus injection of 4 mL. Figure from
Marmarou et al. (30).



curve. The time-dependent pressure increase is described
by the following expression:

PðtÞ ¼
Iinf þ Pr�P0

Rout;dyn

� �
	 ðPr � P0Þ

Pr�P0

Rout;dyn
þ Iinf e

�K
Pr�P0

Rout;dyn
þIinf

� �
t

" #þ P0 ð7Þ

where K is the elastance and P0 is a reference pressure that
is suggested to be equal to venous sinus pressure. Fitting
against data will result in estimations of the unknown
parameters Rout,dyn, K, and P0.

In summary, CSF infusion tests are conducted to reveal
parameters describing the hydrodynamics of the craniosp-
inal system. An active infusion of artificial CSF is per-
formed, and the resulting ICP response is recorded, and
parameters such as outflow resistance, compliance, forma-
tion rate, and the venous sinus pressure are then estimated
based on a proposed mathematical model. Outflow resis-
tance values determined with the bolus method are usually
lower than the values determined with the constant infu-
sion and constant pressure methods. The reason for this
difference is not well understood at this time. Determina-

tion of Rout is often used as a predictive test in hydroce-
phalus, and it has been stated that if the outflow resistance
exceeded a certain threshold, it is an excellent predictor of
clinical improvement after shunting (35). In a recent guide-
line for idiopathic normal pressure hydrocephalus, mea-
surement of Rout is included as a supplementary test for
selecting patients suitable for shunt surgery (36).

DIAGNOSIS WITH IMAGING

Cross-sectional imaging is routinely used in the diagnosis
of hydrocephalous. CSF spaces are well visualized with CT
and MRI. In CT images, CSF spaces appear darker due to
the lower atomic density of the CSF compared with that of
brain tissue. MRI provides an excellent soft-tissue contrast
resolution and is considered the primary imaging modality
for brain imaging. With MRI, CSF spaces can appear either
darker or brighter compared with its surrounding tissues
depending on the imaging technique. An example of a CT
image and MRI images demonstrating abnormally large
CSF spaces is shown in Fig. 6. Cross-sectional imaging
enables quantitative assessment of the CSF spaces as well
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Figure 4. Pressure and flow curves for the constant pressure method. Left graph shows typical data
for ICP and infused CSF volume versus time. Right graph shows the mean pressure and flow points
determined from each steady-state level. Outflow resistance corresponds to the inverse of the slope.

Figure 5. ICP data from a constant
infusion investigation. Figure modified
from Czosnyka et al. (34).



as 3D reconstruction of the geometry of the ventricular
system. The 3D model is obtained by segmentation of the
CSF spaces in each of the 2D slices. An example of 3D
models of the ventricular system from MRI data demon-
strating normal size ventricles and enlarged ventricles are
shown in Fig. 7a and b, respectively.

MRI-based motion-sensitive techniques capable of ima-
ging flow are gaining an important role in the diagnosis
of hydrocephalus. In particular, dynamic phase-contrast
techniques provide images of velocities (velocity-encoded
images). The degree of brightness in these images is pro-
portional to the direction and the speed of the moving fluid
or tissue. Dynamic (cine) phase contrast images are used to
visualize the back and forth flow through the different CSF
pathways. The cine phase contrast MRI (PCMRI) techni-
que is also used to derive quantitative parameters such as
CSF volumetric flow rate through the aqueduct of Sylvius,
from which the CSF production rate in the lateral ventri-
cles can be estimated (37), and intracranial compliance and
pressure (19,30).

MRI-Based Measurement of Intracranial Compliance and
Pressure

The noninvasive measurement of compliance and pressure
uses the cardiac pulsations of the intracranial volume and

pressure (30,38). This method is the noninvasive analogs to
the measurement of intracranial compliance with the pre-
viously described bolus infusion method where the volume
and pressure changes are calculated from the MRI mea-
surements of CSF and blood flows to and from the brain.
Intracranial elastance, i.e., a change in pressure due to a
small change in volume, or the inverse of compliance, is
derived from the ratio of the magnitudes of the changes in
volume and pressure, and the pressure is then derived
through the linear relationship between elastance and
pressure. The MRI method measures the arterial, venous,
and CSF flows into and out of the cranial vault. A small-
volume change, on the order of 1 mL, is calculated from the
momentary differences between inflow and outflow at each
time points in the cardiac cycle. The pressure change is
proportional to the pressure gradient change, which is
calculated from time and spatial derivatives of the CSF
velocities using fluid dynamics principles.

A motion-sensitive MRI technique, cine phase con-
trast, provides a series of images where the value at each
picture element is proportional to the velocity at that
location. The phase contrast MRI technique is based on
the principle that the precession frequency of the protons
is proportional to the magnetic field strength. Therefore,
velocity can be phased-encoded by varying the magnetic
field in space and time, i.e., generating magnetic field
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Figure 6. An example of a (a) CT image and (b and c) MRI images demonstrating abnormally large
CSF spaces. The appearance of CSF in MRI depends on the technique used to acquire the images; its
(b) dark with a T1 technique and (c) bright with a T2 technique.

Figure 7. Volume rendering of the
CSF spaces inside the brain (i.e., ven-
tricles) generated using segmented
MRI data from a (left) healthy vol-
unteer and from a (right) hydroce-
phalic patient.



gradients. When a gradient field is applied along an axis
for a short time, the proton’s phase will change based on
its location along that axis. When a bipolar (positive and
then negative) gradient field is applied, the phase of the
stationary protons will increase during the positive por-
tion (lobe) of the bipolar gradient and then will decrease
during the negative lobe. If the lobes were of equal area,
no net phase change would occur. However, moving pro-
tons, such as those in the blood or CSF, will experience
different field strength during each lobe due to their

change in position; this will result in a net phase change
proportional to the proton velocity.

Examples of MRI phase contrast images of CSF and
blood flow are shown in Figs. 8 and 9, respectively. The
oscillatory CSF flow between the cranial and the spinal
compartments is visualized in images taken in a transverse
anatomical orientation through the upper cervical spinal
canal. The location of this plane is indicated on a mid-
sagittal scout MR image shown in Fig. 8a. Fig. 8b depicts
outflow (white pixels) during systole, and Fig. 8c depicts
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Figure 8. (a) Anatomical mid-
sagittal T1-weighted MR image
showing the location of the axial plane
used for CSF flow measure- ment (dark
line). (b and c) Phase-contrast MRI
images of CSF flow in the spinal canal.
(b) CSF flow during systole. (c) CSF flow
during diastole.Thepixelvalues in these
images are proportional to velocities in a
direction perpendicular to the image
plane. Gray-static tissue, white-
outward flow (caudal direction), and
black-inward flow (cranial direction).
(d) A 3D plot of the CSF velocities
during systole.

Figure 9. (a) A blood vessel MRI scout image
showing the location of the axial plane for blood
flow measurement (dash line). (b) A phase con-
trast MRI image of blood flow through that
location. Black pixels indicate arterial inflow,
and white are venous outflow. (c) A 3D plot of
the blood flow velocities.



inflow (black pixels) during diastole. Fig 9d depicts a 3D
plot of the velocities in a region of interest containing the
CSF space and an epidural vein. The CSF flow is imaged
with a low-velocity encoding, and the faster blood flow
through the neck arteries and veins is imaged using
high-velocity encoding. The location of the imaging plane
used for blood flow measurement is shown in Fig. 9a, and
a velocity encoded image of blood flow is shown in Fig. 9b.
Fig 9c depicts a 3D plot of the velocities in a region of
interest containing the internal carotid and vertebral
arteries and the jugular vein.

Volumetric flow rates are obtained by integration of the
velocities throughout a lumen cross-sectional area. The
total volumetric arterial flow rate—that is, total cerebral
blood flow—is calculated directly from the sum of the
volumetric flow through the four vessels carrying blood
to the brain (internal carotid and vertebral arteries). The
venous blood outflow is obtained by summation of the flow
through the jugular veins, and through secondary venous
outflow channels such as the epidural, vertebral, and deep
cervical veins when venous drainage occurs through these
veins. An example of the volumetric flow waveforms for
CSF, arterial inflow, and venous outflow measured in a
healthy volunteer is shown in Fig. 10.

The rate of the time-varying intracranial volume change
(net transcranial volumetric flow rate) is obtained by sub-

tracting outflow rates from inflow rates at each time point.
The intracranial volume change (delta of volume from a
given reference point) is obtained by integrating that wave-
form with respect to time. Waveforms of the net transcra-
nial volumetric flow rate and the change in the intracranial
volume are shown in Fig. 11.

The magnitude of the change in intracranial pressure
during the cardiac cycle (pulse pressure) is proportional to
that of the CSF pressure gradient waveform. A method to
measure pressure gradient of pulsatile flow in tubes with
MRI was reported by Urchuk and Plewes (39). Pulsatile
pressure gradients are derived from the MRI velocity-
encoded phase contrast images using the Navier–Stokes
relationship between pressure gradient and temporal and
spatial derivatives of the fluid velocity for incompressible
fluid in a rigid tube (40). Pressure traces from invasive
recordings obtained invasively in patients with low and
elevated ICP with an intraventricular pressure transducer
and the corresponding CSF pressure gradient waveforms
derived from the MRI measurements of the CSF velocities
at low- and high-pressure states are shown in Fig 12. The
ratio of the magnitude of the pressure and volume changes,
i.e., intracranial elastance, is then expressed in terms of
MR-ICP based on the linear relationship between ela-
stance and ICP.

DEVICES FOR TREATMENT

Despite significant advances in understanding of the
pathophysiology of hydrocephalus, the gold standard for
the treatment of hydrocephalus still continues to be CSF
diversion through a tube shunt to another body cavity.
Unfortunately, treatment with CSF shunts is associated
with multiple complications and morbidity. The rate of
shunt malfunction in the first year of shunt placement is
40%, and, thereafter, about 10% per year. The cumulative
risk of infection approaches 20% per person although the
risk of infection per procedure is only 5–8% (41). The
technological advances in shunt valve designs and materi-
als have had only a marginal impact on the rate of com-
plications. Third ventriculostomy has become popular in
recent years for management of obstructive hydrocepha-
lus, but many questions about its long-term permanence
remain controversial. Choroid plexectomy (42,43) aimed at
arresting hydrocephalus by reducing CSF production or
pharmacotherapy with similar intentions have had very
limited success in selected patients.
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Nonobstructive Hydrocephalus

No treatment other than CSF diversion has been effective in
management of this form of hydrocephalus. The CSF may be
diverted from the ventricles through a catheter that runs in
the subcutaneous tissue into the abdominal cavity where it
is absorbed by the peritoneum (ventriculo- peritoeal shunt)
(Fig. 13). It may also be diverted from the spinal subarach-
noid space by a lumbar shunt that diverts it to the perito-
neum (Lumbar-peritoneal shunt). Lumbar CSF diversion
avoids the potential risk of brain injury by the ventricular
catheter. Lumbar shunts have a lower risk of obstruction
and infection (44) but are more prone to malfunction from
mechanical failures (45), and, the development of hind brain
herniation, over a period of time, has been well documented
(46,47). Evaluation of a lumbar shunt for function is more
cumbersome than that of a ventricular shunt. The lumbar
shunt is usable in patients with communicating hydroce-
phalus, small ventricles, and patients who have had multi-
ple ventricular shunt malfunctions.

In patients who cannot absorb CSF from the peritoneum
due to scarring from previous operations or infections, the
CSF may be diverted to the venous system through a

catheter placed at the junction of superior vena cava and
the right atrium (ventriculo/lumbar-atrial shunt).

A typical shunt system consists of three parts (Fig. 14).
First, the proximal catheter, i.e, the catheter, is inserted into
the ventricle or the lumbar subarachnoid space. Second, the
valve controls the amount of CSF that flows through the
shunt system, and third, the distal catheter drains the CSF
from the valve to the peritoneum or the atrium.

Proximal Catheter

Three basic types of proximal catheter designs are
available: simple with multiple perforations (Codman,
Raynham, MA; PS Medical, Goleta, CA), simple Flanged
(Heyer-Schulte), Integra, Plainsboro, NJ; Anti-Blok
(Phoenix Vygon Neuro, Valley Forge, PA) with receded
perforations. The last two have been designed to minimize
the growth of choroid plexus into the perforations and
causing obstruction. There is no controlled study to sug-
gest that these two designs are in any way superior to
simple perforations. The flanged catheters can get stuck,
as choroid plexus grows around it, making removal of an
obstructed catheter difficult (48).
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Figure 12. Invasive pressure traces (top) obtained with an intra-ventricular catheter from two
patients with (left) low and (right) elevated ICP. The corresponding MRI-derived CSF pressure
gradients are shown at the bottom.



Placement of the proximal catheter has generated con-
siderable controversy in the literature (48–51). More
recently, endoscopic placement of the proximal catheter
into the frontal horn, away from the choroid plexus, has
been advocated to minimize proximal malfunction
(3,52,53). Again no controlled study has been done to
confirm whether placement of the proximal catheter into
frontal or occipital horn is superior to placement in the
body of the lateral ventricle. Often catheters that are
grossly malpositioned may continue to work, whereas
those that are well positioned may fail. The choice of the
site, frontal or parietal, may be made on the basis of the
above although some studies have suggested a higher
incidence of seizure with catheters placed via a frontal
burr-hole (49). A study to evaluate use of endoscope to place
the shunt catheter in the frontal horn failed to show any
benefit (54). This suggests that no matter where the cathe-
ter is placed, the flow of CSF toward the catheter causes the
choroids plexus to creep toward the catheter, ultimately
causing ingrowth and obstruction of the catheter (55).

To remove an obstructed catheter, intraluminal coagu-
lation of the choroid plexus is done using a stylet and low-
voltage diathermy, at the time of shunt revision (56–58).
Massive intraventricular hemorrhage may occur if the

choroid plexus is torn while forcefully removing the cathe-
ter. Delayed subarachnoid hemorrhage from rupture of
pseudoaneurysm resulting from diathermy of a catheter
close to anterior cerebral artery has been reported (59). At
times, if the ventricular catheter is severely stuck, it is
advisable to leave it in position but occlude it by a ligature
and clip. This may become necessary as sometimes an
occluded catheter may become unstuck over time and begin
to partially function, resulting in formation of subgaleal
CSF collection. Replacing a new catheter into the ventricle
in patients with small or collapsed ventricles can be some-
times challenging. In most instances, after removal of the
old catheter, the new catheter can be gently passed into the
ventricle through the same tract. Frameless stereotaxis
(StealthStation, Medtronics, Goleta, PA) is now available
and may offer an alternative to cumbersome and time-
consuming frame-based stereotactic catheter placement
(52).

Valve

The valve regulates the amount of CSF that is drained. The
aim is to maintain normal ICP. The simplest valves are
differential pressure valves. The CSF drainage in these
valves is based on the pressure difference between the
proximal and the distal ends. Three major configurations
are available (Fig. 14): diaphragm, slit valve, and ball-
spring mechanism in different pressure ranges (low, med-
ium, and high). Recently, valves in which the pressure
setting can be changed with a magnetic wand have become
available. These programmable valves allow pressure
changes over different pressure ranges based on the man-
ufacturer. The pressure setting on the valve can be ascer-
tained by X ray of the head in the Medos valve (Codman,
Raynham, MA) or using a magnetic wand in the Strata
valve ( Medtronics, Goleta, CA). To prevent inadvertent
changes in the valve setting by stray magnetic fields, the
Polaris valve (Sophysa, Costa Mesa, CA) has an ingenious
locking mechanism that allows changes only if the mag-
netic field has a certain configuration.

Slit valves tend to be the most inaccurate in their
performance followed by ball and spring valves. The dia-
phragm valves proved to be most stable in long-term tests.
Most valves, like the slit valves, ball–spring, and dia-
phragm valves, offer a lower resistance (<2.5 mm Hg/
mL/min) than the normal physiological CSF outflow of
6–10 mm Hg/mL/min. The standard distal tubing of 110
cm increases the overall resistance to 50–80% of the phy-
siological value (60).

Standard differential pressure valves are available in
different pressure ranges. It is unclear whether it makes a
difference in an ambulatory patient to use a low-, medium-,
or high-pressure valve because in the upright position
irrespective of the rating the hydrostatic column converts
all differential pressure valves into ‘‘negative’’ pressure
valves (61). The overdrainage results in persistent head-
aches from low ICP, ventricular collapse, and increased
risk of shunt obstruction. Long-term changes in cerebro-
venous physiology cause acute and severe increase in ICP
without enlargement of ventricles at the time of shunt
malfunction (62). To circumvent the overdrainage in the
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Figure 13. The shunt consists of three parts. The ventricular
catheter enters the skull through a burr hole in the skull and
passes through the brain into the lateral ventricle. It is connected
to the valve that is placed in the subcutaneous tissue of the scalp.
The valve in turn is connected to the distal catheter that runs in
the subcutaneous tissue to enter the peritoneal cavity of the
abdomen as shown in the inset (ventriculo-peritoneal shunt) or
into the jugular vein and through it to the superior vena cava
(ventriculo-atrial shunt).



upright position, ingenious devices, also referred to as
devices for reducing siphoning (DRS), have been developed
(Fig. 14). The Anti-Siphon device (Integra LifeSciences)
has a flexible diaphragm that mechanically senses atmo-
spheric pressure and shuts off the drainage channel if the
hydrostatic pressure in the fluid column becomes negative.
Flow control valves (Orbis Sigma Valve, Integra Life-
Sciences and Diamond Valve, Vygon Neuro, Valley Forge,
PA) have a drainage channel that narrows as the differ-
ential pressure increases in the upright position to reduce
the flow. Gravity actuated devices (Gravity Compensating
Accessory, Integra LifeSciences, CA, Chabbra Shunt) have
metal balls that fall over one another in the upright posi-
tion to increase resistance to flow. Double channel devices
(Dual Switch Valve, Christoph Miethke GmBH & Co KG;
SiphonGuard, Codman) have two channels; the low-resis-
tance channel is shut off by a gravity actuated ball in the
upright position.

There is no evidence to suggest that use of one type of
valve is superior to the other, and several valve designs are
available in the market today. A recent multicentric study,
evaluating three basis types of valves, failed to confirm the
utility of flow control or anti-siphon valves in children and
infants over the differential pressure valves (10). Similarly,
studies have failed to show that programmable devices are
superior to fixed pressure valves (63). Over a period of time,
the ventricle tended to become small irrespective of the
type of valve used. The rate of proximal malfunction in a
patient with flow control valves was 6.5% compared with
42–46% for the other two valves, although the overall rate
of malfunction and shunt survival was not statistically

different. The design of the flow control valves with a
narrow orifice makes it sensitive to malfunction (64). Cer-
tainly, revising a valve has less morbidity and risk of
neurological injury than revising the proximal catheter,
especially in patients with slit ventricles. There is evidence
that a significant number of patients do not tolerate flow
control valves and, despite a radiologically functioning
shunt, have high intracranial pressure from under-
drainage through the valve. In patients with limited pres-
sure–volume compensatory reserve, there can be an exces-
sive increase in intracranial pressure during cardiovascular
fluctuations, especially at night and be responsible for night-
time or early morning headaches, in patients with flow
control devices (60). Self-adjusting diaphragm valves like
the Orbis-Sigma (Integra LifeSciences), on bench test, have
proved to be inaccurate and unstable at perfusion rates of
20–30 mL/h, which is the most important physiological
range, leading to pre-valve pressures rapidly changing
between 4 and 28 mm Hg. During long-term perfusion,
these may resemble ICP pressure waves (60).

Diaphragm-based anti-siphon devices are prone to
obstruction from encapsulation as has been shown in
experimental animals and is often encountered in patients
who have had recurrent malfunctions (65). Some patients
are more prone to develop heavy scarring around the shunt
system. Again, there is no evidence that using an open
(ASD, Anti Siphon device, Integra LifeSciences) has any
advantage over using a closed system that opens when the
pressure exceeds the negative hydrostatic pressure (SCD,
Siphon Control Device, Medtronics), although theoretically
malfunctions in an open system would only result in loss of
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Figure 14. Three major types of valve designs are available. (a) Differential pressure valves allow
flow in proportion to the pressure difference between the proximal catheter and the distal catheter.
Configurations are a simple diaphragm, ball and spring, or slit valve. Programmable differential
pressure valves can be programmed to a pressure setting using a magnetic wand. In the upright
position, due to a negative pressure from the hydrostatic column of fluid in the distal catheter, these
valves tend to overdrain causing negative pressure symptoms. (b) Flow control valves have the ability
to limit overdrainage from a negative hydrostatic pressure gradient. The Orbis-Sigma Valve has a
wedge-shaped pin over which the orifice of the diaphragm (arrows) rests. When the distal pressure
becomes negative in the upright position, the diaphragm slides downward on the pin narrowing the
drainage channel and hence reducing the flow rate. The Diamond valve has a wedge-shaped slit in
the construct (arrows) that narrows as the distal pressure becomes increasingly negative again
reducing the flow rate. (c) Gravity actuated devices reduce drainage in the upright position by increase
in resistance to flow of CSF from the weight of metal balls in the drainage channel.



anti-siphon function without obstruction to the flow of
CSF. In the open system (ASD), the flow through the valve
stops only after the intracranial pressure has become
negative in the upright position, which is more physiolo-
gical, than with SCD, in which the flow stops once the
pressure reaches zero. In the multicentric shunt study, the
incidence of overdrainage was 7.8% in the SCD group and
2.6% in the Standard valve group. The study suggests that
diaphragm-based anti-siphon devices may not be any super-
ior to differential pressure valves in reducing overdrainage
(10). Considerable controversy also revolves around the most
optimum site for placement for the anti-siphon devices
(66,67). The classic position is at the level of the skull base:
however, the bench test suggests a marked tendency to over-
drain if the SCD is below the level of the proximal catheter.
These factors may be minor when considered in light of the
excessive sensitivity of the SCD to external pressure from
scar or when the patient is lying on the device (64).

The gravity actuated device (GAD) is used in conjunction
with a differential pressure valve to limit overdrainage (68).
It is similar to the horizontal vertical valve used in lumbar
shunts but constructed to fit in-line with a ventriculoper-
itoneal shunt. There is no literature to prove or disprove
its utility; however, in individual cases, we have found it
effective. Experimental evidence suggests that motion and
vibration (35) make the mechanism of these devices ineffec-
tive although clinical studies are lacking. The position of the
GAD device is critical for optimum functioning. Slight
angulation of the device to vertical can cause underdrainage
in the horizontal position and overdrainage in the vertical
position. Examples of pressure flow characteristics of a
standard differential pressure valve, a flow control valve,
and a valve containing a GAD are shown in Fig. 15.

Distal Catheter

Distal shunt malfunction is reported to occur in 12% to 34%
of shunts (51,69). Three types of distal catheters have been
used: the closed ended with side slits, open ended with side
slits, and open ended. A higher incidence of distal catheter
obstruction has been noted in catheters with side slits
whether closed ended or open ended (51,70). Omental in-
growth is responsible for the peritoneal catheter obstruc-

tion; possibly the distal slits act as collection points for the
debris and provide a channel for trapping the omentum. It
is unclear whether using open-ended distal catheters
increases the likelihood of small ventricle malfunction.
Use of extended length catheters (110–120 cm) is not
associated with an increase in the complications and elim-
inates the need to lengthen the peritoneal catheter for
growth of the patient (71). However, care must be taken
to identify patients who may have enough length of tubing
in the abdomen but may underdrain due to a narrow and
taught segment of tubing from subcutaneous tethering as a
result of scarring and calcification.

It is difficulty to justify use of atrial over the peritoneal
site for distal absorption (72,73). Data on 887 patients
suggested that atrial shunts have a higher rate of mal-
function although some studies have not shown a signifi-
cant difference. However, when the same information was
stratified by age, shunt type, and time period, there was no
significant difference in shunt durability. Cardio-pulmonary
complication, such as irreversible pulmonary hyperten-
sion, endocarditis, and glomerulonephritis, are some of
the more serious complications that may occur with atrial
shunts (73). Alternative sites, like pleura, may result in
significant negative pressures in the shunt system (74).
Poor absorption from the pleura may result in large pleural
effusions in small children (74). The gall bladder has also
been effectively used in patients in whom peritoneal, atrial,
or pleural sites have been exhausted (75,76). Potential
complications of these shunts, notably biliary ventriculitis
and biliary meningitis, have been reported in the literature
(77,78). The ventriculo-femoral shunt may be tried in
patients with a difficult access to the atrium from the
subclavian or jugular route (79). Trans-diaphragmatic pla-
cement of the distal catheter in the sub-hepatic space
worked successfully in one reported patient with poor
peritoneal access due to scarring (80).

Shunt Material

Ideal shunt material should be completely biocompatible,
be easy to handle, flexible, resistant to infection, and non-
metallic but radio-opaque (metals interfere with MRI ima-
ging). From a manufacturing standpoint, it should be easy
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to mold into tubing and making valve components. Silicone
polymer is probably the best available material for this
purpose.

Some studies have suggested development of silicone
allergy in some patients with ventricular shunts (81–84). It
is unclear whether it represents a true immunological
reaction or a nonspecific foreign body type granulomatous
reaction (85). In patients with suspected or documented
silicone allergy, use of polyurethane (86) or, more recently
CO2 extracted silicone catheters has been postulated but
not proven to offer some advantage in reducing risk of
recurrent malfunctions.

Subcutaneous location of the distal catheters makes
them susceptible to degradation from a foreign-body reac-
tion mounted by the body (87). Scarring around the catheter,
calcification, and stress fractures are long-term conse-
quences of this reaction (88,89). Unless there is some
amount of surface degradation, the adhesions to the sub-
cutaneous tissues do not occur (87). Evidence suggests that
barium used in the silicone catheters is probably not an
important factor in promoting calcification and degradation
(90). Use of barium-free catheters, however, makes it diffi-
cult to evaluate a shunt system on radiological imaging.

To minimize colonization of shunt catheters and infec-
tion, recently antibiotic-coated catheters have become avail-
able. The catheters are available coated with rifampin and
minocycline (Medtronics, Goleta, CA) and another with
rifampin and clindamycin (Bactiseal, Codman, Raynham,
MA). The antibiotic is most active against Staph epidermi-
dis, which is the cause of shunt infection in most patients.
The antibiotic gradually leaches out of the catheter over a
30–60 day period providing added advantage. Control stu-
dies have shown a significant reduction in rate of infection
with use of these catheters (91,92). The major drawback is
the excessive cost of the antibiotic-coated catheters.

Shunt Malfunction

About 30–40% of the shunts malfunction within the first
year of placement (10) and 80% of malfunctions are prox-
imal malfunctions. Although most patients with a mal-
functioning shunt will present with the classic features of
raised pressure, headache, and vomiting, in 20%, there
may be no signs of raised pressure (93). Instead, this group
of patients present with a subtle change in behavior,
decline in school performance, gait disturbances, and
incontinence. Some patients may present with aggravation
in the signs and symptoms of Chiari malformation or
syringomyelia. Parents are often more sensitive to these
subtle changes. In a study comparing the accuracy of
referral source in diagnosing shunt malfunction, parents
were more likely to be correct about the diagnosis as
compared with a hospital or general practitioner (94).

At examination, a tense fontanelle, split sutures, and
swelling at the shunt site are very strongly suggestive of a
malfunctioning shunt. Shunt pumping has a positive pre-
dictive value of only 20% (95). A shunt valve that fails to fill
up in 10 minutes is very strongly suggestive of shunt
malfunction. Radiological assessment may demonstrate a
fracture or dislocation. Presence of double-backing of the
distal catheter, wherein the distal catheter tip loops out of

the peritoneal through the same spot that it enters it, is
diagnostic of distal malfunction (96). The shunt tap gives
useful information about the proximal and distal shunt
system. The absence of spontaneous flow and poor drip rate
indicate proximal malfunction, whereas a high opening
pressure is suggestive of distal malfunction (97). The pre-
sence of increase in size of the ventricles on CT scan
confirms a malfunctioning shunt; however, a large number
of patients with long-standing shunt have altered brain
compliance and may not dilate the ventricles at the time of
presentation. In children, similar symptoms occur in the
common illnesses like otitis media; gastroenteritis of viral
fevers often confound the diagnosis. Radiological assess-
ment of shunt flow using radionuclide or iodide contrast
media injected into the shunt may help (2,98–100). Unfor-
tunately, although some studies have shown an accuracy of
99% with combined pressure and radionuclide evaluation
(98,101), others have shown a 25–40% incidence of decep-
tive patency when evaluated by radionuclide cisternogram
(97). This could stem from a partial but inadequately
functioning shunt, intermittent malfunction, or presence
of isolated ventricle. Similar problems are encountered
with an iodide contrast-based shuntogram or shunt injec-
tion tests. In the absence of normative data with regard to
adequate flow in the shunt, which may vary significantly
with the individual, time of the day, and activity (102), use
of Doppler-based flow devices, flow systems that work
based on differential temperature-gradient or MRI-based
flow systems becomes irrelevant for an individual patient.
Lumbar infusion tests and shunt infusion tests to assess
the outflow resistance through the shunt are cumbersome
and require a laboratory-based setup and may not be
possible in an ER setting (103–105). Infusion through a
reservoir to assess outflow resistance through the shunt
suggests a cutoff of less than 12 mm Hg/mL/min as reliable
for distinguishing a clinically suspected high probability of
malfunction from those with a low probability of shunt
malfunction (104). However, this is the group of patients
who may not really need the test, and patients who have a
questionable malfunction on clinical grounds often have
equivocal results on the infusion study.

In childhood hydrocephalus, ICP is the only accurate
guide to shunt function other than the symptoms (105).
Again the ability to measure ICP through the valve tap
becomes unreliable with a partial proximal malfunction. A
similar problem may be encountered with in-line tele-
metric ICP monitors (106,107). In-addition, the telemetric
transducers may develop a significant drift over time. In
difficult cases, the only way to resolve the issue may be to
explore the shunt, to measure ICP through a lumbar
puncture if the patient has communicating hydrocephalus,
or to place an ICP monitor. Noninvasive monitoring of ICP
is going to have a major role in assessment of these
patients. For patients who have a very compliant brain,
ventricular diltation on the CT scan easily confirms inade-
quate shunt function.

Despite advances in shunt technology, the incidence of
shunt malfunction has not changed over the last 50 years.
Nulsen and Becker (3) reported a rate of malfunction of
44%, in 1967, which is similar to that reported in recent
studies. To improve on the existing shunt systems, it is
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important to understand the factors that reduce shunt
survival. Although the location of the proximal catheter
has not been clearly shown to influence shunt survival
(50,51), the presence of a small amount of fluid around the
proximal catheter is associated with longer shunt survival.
In a study that looked at shunt over a 11 year period,
statistically significant differences were noted in shunt
survival in patients with tumor versus post-hemorrhagic
and aqueductal stenosis; shunts in infants and the pedia-
tric age group survive shorter than in adults; shunt after
multiple revisions survive shorter, and additional shunts
placed for isolated ventricles have shorter survival
(70,108). Chronic inflammatory changes of granular epen-
dymitis often seen at the time of endoscopic shunt place-
ment in patients with multiple revisions probably
contribute to recurrent malfunction and progressive short-
ening of the interval between revisions as the number of
surgeries increase (108).

The nature of the valve clearly influences the risk of
proximal catheter malfunction. It is much lower with flow
control valves (10,109). Overdrainage from the differential
pressure valves pulls the choroid plexus toward the prox-
imal catheter and may promote malfunction (55). However,
the increased rate of valve malfunction in flow control
devices balances out this advantage (10).

THIRD VENTRICULOSTOMY

In patients with an obstructive type of hydrocephalus,
third ventriculostomy offers an alternative to shunt. The
procedure involves making an opening in the relatively

thin membrane of the floor of the third ventricle. This is
accomplished by passing an endoscope through the lateral
ventricle and guiding it through the foramen of Munro to
the floor of the third ventricle (Fig. 16). The opening allows
CSF to bypass the obstruction at the level of the aqueduct
or the fourth ventricle and directly enter the subarachnoid
space.

Although third ventriculostomy has been recommended
as a procedure of choice for obstructive hydrocephalus;
data from some prospective studies have failed to show
an improved cure rate (110,111). A retrospective analysis of
ventriculographic versus endoscopic third ventriculostomy
in 213 cases does show the superiority of the endoscopic
procedure over the ventriculographic operation both in
terms of reduced risk and improved survival of the proce-
dure (112). Despite the theoretical advantages, evidence
suggests that third ventriculostomy may not be effective in
controlling raised intracranial pressure in all patients
(112,113). Early failures in a radiologically proven case
of obstructive hydrocephalus may relate to multifactorial
etiology of hydrocephalus; associated absorption defects,
obliteration of subarachnoid space from long-standing ven-
tricular diltation, and unidentified infectious cause of aqe-
ductal stenosis may be responsible. Late failures may
relate to gliotic scarring over the ventriculostomy, which
has been visually confirmed by endoscope in some cases.
Does the ventriculostomy close from scarring, or is it a
secondary response to lack of flow through the ventricu-
lostomy due to poor absorption, therefore, a lack of gradient
between the ventricle and the subarachnoid space, is
unclear. In a small prospective study comparing the shunt
failure rate with the failure rate of third ventriculostomy,
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Figure 16. Third ventriculostomy is useful
in patients with obstructive hydrocephalus
such as observed with aqueductal stenosis
(arrows). An endoscope is passed through a
small hole in the skull into the frontal horn of
the ventricle and navigated into the third
ventricle. The floor of the third ventricle is
then perforated under vision (arrow, in the
inset) so as to bypass the obstruction at the
aqueduct. Iohexol, a nonionic iodinated dye, is
then instilled into the ventricle to demonstrate
good communication between the ventricles
and the subarachnoid space.



no statistical difference was found between the two (12).
Likewise, no controlled study has compared laser, blunt, or
sharp fenestration of the floor or demonstrated usefulness
of balloon diltation of the fenestration. The success rate of
third ventriculostomy of 49–100%, as reported in the litera-
ture, may not be a true representative of the efficacy of third
ventriculostomy(12).Evaluationafter thirdventriculostomy
and defining success is difficult in the absence of documented
reduction in ICP or improvement on neuropyschological
tests. This is so because the ventricles may not reduce in
size, and to and from motion through the patent fenestration
may still be observed on MRI CSF flow studies even though
the patient may be symptomatic. In the absence of clear
evidence in literature, third ventriculostomy is often advo-
cated for patients with obstructive hydrocephalus, and if
failuresoccur,shunting ispreferredoverrepeat fenestration.

It is hoped that close collaboration between the industry
and medicine will help develop ‘‘smart shunts’’ that would
be able to mimic physiological CSF dynamics. These devices
will possibly incorporate nanotechnology and would be
superior to the presently available devices. It is likely that
better understanding of CSF drainage mechanism in the
future may help develop alternatives such as drugs that
improve drainage of CSF through lymphatic/arachnoidal
venous channels or promote proliferation of new lympha-
tic/arachnoidal venous channels. Until that time, it seems
that shunts are the best available alternative for manage-
ment of communicating hydrocephalus.
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INTRODUCTION

The goal of hyperbaric oxygen (HBO) therapy is to deliver
high concentrations of oxygen under pressure to increase
the amount of dissolved oxygen in the blood. The physio-
logic repercussions of this increased plasma oxygen have
widespread effects that translate into a variety of clinical
applications. Initially, the use of hyperbaric medicine sur-
rounded acute decompression illness and gas embolism.
Later, the increased oxygen under pressure was shown to
have use in a variety of clinical situations. The delivered
pressure can be two to six times ambient atmospheric
pressure (ATM) or atmospheres absolute (ATA) depending
on the indication. The current Undersea and Hyperbaric
Medical Society approved uses of HBO are shown in Table 1,
and many of these indications will be discussed individually.

HBO in the treatment of these conditions is supported by
controlled medical trials published in peer-reviewed jour-
nals and, as such, is evidence-based. Numerous other
experimental uses exist for HBO, such as for stroke and
for cardiac ischemia, but these uses have not yet been
sufficiently proven to be supported by the Undersea and
Hyperbaric Medicine Society or by the American College
of Hyperbaric Medicine. The goal of this chapter is to
outline the physical principles underlying the use of HBO
therapy, to discuss its medical indications for HBO, and
to familiarize the reader with the mechanical, safety,
and regulatory issues involved in operating a hyperbaric
medicine program.

HISTORICAL BACKGROUND

British physician and clergyman Henshaw was the first to
use alteration in atmospheric pressure to treat medical con-
ditions when he used his domicilium chamber in 1862.
Hyperbaric medicine also surrounded diving and diving
medicine. Triger, in 1841, gave the first human description
of decompression sickness (1). In 1934, U.S. Naval Submar-
ine Officer Dr. Albert Behnke was the first to use oxygen
recompression to treat decompression sickness in naval
divers (2). Later, in 1943, Gagnon and Cousteau invented
SCUBA (self-contained underwater breathing apparatus).
Dr. Boerma, a Dutch thoracic surgeon, removed the blood
cells from pigs in 1955 and found they could survive with the
oxygen dissolved in plasma by use of HBO. An upsurge in
hyperbaric surgery followed in 1956, when Boerma per-
formed cardiovascular surgery in a hyperbaric chamber,
which along with hypothermia, allowed for periods of circu-
latory arrest of 7–8 min. The large chamber developed at
Wilhelmina Gasthuis in Amsterdam in 1959, headed by
Boerma, allowed a wide variety of research to be carried
out on the uses of HBO therapy on many diseases (3). By
1966, it was indicated for the treatment of protection during
induced circulatory arrest, homotransplantation, clostridial
infection, acute arterial insufficiency, chronic arterial insuf-
ficiency, and hypovolemic shock. Shortly thereafter, the
advent of cardiopulmonary bypass obviated hyperbaric
chambers for cardiac protecton. In 1967, the Undersea Med-
ical Society was founded by the U.S. Navy diving and sub-
marine medical officers. This organization originally focused
on undersea and diving medicine but, later, came to include
clinical hyperbaric medicine. In 1986, the name was changed
to the Undersea and Hyperbaric Medical Society or UHMS
with more than 2500 physician and scientist members in
50 countries. More recently, the American College of Hyper-
baric Medicine has come to offer board certification to U.S.
physicians in the specialty of hyperbaric medicine.

PHYSICS

To understand HBO therapy, one must understand a few
basic laws of physics, namely, Boyle’s law, Charles law,
Dalton’s law, and Henry’s law. Boyles law explains how gas
volume shrinks with increasing pressure. Charles law
explains that the volume of a gas decreases with decreasing
temperature. Dalton’s law explains that each gas in a
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Table 1. Approved Uses for Hyperbaric
Oxygen Therapy

acute decompression illness
gas embolism
carbon monoxide poisioning
clostridial gas gangrene
necrotizing soft tissue infections
compromised skin grafts and skin flaps
crush injury
compartment syndrome
acute traumatic ischemias
radiation tissue damage
refractory osteomyelitis
selected problem wounds
acute exceptional blood loss anemia
acute thermal burns
intracranial abscess



mixture exerts its own partial pressure independently of the
others.Henry’s lawexplainsthatthenumberofgasmolecules
thatwill dissolve in a liquid dependson the partial pressureof
the gas as well as on the mass of the liquid. These laws
themselves will be explained in the first part of this section
and the application of the laws to each area of hyperbaric
medicine will be explained in the respective section.

Boyle’s Law

Boyles law states if the temperature remains constant, the
volume of a gas is inversely proportional to the pressure.

Boyle’s law is stated as PV ¼ K or P ¼ K/V, where P is
pressure, V is volume, and K is a constant.

Thus, as in Table 2, the volume of a bubble at 1 Atmo-
sphere or sea level shrinks to one-half of its original volume
at 33 feet below sea level (10 m or 2 atmospheres). It
shrinks to one-third of its original size at 66 feet below
sea level (20 m or 3 atmospheres). Conversely, if a diver
were to hold his breath at depth and then ascend, the air in
his lungs will expand to three times the volume it occupied
at 66 feet below sea level.

Charle’s Law

Charles’ law states that if the pressure remains constant,
the volume of a fixed mass of gas is directly proportional to
absolute temperature. The volume increases as the tem-
perature increases. For example, a balloon has a volume of
1 L at 20 8C and its volume would expand to 1.1 L at 50 8C.

Charles’ law is stated as V/T ¼ K or V1/T1 ¼ V2/T2,
where V is volume of gas 1 or 2 , T is temperature in Kelvin
of gas 1 or 2, and K is a constant.

Dalton’s Law

Dalton’s law states that each gas in a mixture exerts its
partial pressure independently, which is important inunder-
standinghumanphysiogyandHBO.Forexample, ifapatient
is given a high concentration of oxygen and a lower concen-
tration of nitrogen, these gasses will diffuse across mem-
branes and act in the body independently of each other.

Dalton’s law is stated as P(t) ¼ P1þP2þP3, where P(t)
is total pressure and P1, P2, and P3 are the individual gas
pressures. Gases try to equalize their concentrations across
a membrane, which explains how breathing a higher oxy-
gen, lower nitrogen mixture can help nitrogen leave the
blood through the lungs as nitrogen gas.

Henry’s Law

Henry’s law states that at a given temperature, the amount
of gas dissolved in a solute is directly proportional to the
pressure of the gas above the substance.

Henry’s law illustrates that when a liquid is exposed to a
gas, some of the gas molecules dissolve into it. The number
of moles that will dissolve in the liquid depends on the mass
of the liquid, the partial pressure of the gas, its solubility in
the liquid, the surface area of contact, and the temperature
(as that changes with the partial pressure). Thus, more
gas, oxygen, or nitrogen will dissolve in tissue fluid at a
higher pressure because the partial pressure of each gas
increases at a higher pressure.

Henry’s law is stated as p ¼ Kc, where p is the partial
pressure of the gas 1, c is its molar concentration, and K is
the Henry’s law constant, which is temperature-dependent.

An example of Henry’s law is dissolved carbon dioxide
in soda, which bubbles out of solution as the pressure
decreases. Another example is exemplified by water when
it is heated. Long before it boils, bubbles of air form on the
side of the pan, which is an example of the gas coming out of
solution as the temperature is raised.

For treatment of decompression illness (DCI) and gas
embolism (GE), increased pressure alone as well as the
increased oxygen pressure facilitate treatment. Both of these
conditions are a result of gas bubbles in the tissues or gas
bubbles in the blood causing blockage of vessles or ischemia of
tissues. Therefore, shrinking the bubbles with increased pres-
sure allows them to be removed or minimized by the body,
which is the principle of Boyle’s law, that the volume of a gas
varies inversely with pressure. If one has a bubble occluding
an important vessel or lodged in a joint, it will shrink as the
pressure increases as in Table 2. The blood can accommodate
an increased amount of dissolved gas with increased atmo-
spheric pressure as explained by Henry’s law. Henry’s law
states that the amount of gas that will dissolve in a liquid is
proportional to the partial pressure of the gas in contact with
that liquid as well as to the atmospheric pressure. Atmo-
spheric pressure at sea level is 760 mmHg, and the normal
atmosphere consists of 21% oxygen and 79% nitrogen. (see
Fig. 1) (4). The pressure of a gas dissolved in plasma relates to
its solubility in a liquid as well as to its partial pressure. A gas
bubble caught in the tissues or in the systemic circulation
either because of an air embolus or because of decompression
sickness is significantly decreased under hyperbaric condi-
tions, as illustrated by Table 3. By Boyles law, the pressure
alone shrinks the bubble to a fraction of its’ original size.
Dalton’s law states that total pressure of a mixture of gases
is equal to the sum of the pressures of each gas. Each gas is
acting as if it alone were present, which explains how the
oxygen under pressure creates a situation whereby the higher
dissolved oxygen surrounds the bubble and causes the diffu-
sion of nitrogen out of the bubble, called nitrogen washout.
Simply put, each gas attempts to have equal concentration
of particles, in this case, nitrogen and oxygen on each side
of the gas bubble. Nitrogen, therefore, diffuses out of the
bubble and shrinks in size. Hyperbaric oxygen enables
treatment of the two conditions where air or nitrogen
bubbles become lodged in the tissues.

PHYSIOLOGY

Hyperbaric oxygen therapy oxygen enters the systemic
circulation through the alveoli in the lungs, and the
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Table 2. Pressure vs. Volume at Depth

Depth
(feet sea water)

Pressure (ATA)
atmospheres Gas Volume (%)

0(sea level) 1 100
33 2 50
66 3 33

165 6 17



diffusion is mediated by the pressure differential between
the alveolar oxygen content and the oxygen content of
venous blood. Alveolar oxygen content is 100 mmHg and
venous oxygen content is 40 mm Hg (5). Normally, 97% of
oxygen iscarried in the arterial blood bound to hemoglobin
molecules and only 3% of the oxygen is dissolved in plasma,
illustrated by the formula for oxygen content in arterial
blood. CaO2 ¼ (1.34
Hb
SaO2) þ (0.003
PaO2), where
CaO2 is oxygen content, Hb is Hemoglobin in grams, and
SaO2 is arterial O2 saturation expressed as a fraction not a
percentage (0.95, not 95%). 1.34 is the realistic binding
capacity of hemoglobin, although 1.39 is the actual binding
capacity. 0.003 times the PaO2 is the amount of oxygen
soluble in plasma at normal atmospheric pressure. With
hyperbaric oxygen, the amount of oxygen dissolved in arter-
ial blood is dramatically increased. Conversely, the amount
carried by hemoglobin remains about the same as that
achieved by inspiring oxygen at 1 atmosphere absolute
(ATA) (4). As measured in ml O2 per deciliter of whole blood,
the oxygen content increases significantly under hyperbaric
conditions as shown in Table 3. The oxygen content of blood
increases from 0.31 at 1 atmosphere to 6.80ml/dl vol% at
3 atmospheres. Note that 100% oxygen is not used at
pressures greater than 3 ATA to minimize the risk of oxygen
toxicity. The alveolar type 1 cells in the lungs and the
neurons in the brain are sensitive to excessive concentra-
tions of oxygen. Again, to prevent oxygen toxicity, which can
lead to alveolar damage or seizure, 100% oxygen is not given
at pressures greater than 3 ATA. Even in these pressure
ranges, air breaks are given to patients and they breathe air
as opposed to concentrated oxygen under pressure for 10
minutes during many of the protocols, which in theory, gives
the xanthine oxidese system a chance to deal with the
current load of free radicals in the lungs and tissues and
the Gaba amino buteric acid (GABA) depletion in the brain a
chance to normalize. As mentioned, the blood’s ability to
carry more dissolved oxygen molecules under higher atmo-
spheric pressure is a function of Henry’s law. It states that
the amount of gas that will dissolve in a liquid is propor-

tional to the partial pressure of the gas in contact with that
liquid as well as to the atmospheric pressure. Thus, more
gas, oxygen, or nitrogen will dissolve in tissue fluid at higher
atmospheric pressure. %X is the percentage of gas X dis-
solvedinthe liquid,P(t) istheatmosphericpressure,andP(X)
is the partial pressure of gas X.

TRANSCUTANEOUS OXYMETRY (TcPO2 OR TCOM)

In order for the patient to benefit from HBO therapy, they
must have adequate perfusion of blood to the affected area.
This perfusion can be assessed prior to hyperbaric oxygen
therapy by checking transcutaneous oxygen tension,
TcPO2. Transcutaneous oxygen tension values of less than
40, which increase to more than 100 mmHg while breath-
ing 100% oxygen or to more than 200 during HBO therapy,
will likely benefit from hyperbaric oxygen therapy (6). The
detailed mechanisms by which the elevated oxygen tension
is felt to improve wound healing and the body’s ability to
combat bacterial pathogens will be discussed under each
indication for HBO therapy. Briefly, Hunt and Pa: (7)
showed, in 1976, that increased oxygen tension stimulated
collagen synthesis and fiberblast proliferation. Then, stu-
dies revealed improved ability of leukocytes to clear infected
wounds of bacteria with hyperbaric oxygen (8,9). Then, in
1989, Zamboni et al. (10) showed that HBO therapy in the
reduction of tissue flap necrosis was a systemic phenomenon
that involved inhibition of neutrophil adherence and pre-
vention of arteriolar vasoconstriction thought to be via a
nitric oxide-mediated mechanism. In addition, it increases
platelet-derived growth factor Beta (PDGF B), vascular
endothelial growth factor (VEGF), Epidermal growth factor
(EGF), and other factors.

APPROVED INDICATIONS

The following indications are approved uses of hyperbaric
oxygen therapy as defined by the Hyperbaric Oxygen
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Table 3. Oxygen Levels During Hyperbaric Oxygen Treatment Breathing Air (4)

ATA Chamber Pressure Chamber PO2 (mmHg) Chamber PAO2 (mmHg) Lung O2 ml/dl vol % Plasma

1 760 160 100 0.31
2 1520 319 269 0.83
2.36 1794 377 322 1.00
2.82 2143 450 400 1.24
3 2280 479 429 1.33
4 3040 638 588 1.82
5 3800 798 748 2.32
6 4560 958 908 2.81

Breathing 100% Oxygen

1 760 760 673 2.08
2 1520 1520 1433 4.44
2.36 1794 1794 1707 5.29
2.82 2143 2143 2056 5.80
3 2280 2280 2193 6.80
4 3040 100% oxygen is not used above 3ATA to minimize the risk of oxygen toxicity.
5 3800
6 4560



Therapy Committee of the Undersea and Hyperbaric
Medical Society (Table 1). Most of these indications are
also covered by Medicare and many are covered by major
insurance companies. The indications include air or gas
embolism, decompression illness, carbon monoxide poi-
sioning, Clostridial myositis and myonecrosis (gas gang-
rene), crush injury, compartment syndrome and other
acute traumatic ischemias, decompression sickness, pro-
blem wounds, exceptional blood loss anemia, intracranial
abscess, necrotizing soft tissue infections, refractory osteo-
myelitis, delayed radiation injury, compromised skin grafts
and flaps, and thermal burns. Many of these indications will
be specifically discussed in the following sections.

HYPERBARIC CHAMBER BASICS

Hyperbaric oxygen therapy is a feature offered in many
hospitals, medical centers, and in specialty situations
such as diver rescue stations and oil rigs. Over 500
hyperbaric chambers exist in the United States alone.
When a patient is refered for one of the listed emergent
or nonemergent indications to undergo hyperbaric oxygen
therapy, a complete workup of the patient should be
performed if possible prior to hyperbaric oxygen therapy.
Emergency situations may necessitate an abbreviated
exam. The patient should wear only cotton medical-cen-
ter-provided clothing to prevent static electricity, which
could cause a spark and a fire. All foreign appliances
should be removed, including hearing aids, lighters,
and jewelry. Internal appliances such as pacemakers
are usually safe under hyperbaric conditions. The patient
will then be premedicated with a benzodiazapine such as
valium if needed for anxiety. Hyperbaric oxygen therapy
can be administered through monoplace or multiplace
chambers. Monoplace chambers accommodate a single
patient within a pressurized environment of 100% oxygen
(Fig. 1). These chambers are often constructed as acrylic
cylinders with steel ends and can withstand pressures of
up to 3 ATA. Multiplace chambers are usually constructed
of steel and can withstand pressures up to 6 ATA (Fig. 2).
They can accommodate two or more people and often have
the capacity to treat ventilated or critically ill patients.
Some are even large enough to accommodate operating
teams, and the 100% oxygen is delivered to the patient via
face mask, hood, or endotrachial tube. Depending on the
indication, patients will require from 1 to 60 treatments.
Most commonly, treatments are delivered to the patient
for 60–90 min at 2.8–3.0 ATA five days a week for the
protocol duration.

CONTRAINDICATIONS

Six absolute contraindications exist to hyperbaric oxygen
therapy.

1. Untreated pneumothorax – An untreated pneu-
mothorax can be converted to a tension pneu-
mothorax with administration of HBO.

2. History of spontaneous pneumothorax.

3. Bleomycin – History of the chemotherapy agent
Bleomycin, which can cause pneumonitis, especially
if the patient is exposed to HBO.

4. Doxyrubicin.

5. Disulfiram – (antibuse) Blocks production of super-
oxide dismutase, which protects the patient from
oxygen toxicity.

6. Cisplatin/Carboplatin – An anticancer agent that
interferes with DNA synthesis.

7. Mefanide (Sulfamyelon) – It is a topical ointment for
burns and wounds that is a carbonic anhydrase
inhibitor and increases the risk of seizure during
HBO therapy.

The relative considerations and contraindications are
many. In these patients, the hyperbaric physician should
consider each patient individually, including their history
of thoracic surgery, seizure disorder, obstructive lung dis-
ease, congestive heart failure, pulmonary lesions on X-ray
or CT scan, seizure disorder, upper respiratory infections
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Figure 1. Relative composition of air.

Figure 2. Fire risk.



(due to risk of barotraumas to the ears), acute viral infec-
tions, uncontrolled high fever (as it increases CNS sensi-
tivity to oxygen), reconstructive ear surgery, congenital
spherocytosis, history of optic neuritis, recent retinal
repair, claustrophobia, acidosis, nicotine, alcohol, and
many others.

AIR EMBOLISM

Air embolism is a medical emergency. In the diving com-
munity, it is the main cause of death following diving
accidents. Early diagnosis followed by definitive treat-
ment are critical in determining the eventual outcome.
Treatment is based on compression of the air bubbles by
Boyle’s law as well as oxygenation of ischemic tissues and
treatment of ischemia reperfusion injury with hyperbaric
oxygen. Air embolism can occur in the hospital setting
by introduction of air into the systemic circulation by
central venous and arterial catheters and other invasive
procedures. Interestingly, the first report of a death from
air embolism was from France in 1821. The patient was
undergoing surgery on his clavicle when the surgeon
noted a hissing sound in the area of operation and the
patient yelled ‘‘my blood is falling into my heart- I’m
dead’’ (11). The patient likely died of a venous air embo-

lism obstructing the systemic circulation. Air entry in
the systemic circulation occurs following violation of
the systemic circulation by any number of mechanisms
(Table 4), which can be either by introduction of air into
the arterial circulation, as in a lung biopsy, chest trauma,
and pulmonary overpressure (diving), or into venous cir-
culation, as in air introduction via central venous cathe-
ters, liver transplantation, and neurosurgery. Venous air
emboli are more common, whereas arterial emboli are tend
to be more serious. Physiologically, the air bubble forms or is
introduced into the circulation. The lung usually serves as
an excellent filter for air emboli, and can protect the embo-
lism from traveling to the brain. This protective filter may be
bypassed by a patent foramen ovale. Approximately 30% of
patients have a foramen ovale that is patent by probe. The
lung as a filter may be overwhelmed by large quantities of
air. The bubble can then lodge in the smaller arteries of the
brain causing obstruction. An air embolism is immediately
identified as a foreign body, and platelets are activated,
which leads to an inflammatory cascade. Hypoxia then
develops distal to the obstruction with associated swelling.
The embolism is eventually absorbed by the body, but the
fibrin deposition at the embolism site may prevent return of
blood flow. In order to diagnose an air embolism, it needs to
have a high index of suspicion. If air embolism is suspected,
the patient should receive a number of immediate measures,
including ACLS or ATLS protocols. The patient should be
placed on the left side and one should consider draining air
from the right atrium with a central venous catheter. Air in
the heart can cause a machinery murmur. 100% oxygen
should be administered via a face mask or endotrachial tube,
and the patient should be hydrated to preserve intravas-
cular volume. Per Dalton’s law, administration of high
oxygen will cause nitrogen to diffuse out of the air bubble
and shrink in size. Dalton’s law states that total pressure of
a mixture of gases is equal to the sum of the pressures of
each gas. Each gas acts as if it alone were present. Dalton’s
law is stated as P(t) ¼ P1 þ P2 þ P3. The inspired 100%
oxygen will also maximize oxygenation of the tissues as
much as possible under normal atmospheric pressure. Next,
the patient should be emergently treated with hyperbaric
oxygen. If a chamber is available that can provide compres-
sion to 6 ATA with air or a mixture of 50% nitrogen and 50%
air, treatment should immediately be performed following
the U.S. Navy protocol (Fig. 3).
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Table 4. Arterial and Venous Air Embolism Etiology

Etiology of Air Embolism

Arterial Air Embolism Venous Air Embolism
Pulmonary Overpressure Central Venous Catheters
Open Lung Biobsy Infusion Pumps
Arterial Catheter Neurosurgery
Angiography Laparoscopy
Surgery Liver Transplantation
Penetrating Chest Trauma Neurosurgery
Pneumothorax Pelvic Surgery

Trendelenburg Position
Cardiopulmonary Bypass Necrotizing Enterocolitis
Dialysis Lumbar Spine Spine Surgery
Autotransfusion Air Contrast Salpingogram
Neonatal Respiratory

Distress Syndrome
Umbilical Venous Catheters

Paradoxical, Patent
Foramen Ovale

Figure 3. U.S. Navy decompression treatment.



DECOMPRESSION ILLNESS

By definition, decompression illness (DCI), also called
bends or caisson disease, occurs when gas bubbles exit
in the blood or body tissues. At depth, more gas can
dissolve in the tissues than in the blood. When the diver
ascends too quickly, the gas comes out of solution and
forms bubbles in the tissues and in the blood, much like
popping a soda can and releasing its pressure causes the
carbon dioxide bubbles to come out of the solution. In
1994, Diver’s Alert Network (DAN) recorded 1164 diving-
related injuries and 97 diving-related deaths, many
related to DCI (12). The severity of DCI depends on the
volume and location of gas bubbles. The range of symp-
toms is from vague constitutional complaints or limb pain
to cardiopulmonary arrest and coma, the pathophysiology
of which is explained by Henry’s law. As previously
explained, Henry’s law is p ¼ Kc, where p is the partial
pressure of the gas 1, c is its molar concentration, and K is
the Henry’s law constant, which is temperature-depen-
dent. Thus, simply stated, more inert gas can be dissolved
in a liquid at higher atmospheric pressure and, conver-
sely, less under lower atmospheric pressure, which occurs
on decompression when gas must be removed from tis-
sues, and rapid decompression leads to bubble formation.
Using the Henry’s law equation, one can calculate the
estimated amount of nitrogen a diver must clear from the
bloodstream (about 5 L) in rising from 100 ft to the sur-
face. The amout would be approximately 750 ml nitrogen
assuming room temperature, which is a significant
volume of nitrogen that must be eliminated from the
divers bloodstream. The onset of symptoms is usually
rapid and 75% of patients experience symptoms within
1 h of decompression and 90% within 12 h of decompres-
sion (13). A small number of patients may present even
later, particularly if they have flown in commercial air-
craft after diving and not followed the recommendation of
the major diving organizations not to fly within 24 hours
of one’s last dive. Interestingly, up to 10% of the inert gas
that is absorbed in the tissues is released as bubbles after
the diver’s decompression (14). Patients experience symp-
toms depending on the location and concentration of the

bubbles (see Table 5). Bubbles forming in or near joints
cause the joint pain of a classical ‘‘bend.’’ These muscu-
loskeletal effects are called type 1 DCS. When these
effects occur in the spinal cord or brain, numbness,
paralysis, and disorders of higher cerebral function may
result. If large numbers of bubbles enter the venous
bloodstream, congestive symptoms in the lung and circu-
latory shock can then occur. These pulmonary and neu-
rologic effects are termed type 2 DCS. Treatment should
involve immediate administration of 100% oxygen, which
facilitates nitrogen washout by the previously explained
principles of Dalton’s law. Rehydration as well as
advanced cardiac or trauma life-support protocols should
be followed by transfer to a hyperbaric facility emer-
gently. The patient should be treated with hyperbaric
oxygen following U.S. Navy guidelines (Fig. 3), even if
the inspired oxygen and rehydration alone have improved
the patient’s signs and symptoms because tiny bubbles
may be left that can cause tissue necrosis. Hyperbaric
oxygen shrinks the size of the mostly nitrogen-filled bub-
bles by the principles of Boyle’s law, and the increased
pressure also increases the partial pressure of the gas by
Dalton’s law, hastening complete elimination of the bubble
(Table 2). If the U.S. Navy (Fig. 3) recompression regimen
fails to lead to symptom resolution, the Diver’s Alert
Network or a medical expert on DCI should be contacted,
and one of a number of recompression tables may be
followed.

PROBLEM WOUNDS

The management of problem wounds should always
include infection control, debridement, aggressive wound
care, and correction of perfusion and oxygenation defi-
ciencies. When an oxygenation deficiency of the wound is
found, in the face of nonreconstructable vascular disease,
hyperbaric oxygen should be considered as an adjunctive
therapy. An increase in tissue oxygen tension by HBO
therapy enhances wound healing by increasing neutro-
phil bactericidal capacity, inhibiting toxin formation in
and even killing some anaerobes, encouraging fibroblast
activity, and promoting angiogenesis (15). In normal phy-
siology, the oxygen gradient across a wound is essential to
stimulate these components of healing. Oxygen consump-
tion is relatively low in wounds, and microvasculature
damage and peripheral vasoconstriction increase diffu-
sion distances. Partial pressure via Dalton’s law is the
driving force of diffusion. Hyperbaric oxygen creates a
steep tissue oxygenation gradient, providing a stronger
stimulus than lactate or moderate hypoxia, to initiate and
facilitate wound healing (16,17). These stimulated factors
are thought to include platelet-derived growth factor B
(PDGF-B), Vascular endothelial growth factor (VEGF),
Epidermal growth factor, and others. Several clinical
studies support the use of hyperbaric oxygen to promote
wound healing. Perhaps the studies involving diabetic
lower extremity wounds have been most informative.
Several studies have shown an increased number of
healed wounds, decreased wound size, and decreased
rates of amputation among patients receiving hyperbaric
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Table 5. Signs and Symptoms of Decompression Illness

Symptoms of
Decompression Illness

Signs of
Decompression Illness

Unusual fatigue Blotchy skin rash
Skin itching Paralysis, muscle weakness
Pain in joints/

muscles of arms,
legs or torso

Difficulty urinating

Dizziness Confusion, personality
changes, bizarre behavior

Vertigo Amnesia,
Ringing in the ears, (Tinnitus) Staggering
Numbness, tingling

and paralysis
Coughing up bloody,

frothy sputum
Shortness of breath (Dyspnea) Collapse or unconsciousness

Tremors



oxygen therapy as an adjunctive treatment (18,19). Bar-
oni et al. reported in a controlled study that a significant
number of subjects receiving HBO went on to heal their
wounds and fewer required amputation when compared
with subjects not receiving HBO (20). In another study
involving 151 diabetic patients with wounds of the lower
extremity, Oriani et al. showed that 130 of these patients
completely healed their wounds with adjunctive HBO
(21). When compared with conventionally treated
wounds, HBO-treated patients had an accelerated rate
of healing, reduced rate of amputation, and an increased
rate of completely healed wounds on a long-term basis
(21). Transcutaneous Oxymetry (TcPO2) is currently the
best tool available to evaluate tissue hypoxia and to select
patients appropriate for HBO therapy. It can also be used
to monitor progress during hyperbaric oxygen therapy.
TcPO2 measurements should be taken with the patient
breathing room air. A value of greater than 50 mmHg
around the wound site indicates that the wound has
adequate oxygenation and hyperbaric oxygen is not likely
to improve healing. Values below 40 at the wound site
should be considered for HBO therapy. Patients with
marginal TcPO2 should be further tested while breathing
100% oxygen. TcPO2 values of greater than 100 while
breathing 100% oxygen is an indicator that they are likely
to respond to HBO therapy. If this challenge TcPO2 is less
than 100, they still may benefit if the tested TcPO2 at the
wound site is greater than 200 mmHg while they are
breathing 100% oxygen at 2.0 ATA in the hyperbaric
chamber (22). A TcPO2 value of less than 30 around a
wound that does not exhibit this response, which indicates
vascular compromise and the patient should be consid-
ered for revascularization if possible. Of note, 96% of limbs
with TcPO2 values below 30 mmHg had abnormal arter-
iograms. It is also important to follow TcPO2 values
weekly, and diabetic patients may have normal or falsely
elevated noninvasive Doppler studies and a low TcPO2,
implying satisfactory perfusion and inadequate oxygena-
tion of the wound and, as such, may pose a diagnostic
delimma. The diabetic patient with normal noninvasive
Doppler and low TcPO2 will respond best to HBO. HBO
therapy should be reserved for those diabetic wounds not
responding to traditional management of debridement,
antibiotics, and general wound care, including vascular
reconstruction. The use of HBO therapy is necessary in
only 15–20% of these patients. HBO therapy increases
wound oxygen tension, enhancing host antibacterial
mechanisms and promoting wound healing and is
reserved for wounds in which the primary etiologies are
tissue hypoxia or infection (13). Treatments are delivered
at 2.0–2.4 atmospheres for 90–120 min once or twice daily.
When serious infections are present, patients are typi-
cally hospitalized and given IV antibiotics and hyperbaric
treatments twice daily five days a week. The TcPO2 values
should be checked weekly because hyperbaric oxygen
facilitates angiogenesis by a nitric oxide and vascular
endothelial growth factor Beta (VEGF-B). When the room
air TcPO2 is greater than 40 mmHg, the hyperbaric oxy-
gen therapy can safely be discontinued. HBO is an adju-
vant treatment; therefore, diabetic control, debridement,
and aggressive wound treatment are given first priority.

When the wound bed has adequate granulation tissue,
application of grafts can shorten morbidity, hospital stay,
and health-care costs. The underlying problem in failure
of a wound to heal is usually hypoxia and infection.
Hyperbaric oxygen treatments in selected patients can
facilitate healing by increasing tissue oxygen tension,
thus providing the wound with a more favorable environ-
ment for healing. Therefore, hyperbaric oxygen therapy
can be an important component to any comprehensive
wound care program.

COMPROMISED FLAPS AND GRAFTS

Skin grafts and flaps with adequate blood supply do not
require HBO. Hyperbaric oxygen therapy is extremely
useful in situations where the skin grafts or flaps suffer
from compromised microcirculation or hypoxia.

Flaps

The benefits of HBO on flaps develop from a systemic
elevation in oxygen tension (23–25). In addition, HBO
therapy prevents neutrophil adherence and subsequent
vasoconstriction following ischemia. Too often, a compro-
mised flap is allowed to progress over the days following
surgery until visible signs of necrosis obviate the use of
HBO, because delayed treatment with HBO cannot revive
dead tissue. The resulting disappointment, as well as the
associated patient dissatisfaction, can be avoided by rapid
diagnosis of the flap problem and early involvement of the
hyperbaric physician. The keys to successful treatment of
compromised flaps with HBO are accurate diagnosis of the
specific flap problem and appropriate and expedient initia-
tion of hyperbaric oxygen treatment. Awareness of the
different etiologies of flap compromise is necessary to plan
for effective HBO treatment. A random flap with distal
necrosis is completely different from a free flap with total
venous occlusion. Proper classification of flaps, different
etiologies of flap compromise, and understanding of how
HBO is thought to effect ischemia reperfusion injury
defines which patients will benefit from HBO. Flap classi-
fication is based on an assessment of blood supply, tissue
composition, and method of movement. Each of these
elements must be evaluated, but it is blood supply that
is most important. The blood supply to the flap is either
axial, based on a named vessel, or random, based on the
subdermal plexus. Commonly, flap compromise occurs
when the surgeon tries to mobilize tissue outside the
defined arterial supply, when there is a pedicle problem
exists, or when free flaps are exposed to prolonged ische-
mia. The tissue composition of a flap may include skin,
subcutaneous tissue, fascia, muscle, bone, other tissues, or
a combination of these. Flap composition is very important
because different tissue types have different tolerances to
ischemia. For instance, a myocutaneous flap will be more
susceptible to ischemia than a fasciocutaneous flap,
because muscle is much more sensitive to ischemic injury
than fascia and skin (26). In those circumstances where a
prolonged primary ischemia or any secondary ischemia
resulting from vessel thrombosis and revision anastomosis
exists, the flaps will undergo ischemia reperfusion injury.
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Whentreatingcompromisedflaps,amultimodalityapproach
should be initiated. This approach should include the use
of vasodilators if arterial vasospasm is suspected, removal
of sutures if tension or compression are suspected, dextran
and pentoxifylline for rheological purposes, medicinal and
chemical leeching for venous congestion, and the early
use of hyperbaric oxygen if blood flow can be documented.
The use of HBO therapy is appropriate only when the
flap problem has been defined, documented perfusion of
theflapexists, appropriatesurgical salvagemeasures have
been first considered, and HBO therapy can be performed
in an expedient manner. Specifically with respect to free
flaps, extended primary ischemia time greater than 2 h
or any secondary ischemia time may result in partial or
total flap necrosis. This injury is usually reversible if
recognized early and treated expeditiously. Essentially,
it is ischemia reperfusion injury. Numerous research
studies support the use of HBO in the salvage of compro-
mised free tissue transfers (27,28). A rat free-flap model
showed similar improvement in flap survival (27). A clin-
ical study evaluated free-flap salvage in the face of pro-
longed primary or any secondary ischemia (28). Salvage
was significantly better in the HBO treatment group vs.
controls, but only if initiated within 24 h. Free flaps com-
promised by prolonged primary or secondary ischemia
have responded favorably to HBO treatment with com-
plete salvage, in most cases, if HBO is started early. The
treatment regimen is 2.0–2.4 ATA, 90 min q 8 h x 24 h, then
q 8–12 h x 48 h (29). Treatment duration is based on clinical
evaluation.

Grafts

Skingraftsareanatomically different fromflaps in thatskin
grafts lack an inherent blood supply. Skin grafts are com-
posed of avascular tissue that depends entirely on the reci-
pient bed for oxygenation. HBO is useful in preparing the
recipientbedand inpromotinghealthygranulationtissue to
support split-thickness skin grafts. One controlled study
showed a significant improvement in skin graft survival
from 17% to 64% with the addition of HBO treatment.
Although literature exists to support the use of HBO for
composite grafts, a study by the University of Mississippi
Medical Center found no significant effect of HBO on rat-ear
composite grafts larger than 1 cm (30,31) Further research
is needed to better understand the effects of HBO on
composite graft survival. The rational for use of HBO in
crush injury, compartment syndrome, frostbite, and other
traumatic ischemias is similar to those for compromised
flaps as they are all cases of ischemia and ischemia reper-
fusion injury.

CRUSH INJURY, COMPARTMENT SYNDROME, AND
OTHER ACUTE TRAUMATIC ISCHEMIAS

These conditions are trauma-related situations in which
the underlying pathophysiology is that of ischemia reper-
fusion (IR) injury. Ischemia times of greater than 4 h
willresult in some degree of permanent necrosis. The
physiologic basis of IR injury has become better under-

stood in recent years. Most of the animal research centers
around the production of oxygen-free radicals. Although
the endothelial xanthine oxidase pathway has received
much attention in the literature (32), more recent evi-
dence supports the fact that neutrophils are a more
important source of oxygen-free radicals via membrane
NADPH oxidase and degranulation. Also, neutrophil
adhesion is felt to cause ischemia reperfusion IR-asso-
ciated vasoconstriction.

A perceived paradox exists related to HBO for IR injury.
The less-informed observer often does not understand why
HBO improves reperfusion injury and might think HBO
instead increases free radical formation. (An oxygen-free
radical is an oxygen molecules with an unpaired electron
in its outer shell.) During ischemia, ATP is ultimately
degraded to hypoxanthine and xanthine, which are anae-
robic metabolites. With reperfusion, oxygenated blood is
reintroduced into the ischemic tissue, and the hypox-
anthine and xanthine plus oxygen creates oxygen-free
radicals. Superoxide and hydroxyl oxygen-free radicals
are formed, which can cause extensive tissue damage.
The authors believe that the major mediator of damage
is, in fact, neutrophil adherence to postcapillary venules
significant and progressive vasoconstriction occurs in
arterioles adjacent to leukocyte-damaged venules. Neutro-
phil adherence and vasoconstriction lead to a low flow state
in the microcirculation and then vessel thrombosis, which
is the endpoint of IR injury. The leukocyte-damaged venule
is thought to be responsible for the arterial vasoactive
response. HBO inhibits neutrophil adherence to the
endothelial cells and thereby inhibits the ultimate throm-
bosis of microvessels, but the complete mechanism is still
poorly understood, but is thought to involve the elevation
in nitric oxide mediated by an increase in nitric oxide
syntase (33). Free radical formation is not felt to be wor-
sened with HBO as fewer adherent neutrophils actually
exist to contribute to the neutrophil oxygen-free radical-
generating system.

Treatment with hyperbaric oxygen in the face of IR
injury carried the concern that that providing extra oxy-
gen would increase free radical production and tissue
damage. This query has been resolved by studies that
have shown that HBO actually antagonizes the ill effects
of IR injury in a variety of tissues (33–35). One of the first
studies evaluating HBO and IR injury showed that HBO,
immediately upon reperfusion, significantly improved
skin flap survival following 8 h of global ischemia in a
rat axial skin flap model with increased microvascular
blood flow during reperfusion. Free-flap survival
improves with HBO treatment during reperfusion even
following ischemia times of up to 24 h (36). Hyperbaric
oxygen administered during and up to 1 h following 4 h
global ischemia significantly reduced neutrophil endothe-
lial adherence in venules and also blocked the progressive
arteriolar vasoconstriction associated with reperfusion
injury (37). HBO inhibited in vitro beta-2-integrin
(CD18)-induced neutrophil adherence function, but did
not alter other important neutrophil functions such as
oxidative burst or stimulus-induced chemotaxis and
migration. This latter finding is very important, because
HBO, through its action on the CD18 adhesion molecule,
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blocks the neutrophil adherence associated with IR injury
without interfering with other neutrophil functions that
would increase the risk of infectious complications. Initi-
ally, the focus in acute ischemia caused by trauma should
be restoration of blood supply. The authors, therefore,
recommend HBO therapy for all patients with muscle
ischemia time greater than 4 h and skin ischemia time
greater than 8 h. The major effects of IR injury are felt to
occur within the first 4–7 h of reperfusion. 2 ATA hyper-
baric oxygen increases the tissue oxygen tension 1000%.
Treatment protocol is 2.0–2.5 ATA for 60 min, q 8 h x 24 h,
then q 8–12 h x 48 h with clinical re-evaluation. If pro-
gressive signs of ischemic injury are still present, the
treatment is continued at 2.0 ATA, q 12 h for 2–3 more
days. Usually, 72 h of treatment is adequate as long as the
first treatment is initiated within 4 h of surgery.

RADIATION TISSUE DAMAGE AND
OSTEORADIONECROSIS

1.2 million cases of invasive cancer are diagnosed yearly,
half of which will receive radiation therapy and 5% of
which will have serious radiation complications, which
represents 30,000 cases per year of serious radiation
sequellae (38). HBO is also well studied for its use in
treating osteoradionecrosis in conjunction with adequate
debridement of necrotic bone. Carl et al. also reported
success is applying HBO to 32 women with radiation
injury following lumpectomy and radiation compared
with controls (39). Feldmeier and his colleagues reviewed
the literature and found no evidence to support the poten-
tiation of malignant cells or the engancement of cancer
growth (40). The treatment protocol is 2.5 ATA for 90 min
daily for 20–50 treatments. HBO can also be used as a
radiosensitizer and are as much as three times
more sensitive to radiation kisses than are hypoxic cells
(41).

REFRACTORY OSTEOMYELITIS

Chronic refractory osteomyelitis (CROM) is infection of
the medullary and cortical portions of the bone that
persists or recurs following treatment with debridement
and antibiotics. The principles of treatment are fairly
simple. First, the dead bone is debrided and bone cultures
should be taken along with administration of appropriate
antibiotics. Next, the interface or cicatrix, which sepa-
rates the compromised bone from adequate blood supply,
is removed. Finally, hypoxia in the wound must be cor-
rected, which may be accomplished by HBO. The treat-
ment protocol is 2.0 ATA for 90 min daily for 20–60
treatments. Note that CROM and refractory osteomyelitis
require the longest treatment protocols. HBO is believed
to oxygenate hypoxic/ischemic tissues, augment host anti-
microbial responses, augment osteoclastic activity, and
induce osteogenesis in normal and infected bone and
antibiotic synergism.

ACUTE THERMAL BURNS

HBO is approved by the USMS but it is not covered by
Medicare.Gruberdemonstratedin1970thattheareaaround
and under a third-degree burn was hypoxic and could only be
raised by oxygen at increased pressure (42). HBO has been
found to prevent extension, reduce edema, increase healing
rates, and decrease total cost in several randomized studies
(43,44). HBO is also thought to decrease the rate of burn
sepsis based on several early studies. The controversy, in
part,surroundscurrentguidelines forearlydebridementand
grafting of burns. Once excised, a burn no longer exists and
HBO will not be helpful. In case burns are not easily amen-
able to excision such as flash burns to the face or groin, HBO
may be helpful to prevent extension of the burn and to aid
healing. Treatment must be started within 24 h. The recom-
mended regimen is 2.0 ATA for 90 min every 8 h on the first
day, then every 12 hours for 5 or 6 days.

ACUTE EXCEPTIONAL BLOOD LOSS ANEMIA

Hyperbaric oxygen for treatment of acute blood loss anemia
is reserved for those patients whose anemia is not immedi-
ately treatable for practical, disease process, or religious
reasons, which may include warm antibody hemolytic dis-
ease, Jehova’s Witnesses, those with rare blood types, and
those who refuse transfusion for other personal reasons. As
explained in the physiology section, HBO dramatically
increases the amount of solublized oxygen the blood can
carry. In fact, Boerema showed, in 1955, that pigs could be
exsanguinated to four-tenths of one gram of hemoglobin per
deciliter and be maintained in a hyperbaric environment of
3 ATA without hypoxia. The goal in HBO therapy for these
conditions is to improve the oxygen depth with the daily or
twice daily HBO treatments until the anemia can be
improved. In between the treatments, the patients should
be maintained a lower FIO2 of inspired oxygen if possible to
help reduce oxygen toxicity.

CARBON MONOXIDE POISONING

In 1966, Wada first used HBO to treat survivors of coal mine
disasters with carbon monoxide poisoning and burns. The
modern-day sources of carbon monoxide include automobile
exhaust, home heaters, portable generators, propane
engines, charcoal burners and camp stoves, and methylene
chloride paint strippers. The initial treatment for carbon
monoxide poisoning is 100% oxygen. The administration
of 100% oxygen via a nonrebreather mask facilitates the
dissociation of CO from hemoglobin to approximately 1.5
h. Hyperbaric oxygen delivered at 2.8–3.0 ATA reduced
the halflife of CO-bound hemoglobin further to 23 min. In
addition, patients who had one hyperbaric treatment for
CO poisoning had 46% neuropsychiatric sequelae at dis-
charge and 50% at one month versus two HBO treatments
at 2.8–3.0 ATA having 13% at discharge and 18% at one
month. The current recommendation is 3.0 ATA for 90
min with air breaks delivered every 8 h for a total of 3
treatments (called theWeaver protocol). Some authors
still feel one treatment may be adequate (45).
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CYANIDE POISONING

Hydrocyanide gas or HCN is formed when any number of
substances burns, including furniture, asphalt, paper, car-
peting (nylon), lighting baths (acrylic), plastic(polystyrene),
and insulation (melamine resins). The antidote for cyanide
poisoning begins with breathing 100% oxygen, ATLS pro-
tocols, and administration of IV sodium thiosulphate and is
continued with a slow infusion of sodium nitrate and simul-
taneous HBO therapy if it is available. The sodium nitrate
creates methemoglobin, which can impair the oxygen-carry-
ing capacity of hemoglobin. HBO increases the amount of
oxygen dissolved in plasma and may offer a direct benefit.
The treatment regimin is 3.0 ATA with 30/10 airbreaks.

HYPERBARIC CHAMBER FACILITY DESIGN
AND SAFETY

Over 500 hyperbaric facilities exist in the United States,
and the number of hyperbaric chambers is steadily increas-
ing worldwide. Hyperbaric chambers are classified as
either monoplace or multiplace. They differ functionally
in that the monoplace chamber instills oxygen into the
entire chamber environment, whereas in a multiplace
chamber, patients breathe 100% oxygen via a breathing
mask or oxygen hood and exhaled gases are vented outside
the chamber. Monoplace chambers are constructed either
as an acrylic cylinder with metal ends or are primarily
constructed of metal. Most commonly, the monoplace
chambers are formed from an acrylic cylinder from 20 to
40 inches in diameter with tie rods connecting it to end
caps. The opening is a rotating lock or a cam action lever
closure. Separate oxygen and air sources provide the oxy-
gen sources and air for air breaks during therapy. An
oxygen vent must be exhausted outside the building.
The through ports on the HBO chamber door allow passage
of specially made intravenous monitoring devices and
ventilators. The larger diameter monoplace chambers
are more comfortable; however, they require more oxygen
and can be heavier and more expensive to install. The
acrylic chambers can provide a maximum of 3 ATA pres-
sure. Alternatively, some monoplace chambers are con-
structed mostly of steel with acrylic view ports, which
can accommodate pressures of up to 6 ATA and are often
used in special situations such as offshore rigs where a
compact chamber is needed to treat decompression illness
required in U.S. Navy Table 5. Multiplace chambers are
much larger and are designed to provide treatment to
multiple people or to manage complex conditions. Some
can even house operating rooms with special precautions.
They are typically made of steel with acrylic view ports
and are designed for operation up to 6 ATA or 165 feet of
sea water. The gauges are reported in feet of sea water on
these multiplace chambers to facilitate the use of dive
tables for staff or patients. These multiplace chambers
are, therefore, best-suited to treat deep water decom-
pression illness. These chambers can accommodate from
2 to 20 people and have variable configurations including
horizontal cylinders, spherical shapes, and rectangular
chambers.

The primary professional hyperbaric medicine societies
in the United States are the Undersea and Hyperbaric
Medical Society (UHMS) and the American College of
Hyperbaric Medicine. The UHMS has developed a clinical
hyperbaric medicine facility accreditation program. This
program can be accessed via the UHMS website at http://
www.uhms.org, and it was designed to assure that clinical
facilities are:

1. Staffed with well-trained specialists;

2. Using high quality equipment that is properly
installed, maintained, and operated to the highest
possible safety standards;

3. Providing high quality care;

4. Maintaining proper documentation of informed con-
sent, treatment protocols, physician participation,
training, and so on (46).

Safety Elements for Equipment and Facilities

TheAmerican SocietyofMechanical Engineers (ASME)and
the Pressure Vessel for Human Occupancy Committee
(PVHO) define the design and fabrication guidelines for
hyperbaric chambers. Although not required in all states
or worldwide, it is accepted as the international standard
(46). Next, the National Fire Protection Association (NFPA)
has established a safety standard for hyperbaric facilities.
The publication, NFPA 99, Safety Standard for Health Care
Facilities, Hyperbaric Facilities, Chapter 20 explains the
details of and criteria for equipment associated with a
hyperbaric chamber facility. The requirements include fire
abatement systems, air quality, and electrical require-
ments. These requirements apply to any hyperbaric cham-
ber placed within a health-care facility. Each site must have
a safety director. It is important to have only cotton clothing
and to avoid any sources of sparks or static electricity given
the 100% oxygen (Fig. 2). In addition to these guidelines,
hyperbaric chambers are pressure vessels and, as such, are
subject to boiler and pressure vessel laws. They are also
medical devices and, in the United States, are also subject to
FDArules forclass IImedicaldevices.Achamber isrequired
to have a clearance from the FDA before the device can be
legally marketed or distributed, which is often called a 510 k
clearance, denoting the form onwhich the clearancemust be
submitted. To check on whether a device has received clear-
ance in the United States, one must contact the manufac-
turer or the Food and Drug Administration (FDA) most
easily via their website, http://www.fda.gov/scripts/cdrh/
cfdocds/cfpmn/dsearch.cfm.

Facilities must develop defined safety protocols and
emergency plans that are available through both the
Undersea and Hyperbaric Medicine Society (UHMS) and
the American College of Hyperbaric Medicine (ACHM).

FRONTIERS AND INVESTIGATIONAL USES

The use of hyperbaric oxygen therapy has, at times, been
surrounded with controversy and spurious claims from
improving athletic performance to slowing the aging
process. It is essential that the hyperbaric medicine
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physician, staff, and potential patients understand and
follow the principles of evidence-based practice, which
means prescribing HBO therapy for the conditions proven
to benefit from such treatment. The UHMS website, at
www.UHMS. org, and AHCM are good resources for addi-
tional information as are numerous publications on hyper-
baric medicine such as the hyperbaric medicine textbook
available through the UHMS website. Investigational uses
for hyperbaric oxygen therapy include carbon tetrachloride
poisoning, hydrogen sulfide poisioning, sickle cell crisis,
spinal cord injury, closed head injury, cerebral palsy, pur-
pura fulminans, intraabdominal and intracranial abscess,
mesenteric thrombosis, retinal artery occlusion, cystoid
macular edema, bell’s palsy, leprosy, lyme disease, stroke
and traumatic brain injury, and brown recluse spider bite.
Some of the many investigational uses for HBO therapy may
have merit, but these must be rigorously studied using well-
designed trials. As the field of hyperbaric medicine con-
tinues to advance, so will our understanding of the complex
physiologic effects of delivering oxygen under pressure.
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INTRODUCTION

Hyperbaric oxygen (HBO) is simply the delivery of mole-
cular oxygen in very high dosage. Even though experience

has shown HBO to be very useful in a number of conditions,
the exact mechanism of action at the molecular level is not
fully understood. Studies done by Thom et al. (1) demon-
strated that elevated oxygen tensions stimulated neuronal
nitric oxide synthase (NOS1) and increased steady-state
nitric oxide concentration in their microelectrode-
implanted rodents. Buras et al. (2) in their studies with
human umbilical vein endothelial cells (HUVEC) and
bovine aortic endothelial cells (BAEC) showed that hyper-
baric oxygen (HBO) down-regulated intracellular adhesion
molecule 1 (ICAM 1) expression via the induction of
endothelial nitric oxide synthase (NOS3), which proved
beneficial in treating ischemia reperfusion injuries. Other
studies talk about interactions between nitric oxide and
oxygen species and their role in various disease states.
Clearly, interest in HBO is growing.

Boerema (3) introduced hospital use of the hyperbaric
chamber in the late 1950s in Holland, simply to maintain a
semblance of normoxia in patients undergoing cardiac
surgery. Heart–lung machines had not yet been invented,
and the use of the chamber made certain kinds of cardiac
surgery possible for the first time. Boerema felt that if
enough oxygen could be driven physically into solution in
the tissues, which he termed ‘‘drenching’’, the circulation to
the brain could be interrupted longer than 3–4 min. It also
rendered surgery on many pediatric patients less risky. For
example, if the normal arterial pO2 in a patient with
Tetralogy of Fallot was 38 mmHg, placing him in the
chamber might raise it to 94 mmHg. Operating on the
patient under hyperbaric conditions posed much less risk
of ventricular fibrillation when the heart or great vessels
were manipulated.

This idea caught on quickly, and soon large surgical
hyperbaric chambers were built in Glasgow, New York, Los
Angeles, Chicago, Minneapolis, and at Boston Children’s
Hospital. By the early 1960s, however, heart–lung
machines became more common, and the need to do sur-
gery in the hyperbaric chamber diminished substantially.
Many large surgical chambers were left to gather dust or
were dismantled, as hospital floor space is always at a
premium. During this time the surgeons, who had been
doing most of the research, left the field. Of the nondiving
conditions, only carbon monoxide poisoning and gas gang-
rene seemed to be likely candidates for hyperbaric oxygen
treatment based on credible research.

In 1969, however, a double-blind controlled study on the
use of hyperbaric oxygen in senility was published in The
New England Journal of Medicine. Results seemed pro-
mising, and this initiated the propagation of hyperbaric
quackery. The original investigators made no sweeping
claims for the research, but simply felt that the area
merited further investigation. Eventually, further
research showed that the results of the study reported in
the New England Journal article were a statistical anom-
aly and could not be reproduced. However, hyperbaric
enthusiasts seized upon the earlier report, and senility
began to be treated in hyperbaric chambers, along with
a host of other diseases. Most of these were not in medical
centers. Fly-by-night ‘‘clinics’’ suddenly appeared claiming
to cure anything and everything. Patients were treated for
skin wrinkles, loss of sexual vigor, and a host of other
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maladies. As there were few investigators doing good
research in the area at that time, the field fell into dis-
repute.

Fortunately, a few legitimate investigators persisted in
their work, looking at the effects of hyperbaric oxygen in
greater detail. Soon it became clear that under hyperbaric
conditions oxygen had some unusual effects. The Undersea
and Hyperbaric Medical Society created a committee to
investigate the field. After careful study, the committee
laid down guidelines for what should be reimbursed by
third-party payers and what conditions should be consid-
ered investigational. Their report appeared in 1977 and
was adopted as a source document for Blue Cross/Blue
Shield (4). About the same time, Jefferson C. Davis of the
United States Air Force School of Aerospace Medicine
edited the first textbook in hyperbaric medicine (5). It
was only then that a firm scientific basis was reestablished
for the field, leading to increased acceptance by the medical
community. The number of chambers operating in hospi-
tals has risen dramatically from only 37 in 1977 to > 500
today. The Undersea and Hyperbaric Medical Society
(www.UHMS.org) and the American College of Hyperbaric
Medicine (www.ACHM.org) have taken responsibility for
setting standards in this field and for encouraging addi-
tional research. At this time, � 13 clinical disorders have
been approved for hyperbaric treatment. They include air
or gas embolism, carbon monoxide poisoning, clostridial
myonecrosis, crush injury or compartment syndrome,
decompression sickness, problem wounds, severe blood loss
anemia, necrotizing soft tissue infections, osteomyelitis,
radiation tissue damage, skin grafts or flaps, thermal
burns and brain abscess.

Remember that hyperbaric oxygen was introduced
initially into hospitals in order to simply maintain nor-
moxia or near-normoxia in patients undergoing surgery.
It was only later, and quite serendipitously that research-
ers discovered that oxygen under increased atmospheric
pressure gained some of the attributes of a pharmacologic
agent. Oxygen begins to act like a drug when given at
pressures of 2 atm or greater. For example, oxygen under
pressure can terminate lipid peroxidation in vivo (6), it
can enhance the bacteriocidal capabilities of the normal
leukocyte (7,8), and it can stimulate the growth of new
capillaries in chronically ischemic tissue, such as in the
diabetic foot, or in tissue that has undergone heavy radia-
tion. It can reduce intracranial pressure on the order of
50% within seconds of its initiation, and this effect is
additive to that of hypocapnia (9–11). HBOT can increase
the flexibility of red cells, augmenting the effects of pen-
toxifylline (12). It can decrease edema formation by a
factor of 50% in postischemic muscle and prevent sec-
ond-degree burn from advancing to full-thickness injury
(13–15). Hyperbaric oxygen has also been shown to hasten
functional recovery of traumatized peripheral nerves by
almost 30% following repair. Many of these discoveries
have been made only in the last decade.

In a number of these areas, we are beginning to under-
stand the basic mechanisms of action, but overall very
little is understood at the molecular level. It is anticipated
that studies involving nitric oxide synthase will provide
insight regarding the elusive molecular mechanistic

explanation. Also, many contributions to our understand-
ing have come from advances made in the biochemistry of
normal wound healing. We understand that normal oxy-
gen pressures are 80–90-mmHg arterially, that oxygen
enters our tissues from the capillaries, and that at this
interface carbon dioxide (CO2) is removed. Under hyper-
baric conditions, all of this changes. At a chamber pres-
sure of 2.4 atm (ATA), the arterial oxygen pressure (pO2)
reaches � 1500 mmHg, immediately saturating the red
blood cells (RBCs). Upon reaching the tissues, these RBCs
never unload their oxygen. At this high partial pressure of
gas, oxygen diffuses into the tissues directly from the
plasma. Returning to the heart, the RBCs are bathed in
plasma with a pO2 of 150–200 mmHg. Tissue oxygen
requirements are completely derived from the plasma.
In theory, one might think that this condition could prove
fatal, as red cells no longer can carry CO2 away from the
tissues. However, we are fortunate that CO2 is 50 times
more soluble in plasma than are oxygen and nitrogen, and
the body has a very capable buffering system which
overcomes the loss of the Haldane effect, which is the
increase in CO2 carrying capacity of deoxygenated red
cells (16).

Another factor to be considered is the actual part of the
circulatory system that overcomes the loss of the Haldane
effect. Traditionally, we think of this exchange occurring in
the capillaries. Under very high pressures, however, com-
puter modeling has shown that nitrogen exchange under
pressure (as in deep sea divers) is probably complete by the
time the blood reaches the arteriolar level. Whether this is
true when hyperbaric oxygen is breathed has not yet been
determined. The rate of metabolism under hyperbaric
conditions appears to be unchanged, and the amount of
CO2 produced appears to be about the same as when
breathing air. It would be interesting to know just at what
level oxygen exchange is accomplished in the tissues, as
this might have practical implications when treating peo-
ple with severe capillary disease.

Oxygen can be toxic under pressure. Pulmonary toxi-
city and lung damage can be seen at oxygen pressures
> 0.6 atm during chronic exposure. Central nervous sys-
tem (CNS) toxicity can manifest as generalized seizure
activity when oxygen is breathed at pressures of 3 atm or
greater. The CNS toxicity was first observed by Paul Bert
in 1878, and is termed the ‘‘Paul Bert Effect’’ (17). Despite
years of research into this phenomenon, the exact under-
lying or molecular cause of the seizure has not yet been
discovered. There is a generalized vasoconstriction that
occurs when oxygen is breathed at high pressure, redu-
cing blood flow to muscle, heart, and brain by a factor of
� 20%, as a defense against toxic quantities of oxygen.
The exact mechanism responsible for this phenomenon is
not fully understood.

Central nervous system oxygen toxicity was evaluated
by the Royal Navy. The purpose of this research was to
determine the time until convulsion so that combat swim-
mers would know their endurance limits under various
conditions. Volunteer research subjects swam in a test
tank using closed-circuit oxygen rigs until convulsion
occurred and thus established safe oxygen tolerance
boundaries.
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Also related to the effect of oxygen, the ‘‘off ’’ phenom-
enon (18) was first described by Donald in 1942. He
observed that seizures sometimes occurred when the cham-
ber pressure was reduced or when a diver surfaced and
oxygen breathing under pressure was suddenly termi-
nated. Lambertsen (19) provided a description of this type
of seizure activity:

The convulsion is usually but not always preceded by the
occurrence of localized muscular twitching, especially
about the eyes, mouth and forehead. Small muscles of
the hands may also be involved, and incoordination of
diaphragm activity in respiration may occur. After they
begin, these phenomena increase in severity over a period
which may vary from a few minutes to nearly an hour, with
essentially clear consciousness being retained. Eventually
an abrupt spread of excitation occurs and the rigid tonic
phase of the convulsion begins. Respiration ceases at this
point and does not begin again until the intermittent
muscular contractions return. The tonic phase lasts for
about 30 seconds and is accompanied by an abrupt loss of
consciousness. It is followed by vigorous clonic contractions
of the muscle groups of the head and neck, trunk and limbs.
As the incoordinated motor activity stops, respiration can
proceed normally.

Within the wound healing community, current doc-
trine holds that a tissue pO2 of 30–40 mmHg is necessary
for adequate wound healing (20,21). Below 30 mmHg,
fibroblasts are unable to replicate or produce collagen.
Additionally, when the pO2 drops < 30 mmHg, leukocytes
are unable to utilize oxidative mechanisms to kill bac-
teria. We have noted that the tissue pO2 is critical, but
that the actual quantity of oxygen consumed in wound
healing is relatively small. The amount of oxygen used to
heal a wound is only � 10% of that required for brain
metabolism.

Production of new collagen is also a requirement for
capillary ingrowth or proliferation (22). As capillaries
advance, stimulated by angiogenic growth factor, they
must be supported by an extracellular collagen matrix to
facilitate ingrowth into tissue. In the absence of new
collagen, capillary ingrowth cannot occur. This effect is
crucial in treating radionecrosis (23–25), where the tissue
is primarily hypovascular, and secondarily hypoxic and
hypocellular. It has been discovered that when collagen
production can be facilitated, new capillaries will invade
the previously irradiated area, and healing will then occur.
The tissue pO2 rises to � 80% of normal and plateaus;
however, this is sufficient for healing and will even support
bone grafting. Historically, the only means of managing
radionecrosis was to excise the radiated area and bring in
fresh tissue with its own blood supply. New collagen for-
mation and capillary ingrowth also account for the rise in
tissue pO2, which can be achieved in patients with diabetic
foot lesions.

It is now well understood that the stimulus for growth
factor production by the macrophage is hypoxia and/or
the presence of lactic acid (26,27). Wounds managed in
hyperbaric units are typically ischemic and hypoxic.
Periods of relative hypoxia, required for the stimulation

of growth factor production, exist between hyperbaric
treatments.

Surprisingly, oxygen levels remain high in tissues for
longer than one would expect following hyperbaric treat-
ment. In a study by George Hart (28) at Long Beach
Memorial Hospital, a mass spectrometer probe was
inserted in the unanesthetized thigh tissues of normal
volunteers. Muscle and subcutaneous tissue pO2 values
in study subjects remained significantly elevated for 2–3 h
following hyperbaric oxygen treatment. Arterial pO2 was
also measured and found to rise immediately and signifi-
cantly under hyperbaric conditions but returned to normal
levels within a couple of minutes upon egress from the
chamber (Fig. 1). Thus, multiple daily HBO treatments can
maintain useful oxygen levels for up to 12 h/day.

Mention has been made of enhanced leukocyte killing of
bacteria under hyperbaric conditions. Jon Mader of the
University of Texas-Galveston (29) carried out a rather
simple, but elegant, experiment to demonstrate this. The
fascinating part of this study is that in the evolution of the
human body, a leukocyte has never been exposed to a
partial pressure of 150 mmHg while in tissues. This level
is impossible to attain breathing air. Nevertheless, when
one artificially raises the pO2 far beyond the leukocyte’s
normal functional parameters, it becomes even more
lethal to bacteria. This is an anomaly, as one rarely can
improve on Mother Nature. Of some interest in this
regard is that if one bites one’s tongue, one is never
concerned about possible infection, even though it is a
human bite. Similarly, hemorrhoidectomies rarely, if
ever, become infected. The reason is that the pO2 of the
tissues in and around the oral cavity are very high, and
the pO2 in hemorrhoidal veins is nearly arterial. Tom
Hunt has shown it is impossible to infect tissue that is
injected with raw staphylococci if the pO2 in the same
tissue is > 50 mmHg. Both he and David Knighton have
described oxygen as an antibiotic (30,31).

The reduction of intracranial pressure is facilitated by
vasoconstriction. Experimentally, Rockswold has shown
that mortality can be halved in victims of closed head
injury with Glasgow Coma Scales in the range of 4–6.
One of the major mechanisms here is a reduction of intra-
cranial pressure while continuing to oxygenate hypoxic
brain (32–36). Sukoff et al. (37) administered 100% O2,
1.5 ATA � 60 min every 24 h (maximum of 7 h) to severely
brain injured patients. This resulted in a 50% reduction in
mortality.

A paper published by Mathieu (38) has shown that the
flexibility index of red cells can be changed from 23.2 to 11.3
within 15 hyperbaric treatments. This increase in flexibil-
ity can prove quite useful in people with narrowed capil-
laries. However, whether this phenomenon plateaus at 15
treatments, its duration and underlying mechanism are
still unknown.

Nylander et al. (39) demonstrated that following com-
plete occlusion of the blood flow to rat leg for 3 h, post-
ischemic edema could be reduced by 50% if the animals are
promptly treated with hyperbaric oxygen. He also demon-
strated that the mechanism for this was preservation of
adenosine triphosphate (ATP) in the cells, which provides
the energy for the cells to maintain their osmolarity. Cianci
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(40,41). Yamaguchi, and others have underscored the
importance of ATP in preventing edema in burn. Treat-
ment twice daily has shown to be more efficacious than
treatment once a day.

Zamboni (42) and Gingrass, working at the University
of Southern Illinois, have shown the effects of hyperbaric
oxygen on speeding functional return in peripheral nerve
repair and grafting. At 6 weeks, there is a 28% improve-
ment of function in the affected leg of these rats.

Niezgoda (43) performed a randomized and double-
blinded study in human volunteers investigating the effect
of hyperbaric oxygen in a controlled burn wound model. He
demonstrated statistically significant decreases in edema
formation and wound exudate in the hyperbaric oxygen
treated group.

Finally, the mechanism for the effects of hyperbaric
oxygen in carbon monoxide poisoning (44,45) is now better
understood. Traditionally, it was felt that the mere pre-
sence of carboxyhemoglobin blocked transport of oxygen to
the tissues. However, studies by Goldbaum et al. (46) at the
Armed Forces Institute of Pathology in 1975 lead us to
different conclusions. Impairment of cytochrome A3 oxi-
dase and lipid peroxidation occurring following a reperfu-
sion injury are now suggested as the primary pathways in
the pathophysiology causing fatality. Stephen Thom (47–
50) at the University of Pennsylvania pioneered research
in this area. It appears that as carbon monoxide levels fall,
the products of lipid peroxidation rise, indicating that
brain damage is occurring only during the resuscitative
phase, thus becoming reperfusion injury. Thom demon-
strated that a period of hypotension (even though it may
only be a matter of seconds) is enough to initiate lipid
peroxidation. Oxygen at 1 atm has no effect on halting the
process. However, oxygen at 3 atm terminates lipid per-
oxidation. Patients who have been treated acutely with
hyperbaric oxygen rarely exhibit signs of delayed dete-
rioration, reported in 30–40% of severe cases treated only
with normobaric oxygen. The probable mechanism for this

is the ability of hyperbaric oxygen at three ATA to termi-
nate lipid peroxidation.

Finally, in many ways it seems paradoxical that oxygen
at high pressure, which intuitively would seem to provide
more substrate for free-radical formation, still benefits
tissues from crush injury and postischemic states. But
ironically, it is precisely this hyperbaric environment that
promotes certain so-called reactive oxygen species with
inherent protective qualities (51). More studies are cer-
tainly needed to investigate the underlying pharmacologic
benefits afforded by hyperbaric oxygen. We have only just
begun to explore and utilize a treatment modality whose
time has come.
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Figure 1. Arterial, muscle and subcuta-
neous pO2 after HBO treatment.
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INTRODUCTION

Interstitial hyperthermia or thermal therapy is a mini-
mally invasive method for the treatment of cancer. Radio
frequency (RF), microwave, laser light, or ultrasound
energy is delivered through one or more thin needle devices
inserted directly into the tumor.

Interstitial devices have the significant advantage
over external devices of being able to deliver thermal
energy directly into the target region, thereby avoiding
depositing energy into intervening nontarget tissue.
Their main disadvantage is that the needle devices
employed often deposit energy over only a small volume.
This can make it challenging to deliver an adequate
thermal dose to large target regions. This problem was
highlighted in an early radiation therapy oncology group
(RTOG) phase III trial in which only 1 out of 86 patients
was deemed to have received an adequate thermal treat-
ment (1).

These early challenges in interstitial hyperthermia
have been addressed, to some extent, through the devel-
opment of improved heating devices and more detailed
monitoring of applicator placement and dose delivery.
Quality assurance guidelines have been developed by
the RTOG to raise the quality of heating (2). The guide-
lines recommend pretreatment planning and equipment
checks, the implantation of considerations and documen-
tation, the use of thermometry, and the development of
safety procedures. Treatment procedures have also been
improved through the use of more detailed thermometry,
especially using magnetic resonance imaging approaches
(3,4).

THERMAL DOSE AND HEAT TRANSFER

The goal of interstitial thermal therapy is to deliver a
prescribed dose to a target volume. Thermal dose is defined
as equivalent minutes at 43 8C, or TD. The units of TD are
minutes, which represents the time tissue would need
to be maintained at a constant temperature of 43 8C to
have the same effect as the particular time–temperature
history that the tissue was exposed to. The thermal dose
after & minutes of heating can be calculated if the time–

temperature history is known (5),

TDðtÞ ¼
Z t

0
R43�TðtÞdt where

R ¼
0:25 for T � 43 �C

0:5 for T> 43 �C

ð1Þ
ð2Þ

�

The dose prescribed for treatment depends on whether the
heating is being used as an adjuvant to radiation or sys-
temic therapy, or whether it is being used as a stand-alone
treatment to coagulate tissue. For the former use, the dose
prescribed is typically 10–60 min (Eq. 1) and for the latter it
is usually prescribed to be > 240 min (Eq. 2). This is
because temperatures employed for adjuvant treatment
(usually referred to as hyperthermia) are in the 40–
45 8C range. For stand-alone coagulation (usually referred
to as thermal therapy or thermal ablation), temperatures
in the range of 55–90 8C are used.

The temperature (T) produced in tissue depends on the
heat deposition by the applicator, heat conduction, and
blood flow according to

rc
@T

@t
�r 
 ðkrTÞ þ v 
 rT ¼ Q

where r is the tissue mass density, r is the heat capacity of
the tissue, k is the thermal conductivity of the tissue, v is
the blood velocity profile, and Q is the heat absorbed per
unit volume. Detailed knowledge of the blood velocity
profile at the capillary level is generally unknown, and
even if it were known the calculations would require
impractically large computational resources. While several
models have been proposed to calculate heat transfer due to
perfusion, the Pennes bioheat transfer equation is most
often employed (6)

rc
@T

@t
�r 
 ðkrTÞ þ wcbðT � TbÞ ¼ Q

where w is blood mass perfusion rate, cb is the blood heat
capacity, and Tb is the temperature of the blood entering
the treatment field, and v is the velocity field of any
convective flow (e.g., as the blood in large vessels). This
equation can be used to predict the temperature in tissue,
and therefore plan thermal therapy or hyperthermia treat-
ments if the perfusion rate is known. Penne’s equation does
not accurately predict for the effect of large blood vessels
that must be modeled individually.

ELECTROMAGNETIC HEATING

The heat absorbed (or deposited) in tissue is often described
in terms of the power per unit mass. It is called the specific
absorption rate or SAR. For electromagnetic devices heat is
deposited by the motion of charges or ions. The movement
of charge depends on the electric field produced by the
applicator in tissue. In microwave and RF hyperthermia,
the applicators are driven by sinusoidally time-varying
signals. In this case, the electric field can be written in
phasor form E such that the electric field is given by,
EðtÞ ¼ RðEe jvtÞ, where R(x) is the real part of the complex
vector x, and v is the angular frequency of the driving
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signal. The SAR is then

SAR ¼ Q

r
¼ s

2r
ðE 
 E�Þ

where s is the electrical conductivity of the tissue.
The calculation of the electric field E is based on

Maxwell’s equations. For microwave devices, these equa-
tions are combined to produce the Helmholtz vector wave
equation

r�r� E � k2E ¼ 0

where k is the complex-valued wavenumber given by
k2 ¼ v2me� jvms and m is the magnetic permeability
of the medium, which for tissue is the same as the
free-space value, and e is the electrical permittivity of
the medium. The divergence free condition, r
E ¼ 0,
may have to also be explicitly imposed if the solution
technique does not inherently do this.

For RF devices, the frequency is sufficiently low that the
displacement currents can be ignored. In this case, it is
usually simpler to determine the scalar electric potential V
and from this derive the electric field, E ¼ � rV. The
electric potential obeys a Poisson-type equation

�r 
 ðkrVÞ ¼ 0

For models of both microwave and RF devices, the
governing Helmholtz or Poisson equation is imposed in a
domain with a known electric field or electric potential
specified as a boundary condition to represent the power
source. Another condition that is often imposed on the
surface of metals is that the tangential component of the
electric field is zero, n̂�E ¼ 0.

The solution of the governing equations with appropri-
ate boundary conditions is impossible for all but the sim-
plest geometries. For most practical cases, numerical
methods and computational tools are required. The finite
difference time domain (FDTD) method (7), the finite ele-
ment (FE) method (8,9), and the volume surface integral
equation (VSIE) method (10) are the most commonly uti-
lized methods for solving the governing equations in elec-
tromagnetic hyperthermia and thermal therapy. In the
FDTD method, the domain is discretized into rectangular
elements. The accuracy of a FDTD solution depends on the
size of the mesh spacing. Smaller elements produce more
accurate solutions, but also require more memory to store
the system of equations. Since the grids are rectangular,
their nonconformation to curved tissue boundaries pro-
duces a stair-casing effect. Therefore, a large number of
elements are required to model such geometries accurately.
Unlike the FDTD method, the FE method uses tetrahedral
meshes in the domain and the VSIE method uses triangular
meshes on domain surfaces. Tetrahedral and triangular
meshes are more suitable than regular finite difference
grids for three-dimensional (3D) modeling since they do
not have the stair casing effect at tissue boundaries.

RADIO FREQUENCY DEVICES

In RF, thermal therapy tissue is heated by electrical resis-
tive (or J) heating. The heating devices, or applicators, are

inserted interstitially to produce currents in the tissue. The
currents typically oscillate sinusoidally in the kilohertz or
low megahertz frequency range. As a result, this modality
is often referred to as radio frequency or RF heating. There
devices have an advantage over other interstitial devices in
their simplicity and low cost. They can operate at low
frequency, and therefore do not require complex power
generators. The RF probes, due their simplicity, tend to
have the smallest diameter of all the types of interstitial
heating probes. The RF heating technique has been exten-
sively reviewed by others (11–15).

There are several designs of RF interstitial devices,
which may be categorized into three groups. The simplest
design consists of a single electrode at a probe tip (often
referred to as a needle electrode) (9,16–20). The current
flows between a single electrode at the end of an applicator
and a large ground plate placed at a distal site. Since the
current flows between a small electrode and a large plate,
the currents are concentrated near the electrodes resulting
in SAR patterns that are localized to the electrodes as
illustrated in Fig. 1.

With these single electrode probes the coagulation dia-
meter is usually limited to � 1.6 cm. Therefore several
probes are needed to cover a larger area (21), or a single
probe can be inserted into several locations, sequentially,
during a treatment.

Since it is desirable to avoid the insertion of multiple
interstitial probes, single probes that release multiple
electrodes outward from the probe tip have been designed
to produce large coagulation volumes. Two examples of
these are the Boston Scientific (Watertown, MA; formerly
Radio Therapeutics Corporation, Mountain View, CA) RF
3000 system in which 10–12 tines are deployed from a
cannula to form an umbrella shape (Fig. 2) and the RITA
Medical Systems (Mountain View, CA) Starburst probes
with up to 9 tines. In some configurations, some of the tines
in the Starburst probes are replaced with dedicated ther-
mocouples while others are hollow electrodes through
which saline can be infused into the target region to
enhance heating. These multielectrode probes are able to
produce coagulation regions with diameters up to 7 cm,
although complete coverage of a large region can be diffi-
cult in high blood flow organs, such as the kidney (22).

The negative RTOG phase III trial, in which only 1 out
of 86 patients was deemed to have received an adequate
thermal dose (1) illustrated the need to not only increase
the target volume coverage, but also to control the heating.
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Figure 1. The heating in RF devices is caused by current flow.
Since the current flows from the heating electrode to the ground
pad, there is a high current density near the electrode due to its
small size compared to the ground pad. This results in heating that
is localized to the heating electrode.



Control is needed to enable the conformation of the heating
to irregularly shaped target volumes while avoiding nearby
organs at risk and to compensate for heterogeneous cooling
by the vasculature (23). Partial control can be achieved by
appropriate positioning of the probes and the adjustment
their power. Further control along the direction of the
probe is also needed (24,25) and multielectrode current
source (MECS) applicators have been developed to provide
this capability (26). The MECS applicators contain several
electrodes placed along their length with the amplitude
and phase of each electrode independently controlled. In
the most common configuration, the electrodes are capaci-
tively coupled (insulated) with the tissue. The electric fields
induced by the electrodes produce currents in the tissue
that cause heating. Since the electrodes are capacitively
coupled, the probes can be inserted into brachytherapy
catheters, for example, making it feasible to add interstitial
heating as a simultaneous adjuvant to brachytherapy
(interstitial radiation therapy). The electric field (and
hence current) may be induced between electrodes on
the same probe or on separate probes, or it may be induced
between the probe electrodes and a grounding plane.

MICROWAVE DEVICES

Microwave applicators can produce larger coagulation
regions than RF applicators due to their radiative nature.
However, the construction of the power generator and
matching circuitry makes these devices more complex,
and therefore more expensive. Due to this, microwave
interstitial hyperthermia has been used less often in the
clinic than RF interstitial hyperthermia.

Ryan et al. reviewed and compared several types of
microwave interstitial applicators (27) and several excel-
lent reviews of microwave interstitial thermal therapy
exist (28–32). The two most commonly used devices are
the dipole antenna and the helical antenna. The dipole
antenna is the simplest form of microwave interstitial
antenna (7,8,33). It is usually constructed from a coaxial
cable with the outer conductor removed from an end
section (typically 1 or 2 cm in length) to expose the inner
conductor (Fig. 3). A power generator feeds a sinusoidally
oscillating signal into the cable at one of the ISM fre-
quency bands between 400 MHz and 3 GHz. The inner- and

outer-conductor electrodes at the tip of the coaxial cable
act as an antenna that produces microwaves that radiate
out into the tissue. Tissue is an attenuating medium that
absorbs microwaves, and this absorbed energy is converted
into heat in the tissue.

The radiative or active length of a typical dipole inter-
stitial device is 1–3 cm. The devices produce a coagulation
region that is ellipsoidal shaped with a large axis of up to
3 cm along the length of the antenna and a small axis of
up to 2 cm diameter. The drawback of the dipole appli-
cator is that the region of highest SAR, or hot spot, is
located at the point at which the outer conductor is cut
away. Therefore, the tips of these antennas have to be
inserted past the center of the target region, and this can
be a problem if the target region is located adjacent to a
critical structure.

A further problem with dipole antennas is that the SAR
patterns are sensitive to the depth to which the antenna is
inserted into tissue (8). A second common microwave
applicator design, referred to as a helical antenna (34–
36), has been designed to make the applicator insensitive to
its insertion depth. In this applicator, one electrode is
wrapped in a helix pattern around an exposed coaxial cable
(Fig. 4). The antennas are also designed to extend the
heating pattern along the applicator and toward the tip
of the antenna compared to the dipole antenna. The SAR
pattern from a BSD Medical (Salt Lake City, UT) helical
antenna is shown in (Fig. 5). The antenna was operating at
915 MHz. The measurement was performed using the
thermographic imaging technique (37) and demonstrates
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Figure 2. A Boston Scientific (Watertown, MA; formerly Radio Therapeutics Corporation,
Mountain View, CA) insterstital RF probe with 10 tines that are deployed from the cannulus
after insertion into a target region. The deployed tines produce a coagulation zone that is larger than
the zone that can be produced by a single electrode probe. The top probe is shown with the tines
undeployed (ready for insertion) and the bottom probe shows the probe with the tines deployed (as
they would be after insertion).

Figure 3. A schematic representation of a microwave interstitial
dipole antenna applicator. The outer conductor of a coaxial cable is
stripped away to produce a radiating section.



that the heating extends along the length of the helix and
that the hot spot is close to the tip of the applicator.

Interstitial microwave applicators have the advantage
over RF applicators in the ability to use arrays of applica-
tors to dynamically steer the SAR pattern (33). For large
target volumes, several applicators can be inserted. The
heating pattern can then be adjusted by not only adjusting
the power to each applicator, but also by adjusting the
relative phase of the signal to each applicator. The phase
can be adjusted such that the microwaves produced by
the applicators interfere constructively in regions that
require heating and interfere destructively in regions that
should be spared. The predetermination of the phase
required for each applicator can be calculated during treat-
ment planning. This is a challenging calculation for appli-
cations in which tissue is electrically heterogeneous or
the placement of the applicators cannot be accurately
predicted. In these cases real-time monitoring of the treat-
ment is required and a manual or computer run feedback
control is used to set the phase of the applicators to produce
the desired heating profile.

The size of the coagulation volume is limited by the
maximum temperature in the treatment field. Since the
maximum temperature is usually located at the applicator,
it is possible to increase the coagulation volume by cooling
adjacent to the applicator. Using this technique, the cross-

section area of a coagulation volume has been noted to
increase by a factor of 2.5 in one study (38) and the
coagulation volume diameter was found to increase from
1.2 to 2.4 cm (39). In microwave heating, the cooling is
usually done by passing water or air through the catheter
containing the antenna (29,38,40). In RF heating, cooling
water is passed inside the electrode to cool the tissue near
the electrode (41,42).

In RF heating, it is also possible to increase the coagula-
tion volume by saline injection from the lumen of the
electrode (43). Since saline is electrically conductive, inject-
ing it into the tumor increases the electrical conductivity of
the tumor, and hence the SAR in the tumor. This technique
has not gained popularity due to the inability of control the
flow of saline in the tumor, resulting in irregular and
unpredictable coagulation regions being produced.

CLINICAL STUDIES WITH MICROWAVE AND RF DEVICES

Interstitial microwave and RF heating systems have been
widely used to clinically treat a variety of tumors in phase I
(34,44–47), phase II (18,32,44–49) and phase III trials
(1,50). The RF systems have been used to treat a large
range of sites, including brain (45), head and neck (1),
breast (1), myocardium (51), lung (14), liver (11,52), pan-
creas (18), prostate (48), and kidney (44,53). Microwave
systems have also been used to treat a large range of sites,
including liver (4), prostate (both carcinoma and benign
hyperplasia) (29,36), head and neck (1,32,49), brain
(34,50), breast (1), and other pelvic areas (1). The heat
treatments are used alone (29,36), or combined with exter-
nal beam radiation (54), interstitial radiotherapy (brachy-
therapy) (1,32,46), and/or chemotherapy (17). The heat
treatments are used alone (29,36), or combined with exter-
nal beam radiation (29,36,48,54,55), combined with external
beam radiation (54) or interstitial radiotherapy (brachyther-
apy) (1,32,46,48,55), and with chemotherapy (17).

The interstitial hyperthermia treatments are usually
administered under ultrasound, CT or MR guidance. Dur-
ing the treatment the hyperechoginicity of microbubbles
that can be produced at sufficiently high temperatures can
provide some real-time ultrasound feedback of the treat-
ment. Posttreatment evaluation can be performed using
contrast enhanced ultrasound, CT or MR. The vasculature
in the coagulated volume is destroyed and the destroyed
volume can be identified as an unenhanced region in the
image (41,56,57).

LASER DEVICES

First described in 1983 by Bown (58), Interstitial Laser
Photocoagulation (ILP) [sometimes referred to as Laser
Induced Thermal Therapy (LITT)] involves the use visible
or near infra-red (IR) light delivered through fibre optic
cables to heat tissue for therapeutic purposes. The ILP has
been investigated as an experimental treatment for a
variety of solid tumors including liver, breast, stomach,
pancreas, kidney, lung, and bone (59). The tissue tempera-
ture is raised causing coagulation of the target volume.
Similar to the microwave and RF cases, the production of
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Figure 4. Shown here is a BSD Medical (Salt Lake City, UT)
helical microwave applicator. The inner conductor of a coaxial
cable is extended backward in a helical pattern around the
dielectric insulator. There is no connection between the helical
section and the outer conductor.

Figure 5. The normalized SAR pattern along the coronal plane of
a BSD Medical (Salt Lake City, UT) helical applicator operating at
915 MHz. The image was provided courtesy of Claire McCann.



heat in a local volume of tissue results from the amount of
absorbed laser energy, S(r). In biomedical treatments, such
as LITT, it is the total absorbed laser energy that typically
determines the therapeutic outcome. It is equal to the
product of the local fluence rate, f(r) which is the total
photon power over all directions that pass through a point
area of space, and the absorbing characteristics, ma(r) of the
tissue (60):

SðrÞ ¼ maðrÞfðrÞ

The absorbed optical energy deposition pattern is governed
by the absorption and scattering characteristics of the
tissue. An absorption event causes the interacting mole-
cule to enter a vibrational–rotational state that results in a
transfer of energy to surrounding molecules that manifests
as a local increase in temperature (61). Absorption occurs
due to interactions with native molecules called chromo-
phores with examples including melanin, hemoglobin, and
water. In a given tissue, the concentration weighted sum of
the absorption of different chromophores leads to its bulk
macroscopic absorption. Scattering refers to a directional
change in light propagation and likely results from differ-
ences in the index of refraction in the various cellular
components, such as the between cell membranes and
the extracellular space. Here the scattering is assumed
to be elastic with no change in energy occurring during the
interaction. The statistical quantities that govern light
interactions are the scattering coefficient, ma(cm�1) and
absorption coefficient, ma(cm�1) and are defined, respec-
tively, as the probability of scattering or absorption per
average distance traveled (also known as the mean free
path). In the case of scattering, consideration is given to the
probability of scatter in a particular direction. An addi-
tional parameter known as the anisotropy factor, g, quan-
tifies this directionality by integrating the average cosine
of the scattering probability over all directions. When
g ¼ 0, scattering is isotropic. However, in the case of
biological tissues g typically lies within the range of 0.7
and 0.99 meaning that scattering typically occurs in the
forward direction. The reduced scattering coefficient,
m0

s ¼ msð1 � gÞ, allows light scattering to be approximated
as isotropic although scattering events are actually in the
forward direction. The inverse of the reduced scattering
coefficient is, therefore, the average distance that light
travels before it changes direction from its original direc-
tion of propagation (62).

In theory, Maxwell’s equations could be used to calcu-
late the scattering and absorption of the EM vector fields
due to the underlying tissue components (63). In this case,
the tissue microstructure could be modeled as random
perturbations, e1(r) in the dielectric constant around a
mean value, e0(r), with the total dielectric constant, e(r),
given by the sum of these quantities. However, in practice,
due to the complex and random composition of tissue, a
complete and accurate description of e(r) has yet to be
realized. Instead a more commonly used solution is to
consider light as a stream of neutral particles or photons
with individual quanta of energy that propagate elastically
throughout the medium. This formalism is governed by
radiative transport theory (64), and assumes light to be

monochromatic while ignoring its conventional wave char-
acteristics, such as polarization, diffraction, interference,
and fluorescence. Although incomplete, the photon model
has been shown to be consistent with experimental mea-
surements in turbid media (65).

A commonly employed model of photon propagation is
the Monte Carlo (MC) method (66), which utilizes prob-
ability distributions to simulate the propagation of thou-
sands to millions of individual photon packets based on the
optical properties of tissue to arrive at a statistical repre-
sentation of the overall light distribution. The MC is amen-
able to heterogeneous and arbitrary geometries and does
not suffer from the limiting assumptions of analytical
solutions. However, its primary disadvantage is the
requirement of long computational times, on the order of
hours to days, to achieve reasonable statistics. Regardless,
with the increasing speed of modern computers, the Monte
Carlo method remains a viable option for photon simula-
tions. The reader is referred to an excellent review by
Roggan and Muller (67) for the implementation of the
MC model for treatment planning of LITT.

Alternatively, one may employ formal solutions to the
governing equations for photon transport. The energy flow
of photons in a scattering and absorbing medium is
described by the radiative transfer equation (RTE) (64).
The RTE is an integro differential equation that describes
the energy conservation of photons within an infinitesi-
mally small volume that result from losses due to absorp-
tion and scattering as well as gains arising from photons
scattered from other directions and from the laser source.
Analytical solutions to the RTE are difficult to obtain.
Hence, various approximations have been proposed to
convert the RTE to a more mathematically tractable and
practical form. A standard technique, called the Pn approx-
imation, expands the radiance and source as a finite series
of spherical harmonics to nth order. The P1 approximation
is the simplest of these expansions and in the steady state
is also known as the diffusion approximation (63,64):

r2fð r
* Þ � ma

D
ð r
* Þfð r

* Þ ¼ � 1

D
Sð r

* Þ

Here fð r
*Þ is the photon fluence rate, while D is the photon

diffusion coefficient given by

D ¼ 1

3½m0
s þ ma�

The primary assumption of the diffusion equation, that is
linear flux anisotropy, is only accurate when the scattering
properties of the medium are much larger than the absorp-
tion properties and at locations > 1/m0

s from the source. A
number of analytical solutions to the diffusion equation
exist for simple but practical geometries. The solution for a
point source in an infinite homogeneous medium is given
by (63)

fð r
* Þ ¼ Poeð�meff rÞ

4pr

This solution is particularly useful as, assuming an
infinite medium, it may be integrated numerically to pro-
vide the light distribution of cylindrical or extended source
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of arbitrary geometries. However, it is well known that
tissue optical properties often change from their native
state after undergoing thermal coagulation. This results in
heterogeneities in optical properties that effect the overall
light distribution (68). In such cases, analytical solutions
are available only for the simplest geometries and numerical
methods such as the finite element (69), finite difference
(70), and boundary element method (71) must be employed.
A thorough discussion of these methods was given in the
preceding section for microwaves and their implementation
in the case of photon propagation is the same.

Initially, bare tipped optical fibers were used to deliver
laser light to the tumor. High temperatures immediately
adjacent to the fiber tip cause the tissue to char and form a
zone of carbonization. The charred fiber then acts as a point
heat source and the temperature of the fiber increases
significantly leading to vacuolization of the surrounding
tissue. The volume of coagulation around the fiber grows
until thermal equilibrium is reached at the edges of the
lesion. Here, the conduction of heat from the fiber is
balanced by the tissue’s ability to remove energy through
blood flow and thermal conduction.

The size of the lesion depends on the thermal conduction
properties of the tissue, but would normally be limited to
� 2 cm in diameter. Larger tumors require multiple optical
fiber implants to enable complete coverage of the tumor
volume. For example, a 4 cm diameter tumor would
require at least eight fibers to fully coagulate the tumor.

The limitations of the bare tipped fibers have been
addressed in two ways. The first was to employ a line
source geometry instead of a point source. This can be
achieved by using a diffusing tip fiber where light gradu-
ally leaks out of the fiber over an extended distance of a few
centimeters. The second approach is to restrict the tem-
perature of the fiber to lower than the charring threshold
by controlling the power delivered to the fiber. If charring is
avoided, light can propagate into the tissue resulting in
heating at a distance from the fiber and a broader SAR
pattern. These two approaches can be combined to achieve
greater lesion volumes from single fibers. Heisterkamp et
al. (72) demonstrated an almost doubling of the coagulated
volume from 4.32 cm3 (bare tipped) to 8.16 cm3 (tempera-
ture restricted diffusing tip) using such an approach.

The other major factor that affects the lesion size is the
wavelength of the light used. Somewhat counterintui-
tively, light that is less absorbed by tissue, results in
greater lesion sizes. This is because the light can penetrate
further into the tissue, and therefore directly heat at
greater distances from the fiber. The availability of high
power sources at two specific wavelengths (810 nm as
produced by diode lasers and 1064 nm as produced by
Nd:YAG lasers) has dominated the development of inter-
stitial laser thermal therapy. Wyman et al. (73) have
shown that 1064 nm light can enable the creation of
greater lesion sizes due to its greater penetration. How-
ever, Nd:YAG lasers are large, generally immobile and
inconvenient and so many have adopted 810 nm as the
wavelength of choice due to the availability of compact and
inexpensive sources. More recently 980 nm lasers have
been employed to combine mobility with greater light
penetration (74,75).

Differences between Nd:YAG and Diode lasers are only
realized if charring is avoided. Once charring and carbo-
nization has occurred the fiber acts as a point or line heat
source. There is no further light propagation into the tissue
and subsequent heating has no wavelength dependency.
In order to exploit the penetration of light into the tissue,
the fiber tip temperature must be controlled to avoid
charring. Achieving such control is somewhat challenging
asthetemperatureof thetipcanriseveryquickly inapositive
feedback loop. As charring begins, the rate of temperature
rise increases that causes an increasing rate of charring.
Robust, automatic feedback control mechanisms are neces-
sary to ensure controlled heating and lesion formation.

INTERSTITIAL ULTRASOUND

The possibility of developing interstitial ultrasound
devices for hyperthermia applications was proposed by
Hynynen in 1992 (76). The initial studies examined various
design parameters including the choice of ultrasound fre-
quency, electric and acoustic power, and catheter cooling.
As Hynynen showed (76), thin interstitial ultrasound
applicators were likely capable of heating perfused tissue
to therapeutic temperatures.

Ultrasound is a high frequency longitudinal pressure
wave that can pass relatively easily through soft tissue.
Consequently, it has been useful as an energy source for
diagnostic imaging where focussed ultrasound radiators
are used to produce high resolution images of soft tissue
abnormalities. During transmission through tissue energy
is lost due to absorption and to a much lesser extent to
scattering. The absorption is caused by friction as the
pressure wave causes relative motion of the tissue compo-
nents. These frictional forces cause heating that can be
significant if the incident ultrasound power is high enough.
The absorption, a is frequency dependent where

a ¼ a f m

and a and m are coefficients that are variable between
tissues although m is � 1.5 for most soft tissues. Rapidly
increasing absorption with frequency is the main reason
that the penetration of diagnostic imaging is limited at
very high ultrasound frequencies. Higher penetration is
also the reason that relatively low ultrasound frequencies
are used for ultrasound heating. Typically, frequencies in
the range 0.5–2 MHz have been used in external focused
ultrasound heating applications. However, this becomes
problematic for interstitial devices that are small and
resonate at high ultrasound frequencies.

Interstitial ultrasound applicators have since been
developed and are usually designed as thin tubular radia-
tors. The radiator consists of a piezoelectric material that
will resonate acoustically at a frequency f determined by
the wall diameter d:

f ¼ v

2d

where v is the speed of sound in the piezoelectric material
(e. g., 4000 m
s�1 in the piezoelectric material PZT 4A). For
interstitial applicators, thin radiators are required. A wall
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thickness of 0.2 mm, for example, would translate into an
operating frequency of � 10 MHz (76). The SAR for a
cylindrical applicator is dependent on its dimensions and
the frequency of operation as given by

SAR ¼ 2a fI0
r

r0

� �
e�2m f ðr�r0Þ

wherea is the ultrasound absorption coefficient in tissue, I0

is the intensity of ultrasound at the applicator surface, r0 is
the radius of the applicator, r is the distance from the
centre of the applicator to the point of interest and m is the
attenuation coefficient of ultrasound that includes absorp-
tion and scattering. Skinner et al. (77) have calculated and
compared the SAR of ultrasound, laser, and microwave
applicators assuming a simple cyclindrical radiation pat-
tern for each. The SAR of all these applicators is dominated
by the thin cylindrical geometry so that despite the larger
penetration depth of ultrasound, only slightly larger dia-
meter lesions can be produced. In order to overcome the
limiting geometry, new interstitial ultrasound applicators
have been developed that take advantage of the focusing
ability of ultrasound (78) or that employs acoustic match-
ing that can result in efficient transmission at multiple
frequencies (79).

The development of interstitial ultrasound applicators
is still at the preclinical stage (80,81) although larger,
intracavitary applicators are being applied in the treat-
ment of prostate cancer using a transrectal technique (82).
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HYPERTHERMIA, SYSTEMIC

R. WANDA ROWE-HORWEGE

University of Texas Medical
School
Houston, Texas

INTRODUCTION

Systemic hyperthermia is deliberate heating of the whole
body to achieve an elevated core temperature for thera-
peutic purposes. Other terms used are whole-body
hyperthermia, systemic or whole body thermal therapy,
and hyperpyrexia. The goal of systemic hyperthermia is to
reproduce the beneficial effects of fever. Typically, core
body temperatures of 41–42 8C are induced for 1–2 h, or
alternatively 39–40 8C for 4–8 h. Systemic hyperthermia,
by virtue of application to the whole body, aims to alleviate
systemic disease conditions, in contrast to local or regional
hyperthermia that treats only a specific tissue, limb, or
body region.

HISTORICAL BACKGROUND

The use of heat to treat disease goes back to ancient times.
Application of fire to cure a breast tumor is recorded in an
ancient Egyptian papyrus, and the therapeutic value of
elevated body temperature in the form of fever was appre-
ciated by ancient Greek physicians. Hippocrates wrote,
‘‘What medicines do not heal, the lance will; what the
lance does not heal, fire will,’’ while Parmenides stated,

‘‘Give me a chance to create a fever and I will cure any
disease.’’ In the first century AD, Rufus (also written as
Refus or Ruphos) of Ephesus advocated fever therapy for
a variety of diseases. Hot baths were considered thera-
peutic in ancient Egypt, Greece, Rome, China, and India
as they still are in many aboriginal cultures today, along
with burying diseased individuals in hot sand or mud.
Hot baths and saunas are an integral part of health
traditions throughout the Orient, in Indian Ayurvedic
medicine, as well as in Eastern European and Scandina-
vian countries. Following several earlier anecdotal
reports, several nineteenth century German physicians
observed regression or cure of sarcoma in patients who
suffered prolonged, high fevers due to infectious diseases.
This led to efforts to induce infectious fevers in cancer
patients, for example, by applying soiled bandages or the
blood of malaria patients to wounds. The late nineteenth
century New York physician, William Coley, achieved
cancer cures by administration of erysipelas and other
bacterial endotoxins, now known as Coley’s toxins, and
attempted to create standardized preparations of these
pyrogens (1). At around the same time, treatment of
syphilis by placing the patient in a stove-heated room,
or a heat box, became commonplace. Successful hyperther-
mic treatment of other sexually transmitted diseases, such
as gonorrhea, and neurological conditions, such as chorea
minor, dementia paralytica, and multiple sclerosis along
with arthritis, and asthma were widely reported. Interest-
ingly, it was noted by Italian physicians that upon comple-
tion of the draining of the Pontine Swamps near Rome by
Mussolini in the 1930s, not only was malaria eradicated,
but the prevalence of cancer in the area was the same as in
the rest of Italy, whereas earlier the whole malaria-
infected region was noted for its absence of cancer. It
was concluded that the frequent fever attacks common
in malaria stimulated the immune system to prevent the
development of cancers.

The science of hyperthermia became grounded in the
first few decades of the twentieth century when some of the
biological effects of elevated body temperature were eluci-
dated and attempts were made to understand and control
the therapeutic application of heat. Numerous devices
were developed to produce elevated temperatures of the
body, by a variety of physical means. After a shift in focus to
local and regional hyperthermia, there is now a resurgence
of interest in systemic hyperthermia for treatment of cancer,
as well as other systemic diseases. Whole-body hyperther-
mia treatment is now carried out at several university
centers in the United States, and Europe (Table 1), where
controlled clinical trials are being carried out. Numerous
private clinics, principally in North America, Germany,
Austria, Eastern Europe, Japan, and China also perform
systemic hyperthermia, mostly as part of holistic, alterna-
tive, treatment regimens.

PHYSICS OF SYSTEMIC HYPERTHERMIA

As shown schematically in Fig. 1, in order to achieve body
temperature elevation, there must be greater deposition
of heat energy in the body than heat energy lost from
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conduction, convection, radiation and evaporation, that is,

Q0
depDt>Q0

lossDt ð1Þ

where Q0 ¼ DQ/Dt represents the change in heat energy,
Q (measured in Joules or calories), over a time period
Dt. Net heat energy deposition in a volume element DV
of tissue of density rtis results in an increase in tem-
perature DT dependent on the specific heat of the tissue,
ctis,

Q0
dep

DV
�

Q0
loss

DV

 !
Dt ¼ ðrtisDVÞctisDT

DT ¼ ðQ0
dep � Q0

lossÞ 

Dt

rtisctis
ð2Þ

Heat deposition is the sum of the absorbed power den-
sity, Pabs, from external sources and heat generated by
metabolism, Qmet,

DQ0
dep

DV
¼ Pabsðx; y; z; tÞ þ

DQ0
met

DV
ðx; y; z; tÞ ð3Þ

If the air temperature is higher than the body surface
temperature, heat is absorbed from air surrounding the
body by the skin, as well as during respiration. Power
deposition in tissue from external electromagnetic fields
depends on the coupling of the radiation field (micro-
wave, RF, ultrasound, visible or IR light) with tissue.
The body’s metabolic rate depends on the amount of
muscular activity, the temperature, pressure and
humidity of the environment, and the size of the body.
Metabolic rate increases nonlinearly with core body
temperature, in part due to the exponential increase
of the rate of chemical reactions with temperature
(Arrhenius equation). An empirical relationship between

basal metabolic rate and core temperature has been
determined as

Basal MR ¼ 85 � 1:07ðTcoreÞ

0:5
ð4Þ

whichcanbeexploited tomaintainelevatedbodytemperatures
(2). At room temperature a human body produces � 84 W,
which increases to �162 W at a core temperature of 41.8 8C.

Heat losses from the body are often termed sensible
(convective, conductive, radiative) and insensible (evapora-
tive, latent). The primary mode of heat loss from the body is
by radiation, as described by the Stefan–Boltzmann law,

Q0
rad

DV
¼ eskinsAskinðTskin � TsÞ4 ð5Þ

where Q0
rad/DV is the power radiated, eskin is the emissivity

of the skin (radiating material), s is Stefan’s con-
stant ¼ 5.6703 � 10�8 W
m�2/K, Askin is the skin surface
area, Tskin is the temperature of the skin (radiator), and Ts

is the temperature of the surroundings (e.g., air, water,
wax). Human skin is a near perfect radiator in the IR, with
an emissivity of 0.97. At room temperature, >50% of the
heat generated by metabolism is lost by radiation; a clothed
adult loses some 50 W at room temperature. This increases
to �66% at a core temperature of 41.8 8C, as is targeted in a
number of systemic hyperthermia protocols, when the skin
temperature rises to 39–40 8C (3).

Direct transfer of body heat to the molecules around the
body (typically air) occurs by conduction, or molecular
agitation within a material without any motion of the
material as a whole, which is described by Fourier’s law,

DQ0
cond

DV
¼ kAskin

DT

Dx
ð6Þ

where DQcond is the heat energy transferred per unit
volume in time Dt, k is the thermal conductivity (W
mK�1)
of the material surrounding the body (air, water), and DT is
the temperature difference across thickness Dx of the
material. Air is a poor thermal conductor, therefore heat
loss by conduction is relatively low. On the other hand,
water has a thermal conductivity 20 times that of air at
0 8C, increasing further with temperature, therefore dur-
ing hyperthermia it is important that any water in contact
with the skin is not at a lower temperature. The relative
thermal conductivity of body tissues is important in deter-
mining thermal conduction within the body from external
sources of heat. For example, fat is a relative thermal
insulator with a thermal conductivity one third of that of
most other tissues, therefore fat bodies are slower to heat.

Convective heat transfer involves material movement
and occurs principally via blood moving heat to, or from,
the skin and other tissues, and air currents (respiratory
and environmental) moving warm air to or from the body.
Equation 7 is written for the blood,

DQ0
conv

DV
¼ rbcb½wbðx; y; z;TÞ 
 ðT � TbÞ þ Ubðx; y; z;TÞ 
 rT�

ð7Þ

where wb is the specific capillary blood flow rate, Ub is the
specific blood flow through other vessels. In the context of
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Figure 1. Schematic of heat balance mechanisms in the human
body. Body temperature is determined by the balance of metabolic
heat production plus heating from external sources, and heat
losses by radiation, evaporation, convection, and conduction.



systemic hyperthermia, where a patient is in a closed
chamber, environmental air currents can be minimized.
Heat loss by respiration, however, can amount to almost
10% of metabolic heat generation.

Another route of heat loss from the body is evaporation
of perspiration from the skin. Because of the very large
heat of vaporization of water, cooling of the blood in skin
capillaries occurs due to evaporation of sweat. Evaporation
from exhaled moisture also results in cooling of the sur-
rounding air.

DQ0
evap

DV
¼ mw

Lv

Dt
ð8Þ

where mw is the mass of the water and Lv is the latent heat
of vaporization (2.4 � 106 J
kg�1 at 34 8C). In hot condi-
tions with maximal rates of evaporation, heat loss through
evaporation of sweat can be as much as 1100 W. Heat loss
in the lungs is �10 W.

Combining the heat generation and heat loss terms
leads to a general heat transfer equation, an extension
of the classic Pennes bioheat transfer equation.

DQ0
met

DV
þ Pabs

� ��

�
DQ0

rad

DV
þ
DQ0

cond

DV
þ DQ0

conv

DV
þ
DQ0

resp

DV
þ
DQ0

evap

DV

� ��
¼ rtisctisDT ð9Þ()

into which the expressions given in Eqs. 2–8 may be sub-
stituted. Precise solution of this equation for temperature
distribution is complex and requires a number of simplifying
assumptions which have generated significant controversy
in bioheat transfer circles. Modeling of temperature distri-
butions within a body subjected to hyperthermia is also
complex because of the heterogeneity of thermal character-
istics between and within tissue, the directionality of power
application, and the dynamic nature of thermoregulation by
human body. Nonetheless, the factors governing systemic
heating of the body can be appreciated.

INDUCTION OF SYSTEMIC HYPERTHERMIA

Apart from the induction of biological fever by pathogens or
toxins, all methods of hyperthermia involve transfer of
heat into the body from an external energy source. The
required net power to raise the temperature of a 70 kg
human from 37 to 41.8 8C (2) is 400 W (5.7 mW). While the
heat absorption from these sources is highly nonuniform,
distribution of thermal energy by the vascular system
quickly results in a uniform distribution of temperature.
Indeed, systemic hyperthermia is the only way to achieve
uniform heating of tissues. Because physiological thermo-
regulation mechanisms such as vasodilation and perspira-
tion counteract attempts to increase core body temperature,
careful attention must be paid to optimizing the physical
conditions for heating such that there is efficient deposition
of heat energy in the body and, even more importantly,
minimization of heat losses. Wrapping the body in reflective
blankets, foil, or plastic film to reduce radiative and eva-
porative losses, or keeping the surrounding air moist to

minimize losses by perspiration are key techniques for
achieving a sustained increase in body temperature.

Noninvasive methods of heating include immersing the
body in hot water or wax, wrapping the body in a blanket or
suit through which heated water is pumped, placing the
patient on a heated water mattress, surrounding the body
with hot air, irradiating with IR energy, and applying RF
or microwave electromagnetic energy. These techniques
may be applied singly or in combination. For example, the
Pomp–Siemens cabinet used until recently throughout
Europe, as well as in the United States, a modification
of a device originally developed by Siemens in the 1930s,
has the patient lying on a heated water mattress under
which an inductive loop generates an RF field, all inside a
chamber through which hot air is circulated. The Russian
Yakhta-5 system applies a high frequency (13.56 MHz)
electromagnetic field through a water-filled mattress to
permit whole body heating up to 43.5 8C and simultaneous
deep local hyperthermia through additional applicators pro-
viding 40.6 MHz electromagnetic radiation. The majority of
whole-body hyperthermia systems currently in clinical use
employ IR radiation to achieve systemic heating. Invasive
approaches to systemic hyperthermia are extracorporeal
heating of blood, removed from the body via an arteriovenous
shunt, prior to returning it to the circulation, as well as
peritoneal irrigationwithheatedfluid (4).A useful schematic
summary of whole-body hyperthermia induction techniques
along with references is provided by van der Zee (5).

All of these approaches involve a period of steady
temperature increase, followed by a plateau or equilibrium
phase where the target temperature is maintained for any-
where from 30 min to several hours, and finally a cool-down
phase. Depending on the method of hyperthermia induction,
the patient may be anesthetized, consciously sedated, admi-
nistered analgesia, or not given any kind of medication at
all. An epidural block is sometimes given to induce or
increase vasodilation. During radiant heat induction, the
temperature of the skin and superficial tissues (including
tumors) is higher than the core (rectal) temperature
whereas during the plateau (maintenance) phase, the
skin–superficial tissue temperature drops below the core
temperature. As already described, heat losses due to phy-
siological mechanisms limit the rate of heating that can be
achieved. When insulation of the patient with plastic foil
was added to hot air heating, the heating time to 41.8 8C was
decreased from 230 to 150 min (65%), and further to 110 min
(48%) by addition of a warm water perfused mattress (5).
The homogeneity of the temperature distribution was also
significantly increased by the addition of insulation and the
water mattress. Noninvasive systemic hyperthermia meth-
odologies typically produce heating rates of 1–10 8C
h�1

with 2–3 8C
h�1 being most common. More rapid heating
can be achieved by the invasive techniques, at the expense of
greater risk of infection and morbidity.

COMMERCIALLY AVAILABLE WHOLE-BODY
HYPERTHERMIA SYSTEMS

A number of commercially available devices have resulted
from the development of these initially experimental
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systems. The Siemens–Pomp system has already been men-
tioned, but is no longer commercially available. Similarly,
neither the radiant heat chamber developed by Robins (3),
and marketed as the Aquatherm system, nor the similar
Enthermics Medical Systems RHS-7500 radiant heat
device, both producing far IR radiation (IR C) in a moist
air chamber, are currently being sold, though they are
still in use in several centers. A close relative is the
Iratherm2000 radiant heat chamber originally developed
by von Ardenne and co-workers (6). In this device, water-
filtered infrared radiators at 2400 8C emit their energy from
above and below the patient bed, producing near-IR (IR A)
radiation that penetrates deeper into tissue than far IR
radiation, causing direct heating of the subcutaneous capil-
lary bed. Thermal isolation is ensured by reflective foils
placed around the patient. However, note that significant
evaporative heat loss through perspiration can be a problem
with this system. Also with a significant market share is the
Heckel HT 2000 radiant heat device in which patients lie on
a bed enclosed within a soft-sided rectangular tent whose
inner walls are coated with reflective aluminum foil that
ensures that the short wavelength infrared A and B radia-
tion emitted by four radiators within the chamber uniformly
bathes the body surface. Once the target temperature is
reached, the chamber walls are collapsed to wrap around the
body, thereby preventing radiative and evaporative heat
loss, and permitting maintenance of the elevated tempera-
ture, as shown in Fig. 2.

Another radiant heat device, used mainly in Germany,
is the HOT-OncoTherm WBH-2000 whole-body hyperther-
mia unit which is a chamber that encloses all but the
patient’s head. Special light-emitting diode (LED) radia-
tors deliver computer-generated, alloy-filtered IR A wave-
lengths that penetrate the skin to deliver heat to the
capillary bed. The manufacturer claims that these wave-
lengths also preferentially stimulate the immune system.
Recently, Energy Technology, Inc. of China has released
the ET-SPACE whole-body hyperthermia system, which

produces IR A radiation in a small patient chamber into
which warm liquid is infused to help increase the air
humidity and thereby reduce perspiration losses. A num-
ber of low cost, far infrared, or dry, saunas are being sold
to private clinics, health clubs, and even individuals for
treatment of arthritis, fibromyalgia, detoxification, and
weight loss. Examples are the Smarty Hyperthermic
Chamber, the TheraSauna, the Physiotherm, and the
Biotherm Sauna Dome. Table 2 summarizes features of
these commercially available whole-body hyperthermia
devices.

BIOLOGICAL EFFECTS OF SYSTEMIC HYPERTHERMIA

An understanding of the biological effects of systemic
hyperthermia is critical to both its successful induction
and to its therapeutic efficacy. Systemic responses to body
heating, if not counteracted, undermine efforts to raise
body temperature, while cellular effects underlie both
the rationale for the use of hyperthermia to treat specific
diseases, and the toxicities resulting from treatment.
Although improved technology has allowed easier and
more effective induction of systemic hyperthermia, most
of the recent clinical advances are due to better under-
standing and exploitation of specific biological phenomena.

Physiological Effects of Elevated Body Temperature

The sympathetic nervous system attempts to keep all parts
of the body at a constant temperature, tightly controlled by
a central temperature ‘set point’ in the preoptic–anterior
hypothalamus and a variety of feedback mechanisms. The
thermostat has a circadian rhythm and is occasionally
reset, for example, during fever induced by infectious
agents and endotoxins, but not in endogenously induced
hyperthermia. Occasionally, it breaks down completely as
in malignant hyperthermia or some neurological disorders
affecting the hypothalamus. Ordinarily, when core body
temperature rises, the blood vessels initially dilate, heart
rate rises, and blood flow increases in an effort to transport
heat to the body surface where it is lost by radiation,
conduction, and convection. Heart rate increases on average
by 11.7 beats
min�1
 8C�1 and typically remains elevated for
several hours after normal body temperature is regained.
Systolic blood pressure increases to drive the blood flow, but
diastolic pressure decreases due to the decreased resistance
of dilated vessels, thus there is an increase in cardiac
output. Heart rate and blood pressure must therefore be
monitored during systemic hyperthermia, and whole-body
hyperthermia is contraindicated in most patients with
cardiac conditions. Interestingly, hyperthermia increases
cardiac tolerance to ischemia/reperfusion injury probably
due to activation of manganese superoxide dismutase
(Mn-SOD) and involvement of cytokines.

Respiration rate also increases and breathing becomes
shallower. Perspiration results in evaporation of sweat
from the skin and consequent cooling, while the respiration
rate increases in order to increase cooling by evaporation of
moisture from expired air. Weight loss occurs despite fluid
intake. There is a decrease in urinary output and the urine
has a high specific gravity, concentrating urates and
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Figure 2. Heckel HT-2000 radiant heat whole body hyperthermia
system. Unit at the University of Texas Medical School at Houston.
Patient is in the heat maintenance phase of treatment, wrapped in
the thermal blankets which form the sides of the chamber during
active heating.
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fü
r

A
n

g
ew

a
n

d
te

M
ed

iz
in

is
ch

e
F

or
sc

h
u

n
g
,

G
m

b
H

h
tt

p
:/

/w
w

w
.a

rd
en

n
e.

d
e/

m
ed

_e
n

g
/

Ir
a
th

er
m

8
0
0

4
IR

ra
d

ia
to

rs
(I

R
A

)
3
7
–
3
8

P
h

y
si

ca
l

m
ed

ic
in

e,
co

m
p

le
m

en
ta

ry
m

ed
ic

in
e,

on
co

lo
g
y

Ir
a
th

er
m

1
0
0
0

6
IR

ra
d

ia
to

rs
(I

R
A

)
3
7
–
3
9

Ir
a
th

er
m

2
0
0
0

1
0

IR
ra

d
ia

to
rs

(I
R

A
)

3
7
–
4
2

47



phosphates. In endogenously induced hyperthermia, but
not in fever, glomerular filtration, as evidenced by the
creatinine clearance, decreases with increasing tempera-
ture. As already mentioned, metabolic rate increases non-
linearly with temperature, which leads to an increase in
blood sugar, decreased serum potassium levels, and
increased lactic acid production. All the above normal
physiological effects may be enhanced or counteracted by
anesthesia or sedation, as well as by disease states such as
cancer because of drugs used in treatment or intrinsic
pathophysiological consequences of the disease.

At �42.5 8C, the normal thermocompensatory mechan-
isms break down and the body displays the symptoms of
advanced heat stroke, namely, lack of sweating, rapid
heart beat, Cheyne–Stokes breathing, central nervous
system disfunction, and loss of consciousness. Ultimately,
breathing ceases despite the continuation of a heart beat.

Cellular Thermal Damage

When temperature is increased by a few degrees Celcious,
there is increased efficiency of enzyme reactions (Arrhe-
nius equation), leading to increased metabolic rates, but at
temperatures > 40 8C molecular conformation changes
occur that lead to destabilization of macromolecules and
multimolecular structures, for example, to the side chains
of amino acids in proteins, which in turn inhibit enzyme
action. Small heat shock proteins (HSP) interact with the
unfolding proteins to stabilize them and prevent their
aggregation and precipitation. Eventually, however, at
�42 8C, complete denaturation of proteins begins that
totally disrupts many molecular processes, including deox-
yribonucleic acid (DNA) repair. Thus systemic hyperther-
mia can have significant effects when paired with drugs
that cause DNA damage (e.g., for chemotherapy of cancer).

Membranes are known to be extremely sensitive to
heat stress because of their complex molecular composi-
tion of lipids and proteins. At a certain temperature, lipids
change from the tightly packed gel phase to the less
tightly packed liquid crystalline phase, and permeability
of the cell membrane (membrane fluidity) increases. As
temperature increases further, the conformation of proteins
also becomes affected, eventually resulting in disorderly
rearrangement of the lipid bilayer structure and receptor
inactivation or loss. Temperature changes of �5 8C are
necessary to cause measurable changes in normal cell
membrane permeability. Heat-induced cell membrane per-
meability can be exploited to increase drug delivery, for
example, transdermally, or into tumor cells. Increased vas-
cular permeability due to thermal increase of endothelial
gap size also aids drug delivery into tumors. At higher
temperatures, heat damage to membranes can cause cell
death, but it will also interfere with therapeutic approaches
that depend on membrane integrity (e.g., receptor targeted
drug delivery, antibodies, etc.). Irreversible disruption of
cytoplasmic microtubule organization and eventual disag-
gregation, as well as disruption of actin stress fibers and
vimentin filaments, occur at high temperatures (43–45 8C)
above those used in whole-body hyperthermia, but these
cytoskeletal effects are of concern with loco-regional hyper-
thermia.

A variety of effects in the cell nucleus also occur at high
temperatures (>41 8C) including damage to the nuclear
membrane, increases in nuclear protein content, changes
in the structure of nucleoli, inhibition of DNA synthesis
and chromosomal damage in S-phase. These changes in
nuclear structure compromise nuclear function and may
cause cell death, though they are unlikely to be significant
at the temperatures achieved in systemic hyperthermia.
Disaggregation of the spindle apparatus of mitotic cells
may be responsible for the high thermal sensitivity of cells
in mitosis, as well as in S phase. Hyperthermic inactivation
of polymerase b, an enzyme primarily involved in DNA
repair, is sensitized by anesthetics and may have a role to
play in the enhancement of the effects of ionizing radiation
by systemic hyperthermia, as well as in augmenting the
cytotoxic effect of drugs that cause DNA damage.

Metabolic Effects

Moderate increases in temperature lead to increased cel-
lular reaction rates, which may be seen as increased oxy-
gen consumption and glucose turnover. In consequence,
cells may become deprived of nutrients, the intracellular
ATP concentration falls, accumulation of acid metabolites
increases pH, and thermal sensitivity increases. Such
conditions are found in tumors and may contribute to their
sensitivity to heat. Further acidifying tumor cells during
hyperthermic treatment seems a promising approach as is
discussed further below. At high temperatures, the citric
acid cycle may be damaged leading to other acidic meta-
bolites. Increased plasma acetate has been measured fol-
lowing clinical whole-body hyperthermia treatments,
which reduces both release of fatty acids from adipose
tissue into plasma and subsequent lipid oxidation.

Endocrine Function

Increases in plasma levels of an array of hormones have
been noted after whole-body hyperthermia. Increased
ACTH levels appear to be accompanied by increased levels
of circulating endorphins. This may explain the sense of
well-being felt by many patients after systemic hyperther-
mia treatment, and the palliative effect of hyperthermia
treatments for cancer. Increased secretion of somatotropic
hormone after systemic hyperthermia has also been mea-
sured (7).

Thermal Tolerance

Thermal tolerance is a temporary state of thermal resis-
tance, common to virtually all mammalian cells, which
develops after a prolonged exposure to moderate tempera-
tures (40–42 8C), or a brief heat shock followed by incuba-
tion at 37 8C, and also certain chemicals. The decay of
thermotolerance occurs exponentially and depends on the
treatment time, the temperature, and the proliferative
status of the cells. Several days are usually required for
baseline levels of heat sensitivity to be regained, which has
important implications for fractionated therapy. When pH
is lowered, less thermal tolerance develops, and its decay is
slower. Thus the long periods at moderate temperature
achieved by clinical systemic hyperthermia systems should
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induce thermal resistance in normal cells, while the acidic
parts of tumors should be relatively unaffected. This has
not, however, been studied clinically. The mechanisms
involved in the induction of thermotolerance are not well
understood, but there is mounting evidence that heat shock
proteins are involved.

Step-Down Sensitization

Another distinct phenomenon is step-down sensitization in
which an exposure of cells to temperatures >43 8C results
in increased sensitivity to subsequent temperatures of
42 8C or lower. This can be important clinically for local
and regional hyperthermia if there are marked variations
in temperature during the course of treatment, the mag-
nitude of the effect depending on the magnitude of the
temperature change. It has been suggested that this phe-
nomenon could be exploited clinically by administering a
short, high temperature treatment prior to a prolonged
treatment at a lower temperature, thereby reducing pain
and discomfort. Since temperatures >43 8C cannot be tol-
erated systemically, a local heat boost would be required to
takeadvantageof this effect for whole bodyhyperthermia. So
far, there is no evidence that tumor cells are differently
sensitized by step-down heating than normal cells.

Effect of Hyperthermia on Tumors

It was initially thought that tumor cells have intrinsically
higher heat sensitivity than normal cells, but this is not
universally true. Although some neoplastic cells are more
sensitive to heat than their normal counterparts, this
appears to be the case at temperatures higher than those
used in systemic hyperthermia. Tumors in vivo, on the
other hand, often do have a higher thermal sensitivity than
normal tissues because of abnormal vasculature (reduced
blood flow), anaerobic metabolism (acidosis), and nutrient
depletion. Due to their tortuous and poorly constructed
vasculature, tumors have poor perfusion, thus heat dis-
sipation by convection is reduced. At high temperatures
(43 8C and up) this means that tumors become a heat
reservoir with a consequent rise in temperature, which
if maintained for too long damages the microcirculation
and further impairs convective heat loss. Also increased
fibrinogen deposition at damaged sites in the vascular wall
leads to clusion of tumor microvessels. Significant heating
of the tumor cells results, which may be directly cytotoxic.
Additionally, the impaired blood flow brings about acidosis,
increased hypoxia and energy depletion all of which
increase the heat sensitivity of tumor cells (8). At lower
temperatures, typical of those achieved in whole-body
hyperthermia, blood flow increases (9) though the mechan-
ism is not well understood. For these reasons, along with
the historical evidence for antitumor effects of fever and the
metastatic nature of malignant disease, cancer has become
the main focus of systemic hyperthermia.

Systemic hyperthermia results in increased delivery of
drugs to tumor sites because of increased systemic blood
flow. It can also increase blood vessel permeability by
increasing the effective pore size between the loosely bound
endothelial cells forming tumor microvessels, permitting
larger molecules, such as nanoparticles and gene therapy
vectors, to pass into the interstitium (10). Figure 3 shows
increased uptake of 210 nm liposomes in rat breast tumors
after 1 h of 41.5 8C whole-body hyperthermia. Heat may
also be toxic to endothelial cells, resulting in a transient
normalization of vascular architecture and improvement
in blood flow (11). Another barrier to drug delivery is the
high interstitial pressure of many tumors. Since whole-
body hyperthermia, even at fever-range temperatures,
causes cell death (apoptosis and necrosis) within tumors
it reduces the oncotic pressure allowing greater penetration
of large molecules. Table 3 summarizes the interactions of
systemic hyperthermia which facilitate nanoparticle deliv-
ery to tumors.
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Figure 3. Increase in tumor uptake of large liposomes after 1 h
of 41.5 8C whole-body hyperthermia. Systemic heat treatment
increased the effective pore size from �210 to 240 nm. Because
of the large pore size in MTLn3 tumors, 100 nm (average diameter)
liposomes were able to pass into the tumor equally well at normal
and elevated temperatures. The increased effective pore size due
to hyperthermia allowed larger 200 nm liposomes, which were
partially blocked at normal temperatures, to pass more effectively
into the tumor.

Table 3. Whole-Body Hyperthermia Facilitates Nanoparticle Therapy

Heat Interaction Therapeutic Effect

" Blood flow " Nanoparticle delivery to tumor
" In endothelial gap size " Nanoparticles in interstitium
" Endothelial cell apoptosis/necrosis ! transient normalization of vasculature " Nanoparticles in interstitium
" Tumor cell apoptosis/necrosis # oncotic pressure " Nanoparticles in interstitium
Temperature-dependent " in permeability of liposome bilayer " And synchronization of drug release
Cellular and molecular effects in tumor " Drug in tumor cell " drug efficacy
Direct interactions with drug " Drug efficacy



Whole-Body Hyperthermia and the Immune System

An increase in ambient temperature can serve as a natural
trigger to the immune system and it appears that the thermal
microenvironment plays a critical role in regulating events in
the immune response. The early work of Coley on cancer
therapy with infectious pyrogens implicated fever-induced
immune stimulation as the mediator of tumor responses (1).
While there have been numerous in vitro studies of the effect
of temperature on components of the immune system, indi-
cating that the thermal milieu regulates T lymphocytes,
natural killer (NK) cells, and dendritic cells (DC), in vivo
examinations of the immune effects of systemic hyperther-
mia are relatively few. Initial animal model studies con-
cluded that whole-body hyperthermia resulted in
immunosuppression, but high temperatures were used,
tumors were mostly immunogenic, and immune response
was merely inferred from the incidence of metastatic spread
rather than from measurement of specific markers of
immune system activation. The majority of in vivo studies
in animals provide evidence of a nonspecific host reaction
in response to hyperthermia in which both T and B
lymphocytes, as well as macrophages, are involved (12).
Although NK cells are intrinsically more sensitive in vitro
to heat than B and T cells, their activation by systemic
hyperthermia has been observed. Microwave induced
whole-body hyperthermia of unrestrained, unanesthe-
tized mice at 39.5–40 8C for 30 min, three or six times
weekly, resulted in increased NK cell activity and reduced
pulmonary metastasis in tumor-bearing mice, but none in
normal mice (13). Evidence for hyperthermia-induced
human tumor lysis by IL-2 stimulated NK cells activated
by HSP72 expression also exists (14). Increased numbers
of lymphocyte-like cells, macrophages, and granulocytes
are observed in the tumor vasculature and in the tumor
stroma of xenografts and syngeneic tumors in mice imme-
diately following a mild hyperthermia exposure for 6–8 h.
In the SCID mouse/human tumor system tumor cell
apoptosis seen following treatment was due largely to
the activity of NK cells. The investigators hypothesize
heat dilatation of blood vessels and increased vessel per-
meability may also give immune effector cells greater
access to the interior of tumors (15). In balb/C mice,
fever-range whole-body hyperthermia increased lympho-
cyte trafficking, resulting in early responsiveness to anti-
gen challenge (16). Thus systemic hyperthermia may be
an effective, nontoxic adjuvant to immunotherapy.

A recent clinical study examined the effect of whole-
body hyperthermia combined with chemotherapy on the
expression up to 48 h later of a broad range of activation
markers on peripheral blood lymphocytes, as well as serum
cytokines and intracellular cytokine levels in T cells, and
the capacity of these cells to proliferate. Immediately after
treatment with 60 min of 41.8 8C WBH as an adjunct to
chemotherapy, a drastic but transient, increase in periph-
eral NK cells and CD56þ cytotoxic T lymphocytes was
observed in the patients’ peripheral blood. The number
of T cells then briefly dropped below baseline levels, a
phenomeonon that has also been observed by others (17).
A marked, but short-lived, increase in the patients’ serum
levels of interleukin-6 (IL-6) was also noted. Significantly

increased serum levels of tumor necrosis factor-alpha
(TNF-alpha) were found at 0, 3, 5 and 24 h posttreatment.
Further immunological consequences of the treatment
consisted of an increase in the percentage of peripheral
cytotoxic T lymphocytes expressing CD56, reaching a max-
imum at 48 h post-WBH. Furthermore, the percentage of
CD4+ T cells expressing the T cell activation marker CD69
increased nearly twofold over time, reaching its maximum
at 48 h. Since similar changes were not observed in
patients receiving chemotherapy alone, this study pro-
vided strong evidence for prolonged activation of human
T cells induced by whole-body hyperthermia combined with
chemotherapy (18).

Activation of monocytes has been observed following hot
water bath immersion such that response to endotoxin
stimulation is enhanced with concomitant release of
TNF-a. Macrophage activation and subsequent lysosomal
exocytosis were observed in the case of a patient treated for
liver metastases by hyperthermia. Lysosomal exocytosis
induced by heat may be an important basic reaction of the
body against bacteria, viruses, and tumor growth and was
proposed as a new mechanism of thermally induced tumor
cell death mediated by an immune reaction (19).

Several investigators have suggested that the immune
changes seen during in vivo whole-body hyperthermia are
mediated by elevations in the plasma concentrations of
either catecholamines, growth hormone, or beta-endorphins.
In volunteers immersed in a heated water bath, neither
recruitment of NK cells to the blood, nor the percentages
or concentrations of any other subpopulations of blood mono-
nuclear cells were altered by hormone blockade. However,
somatostatin partly abolished the hyperthermia induced
increase in neutrophil number. Based on these data and
previous results showing that growth hormone infusion
increases the concentration of neutrophils in the blood, it
was suggested that growth hormone is at least partly
responsible for hyperthermia induced neutrophil increase.
A similar study suggested that hyperthermic induction
of T lymphocytes and NK cells is due to increased secre-
tion of somatotropic hormone (7).

The peripheral blood level of prostaglandin E2 (PGE2),
which may act as an angiogenic switch, transforming a
localized tumor into an invasive one by stimulating new
blood vessel growth, and which also has an immunosup-
pressive effect, is elevated in patients with tumors com-
pared to healthy control subjects. In a clinical study of
cancer patients receiving 1–2 h of 41.8–42.5 8C whole-body
hyperthermia, or extracorporeal hyperthermia, blood
levels of PGE2 decreased markedly after treatment and
correlated with tumor response (20).

In addition to their role as protectors of unfolding
proteins, extracellular heat shock proteins (HSP) can act
simultaneously as a source of antigen due to their ability to
chaperone peptides and as a maturation signal for dendri-
tic cells, thereby inducing dendritic cells to cross-present
antigens to CD8þ T cells (21). Heat shock proteins can also
act independently from associated peptides, stimulating
the innate immune system by eliciting potent proinflam-
matory responses in innate immune cells. The heat shock
response also inhibits cyclooxygenase-2 gene expression at
the transcriptional level by preventing the activation of
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nuclear factor-kappaB (NFkB) (22). Thermal upregulation
of HSPs (HSP70 and HSP110) is strongest in lymphoid
tissues and may relate to the enhanced immune responses
that are observed during febrile temperatures. It has been
proposed that local necrosis induced by hyperthermic
treatment induces the release of HSPs, followed by uptake,
processing and presentation of associated peptides by den-
dritic cells. By acting as chaperones and as a signal for
dendritic cell maturation, HSP70 might efficiently prime
circulating T cells. Therefore, upregulating HSP70 and
causing local necrosis in tumor tissue by hyperthermia
offers great potential as a new approach to directly activate
the immune system, as well as to enhance other immu-
notherapies (23,24).

CLINICAL TOXICITIES OF WHOLE-BODY HYPERTHERMIA
TREATMENT

At fever-range temperatures, adverse effects of systemic
hyperthermia treatment are minimal however, at higher
temperatures they can be significant, even fatal. On the
other hand, the teratogenic effects (birth defects, still
births, spontaneous abortions) and 8Cular damage (catar-
act induction) resulting from electromagnetic fields used in
local hyperthermia are not seen in systemic hyperthermia.
The transient cardiorespiratory effects of elevated tem-
perature can, however, lead to severe toxicity. Elevated
heart rate, especially at high temperatures may result in
arrythmias or ischemic heart failure, consequently
patients have to be very carefully screened with regard
to their cardiac status. Beta blockade has generally been
found to be deleterious although infusion of esmolol has
been safely carried out (25). Pulmonary hypertension and
edema due to capillary leak may also be seen, but like the
cardiac effects, these return to baseline a few hours after
treatment. Increased serum hepatic enzymes have been
noted, but these may be cancer related. All these toxicities
are less prevalent or less severe with radiant heat systems,
particularly at lower temperatures, and when light con-
scious sedation is used rather than general anesthesia. For
example, decreased platelet count, decreased plasma fibri-
nogen, and other factors leading to increased blood clotting
have been noted, particularly in extra-corporeal hyper-
thermia, but also with other methods of heating carried
out under inhalation-administered anesthesia drugs.
On the other hand, with whole-body hyperthermia under
conscious sedation there is no evidence of platelet
drops (26) and animal studies even show platelet stimula-
tion providing protection against radiation induced
thrombocytopenia.

Since systemic hyperthermia is almost never used as a
single treatment modality, it is important to recognize that
whole-body hyperthermia combined with radiation and
chemotherapy can enhance some of the toxicities asso-
ciated with these modalities. For example, the cardiotoxi-
city of doxorubicin and both the renal toxicity and
hematological toxicity of platinum agents may increase
under hyperthermia (27), while the muscle and peripheral
nervous system effects of radiation and some drugs can also
be enhanced (28). Bone marrow suppression is the limiting

toxicity of many chemotherapy drugs but there is little data
to suggest that whole body hyperthermia exacerbates this
effect. On the contrary, the synergy of hyperthermia with
several chemotherapy agents may mean that lower doses
can be used, resulting in less toxicity. For example, sys-
temic hyperthermia combined with carboplatin achieves
therapeutic results without elevation of myelosuppression
and responses have occurred at lower than normal doses
(29). Pressure sores can easily develop at elevated
temperatures thus care must be taken not only in patient
placement and support, but also with application of mon-
itoring devices. If heat dissipation is locally impaired, for
example, at pressure points, hot spots occur that can lead to
burns. This is rarely a problem with fever-range whole-
body hyperthermia, but in anesthetized patients under-
going high heat regimens burns are not uncommon.

Following systemic hyperthermia treatments, malaise
and lethargy are almost universally experienced although
these may be counteracted by pain relief and a sense of
well-being due to released endorphins. However, the faster
the target temperature is reached, the less the exhaustion
(6), thus attention to minimizing heat dissipation during
the heat-up phase and using efficient heating devices, such
as those that generate heat by several mechanisms (e.g.,
radiant heat and EM fields), add a regional heat boost, or
produce near-IR radiation that is preferentially absorbed,
is advantageous to patient well being. Fever after treat-
ment in the absence of infectious disease is not uncommon
and may be associated with an inflammatory response to
tumor regression. Nausea and vomiting during the first
couple of days after treatment are also common. Outbreaks
of herpes simplex (cold sores) in susceptible individuals
have also been noted, but are easily resolved with acyclovir.

THERMAL DOSE

The definition of dose for systemic hyperthermia is proble-
matic. An applied dose would be the amount of heat energy
generated or delivered to the body but even if it can be
measured, this quantity does not predict biological effects.
By analogy with ionizing radiation, the absorbed dose
would be amount of thermal energy absorbed per unit
mass of tissue (J
kg�1), however, this is not a quantity
that can be readily measured, or controlled, neither would
it necessarily predict biological effects. As indicated in the
previous sections, the effects of systemic hyperthermia
depend on (1) the temperature, and (2) the duration of
heating, but not on the energy required to produce the
temperature rise. This leads to the concept of time at a
given temperature as a practical measure of dose. In
reality, however, temperature is seldom constant through-
out a treatment, even in the plateau phase of systemic
hyperthermia, so time at temperature is at best a crude
measure. Nonetheless, it is the one that is used most often
clinically for whole-body hyperthermia because of its sim-
plicity. Ideally, the dose parameter should allow for com-
parison of treatments at different temperatures. Based on
the Arrhenius relationship and measured cell growth inhi-
bition curves, the heating time at a given temperature
relative to the heating time at a standard temperature or
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thermal dose equivalent (TDE), was defined empirically as,

T1 ¼ t2 
 RðT1�T2Þ ð10Þ

A discontinuity occurs in the temperature-time curves
between 42 and 43 8C for both cells in culture and heated
tissues, thus the value of R changes for temperatures above
the transition: R � 2< 42.5 8C and R � 5> 42.5 8C in vitro
while for in vivo heating studies, R ¼ 2.1 below the transi-
tion temperature and 6.4 above 42.5 8C. In practice, a finite
time is required for the body or tissue of interest to reach the
target temperature, temperature fluctuates even after the
target temperature is reached, and there is a cooling period
after heating ceases. If the temperature is measured fre-
quently throughout treatment, the temperature–time
curves can be integrated to provide the accumulated ther-
mal dose that produces an equivalent effect to that resulting
from holding the cells–tissue at a constant reference tem-
perature for a given a period of time:

t43 ¼
Zt f

ti

R43�TðtÞdt ð11Þ

where ti and tf are the initial and final times of the heating
procedure (30). This thermal isoeffect dose (TID) is usually
expressed in minutes is sometimes known as the tdm43 or
the cumulative equivalent minutes (CEM 43 8C). While a
biological factor has now been built in to the dose measure,
and the integrated TID allows for temperature variations
during heat-up and cool-down phases, it does not take into
account thermal tolerance and step-down sensitization. Nor
is it particularly relevant to clinical whole-body hyperther-
mia where multiple physical and biological effects combine
in a complex manner although for a given patient, time–
temperature profiles are generally reproducible from one
treatment to another. A further modification attempts to
take into account temperature inhomogeneity through the
measurement of temperature at multiple sites and defining
T90, namely, that temperature exceeded by 90% of the
measurements (or correspondingly 20%: T20; or 50%:
T50). The TID is then expressed as cumulative equivalent
minutes that T90 is equal to 43 8C (CEM 43 8C T90) (31).

The efficiency of adjuvant hyperthermia in enhancing
the biological effectiveness of other treatments is often
reported in terms of the thermal enhancement factor
(TEF) or thermal enhancement ratio (TER). This quantity
is defined in terms of the isoeffect dose as,

TER ¼

dose of treatment to achieve

a given endpoint

dose of treatment with heat

to achieve the same endpoint

ð12Þ

In clinical and laboratory studies, the TER is often
computed on the basis of isodose rather than isoeffect,
for example, in the case of hyperthermia plus drug
induced arrest of tumor growth, TER ¼ TGDHT/TGTRT,
where TGDHT is the tumor growth delay due to
hyperthermia plus chemotherapy, and TGTRT is the
tumor growth delay resulting from chemotherapy at room
temperature. Similarly, the enhancing effect of hyperther-

mia on radiation treatment may be expressed through
TER ¼ D0HT/D0RT or TER ¼ LD50HT/LD50RT, where D0
is the time required to reduce survival to 1/e of its initial
value, and LD50 is the lethal dose to 50% of cells.

TEMPERATURE MEASUREMENT

Since systemic hyperthermia achieves a uniform tempera-
ture distribution, except for possible partial sanctuary sites,
thermometry for systemic hyperthermia is much less chal-
lenging than for regional or intracavitary hyperthermia, but
it is still important to prevent adverse effects, especially
burns. Also, convection can induce steep thermal gradients,
especially around major blood vessels, so that careful place-
ment of temperature probes is required. Most practitioners
of whole-body hyperthermia measure temperature in sev-
eral locations, typically the rectum, the esophagus, and at
several skin sites. During heat-up, the esophageal tempera-
ture is usually 1–2 8C higher than the rectal temperature,
but during plateau phase it drops to 0.5–1.5 8C below the
rectal temperature. Continuous and accurate temperature
measurement is particularly important when temperatures
>418C are to be achieved, as critical, life-threatening
changes can occur in minutes or even seconds and over
changes in temperature of as little as 0.1–0.2 8C because of
the nonlinear response to temperature. For moderate tem-
perature systemic hyperthermia, temperature measure-
ment to within 0.1 8C is usually adequate, but a precision
of 0.01 8C is desirable when heating to >41 8C and also
allows determination of the specific absorption rate from the
slope of the temperature versus time curve. The tempera-
ture measuring device must be insensitive to all other
influences, such as ambient temperature, moisture, nearby
electromagnetic fields, and so on and satisfying this criter-
ion can be difficult. Frequent calibration of thermometers in
the working range of temperatures is important since some
thermometers appear fine at 30 8C, but drift substantially at
40 8C and above. Stringent quality control of any thermo-
metry system is required to monitor accuracy, precision,
stability, and response time.

Table 4 summarizes the different types of thermometer
probes available for internal and external body tempera-
ture measurements, and their relative merits and disad-
vantages for systemic hyperthermia. Thermistors are most
often used for standard temperature monitoring sites while
thermocouples are used for tumor or other intra-tissue
measurements. Recently, noninvasive methods of tem-
perature measurement have been developed that are
beginning to see application in hyperthermia. Thermogra-
phy provides a two-dimensional (2D) map of surface tem-
perature by measurement of infrared emission from the
body, though deep-seated hot structures may be visualized
because of heat carried by blood flow from the interior heat
source to the skin. It is useful to detect skin hotspots and
therefore in burn prevention. Since temperature-induced
changes in the mechanical properties of tissue lead to
altered ultrasound propagation velocity, mapping of ultra-
sound velocity can also provide a visual map of tempera-
ture. Tomographic reconstruction of 2D or 3D temperature
is theoretically possible, but it is difficult in practice
because of the heterogeneity of tissue characteristics. A
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number of magnetic resonance (MR) techniques have been
used for thermal mapping and BSD Medical and SIEMENS
Medical Systems have collaborated to develop a hybrid
hyperthermia/MRI system, although it is not a whole-body
hyperthermia machine. Currently, the most widely
accepted MR technique is the proton resonance frequency
(PRF) method that exploits the temperature dependence of
the chemical shift of water. Unlike the value of the water
spin-lattice relaxation time or the molecular diffusion
coefficient, both of which have been used for MRI tempera-
ture measurements, the thermal coefficient relating tem-
perature to the water chemical shift has been shown to be
essentially independent of tissue type and physiological
changes induced by temperature (32). Recently an inter-
leaved gradient echo–echo planar imaging (iGE-EPI)
method for rapid, multiplanar temperature imaging was
introduced that provided increased temperature contrast-
to-noise and lipid suppression without compromising spa-
tio-temporal resolution (33).

CLINICAL EXPERIENCE

Cancer

Systemic hyperthermia has been used mostly for treatment
of cancer because of its potential to treat metastatic dis-
ease. Initial treatments aimed to produce direct killing of
tumor cells based on the premise, now understood not to be
universally true, that cancer cells are more susceptible to
elevated temperatures than normal cells, and the higher
the temperature the greater the tumor cell kill. Maximally
tolerated temperatures of 41.5–42 8C were therefore main-
tained for 1–2 h as the sole treatment. Response rates were,
however, disappointing. Tumor regressions were observed
in less than half the cases, no tumor cures were achieved,
and remissions were of short duration. It became apparent
that the heterogeneity of cell populations within tumors,
along with micro-environmental factors, such as blood/
nutrient supply, pH, and oxygen tension prevent the ther-
motoxic results achieved in the laboratory. Consequently,
the focus of research on systemic hyperthermia shifted to
using hyperthermia as an adjunct to other cancer thera-
pies, principally chemotherapy and radiotherapy. It is
important to note that because of the experimental status
of systemic hyperthermia treatment for cancer, almost all
clinical trials, summarized in Table 5, have been performed
on patients with advanced disease for whom whole-body
hyperthermia, either as a sole therapy, or as an adjunct, is
a treatment of last resort. In these cases, any response
whatsoever is often remarkable. Nonetheless, a number of
hyperthermia centers in Europe have discontinued sys-
temic hyperthermia because the high temperature proto-
cols required intensive patient care and led to unacceptable
toxicities, especially in light of the efficacy and reduced
toxicities of newer generation chemotherapies. Large, ran-
domized, multicenter, Phase III trials are, however, needed
to firmly establish the benefits of systemic hyperthermia in
conjunction with chemotherapy and radiation. Also, vali-
dation and optimization of fever-range temperature proto-
cols are much needed.

Systemic Hyperthermia and Chemotherapy. The bene-
ficial interaction of hyperthermia with several classes of
chemotherapy agents, acting via several mechanisms as
summarized in Table 6, has spurred a variety of thermo-
chemotherapy regimens and several clinical trials of sys-
temic hyperthermia and chemotherapy are ongoing. While
the results have been mixed, elevated response rates were
recorded in the treatment of sarcoma when systemic
hyperthermia was combined with doxorubicin and cyclo-
phosphamide (54) or BCNU (34). Systemic hyperthermia is
the only way to heat the lung uniformly, and impressive
response rates and increased durations of response have
been achieved in both small cell and nonsmall cell lung
cancer treated with the combination of whole body
hyperthermia at 41 8C for 1 h with adriamycin, cyclopho-
sphamide, and vincristine (ACO protocol) (34). Neuroendo-
crine tumors also appear to have increased sensitivity to
systemic hyperthermia and multidrug chemotherapy (51).

Optimal combination of whole-body hyperthermia with
chemotherapy requires an understanding of the mechan-
isms of interaction of heat with individual drugs or drugs in
combination. Preclinical data is consistent with the concept
that the timing of chemotherapy during whole-body
hyperthermia should affect therapeutic index. For exam-
ple, Fig. 4 shows the effect on tumor cures in mammary
carcinoma bearing rats of 6 h of 40 8C whole-body
hyperthermia administered with, or 24 or 48 h after gem-
citabine. A synergistic response was obtained when
hyperthermia was begun with gemcitabine administration
or 48 h later. The effect of gemcitabine was completely
negated, however, when hyperthermia was administered
24 h after the start of heating, perhaps due to cell cycle
effects. With cisplatin, the greatest therapeutic index is
achieved if the drug is given 24 h before the start of whole-
body hyperthermia, thereby preventing thermal augmen-
tation of cisplatin induced nephrotoxicity (55). In a clinical
investigation of multiple cycles of radiant heat whole-body
hyperthermia combined with carboplatin, Ifosfamide, eto-
poside, and granulocyte colony stimulating factor, it was
found that toxicity was minimized when carboplatin was
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of cures droppedtoalmostzero, wellbelow thenumber achieved with
gemcitabine alone.



given during the plateau phase of WBH, 10 min after target
temperature was reached (56).

A major rationale for whole-body hyperthermia in can-
cer treatment is the ability to treat metastases, but this is
actually a controversial issue. There have been no clinical
studies specifically designed to study the effect of systemic
hyperthermia on either the efficacy against metastatic
disease or prevention of development of metastases.
Increased survival in advanced malignancies is often inter-
preted to mean a reduction in metastatic disease, but direct
measurement of the incidence and response of metastases
is rare. Based on some animal studies, it has been sug-
gested that systemic hyperthermia could actually promote
the metastatic spread of tumor cells, but this has not been
confirmed. One clinical study found an increase of tumor
cells in blood 24 h after 41.8 8C WBH, but there was no

evidence that this caused metastatic spread of disease (57).
Several animal experiments do support the efficacy of
whole-body hyperthermia against metastases. In mouse
models of lung cancer and melanoma, the number of lung
metastases was scored after repeated systemic microwave
heating. It was found that the number of lung metastases
was significantly reduced, and NK-cell activity was higher,
in treated animals. The authors hypothesized that WBH
interferes with the spread of organ metastases, possibly
through a mechanism involving NK cells (13). Another
study of mouse Lewis lung carcinoma in which the animals
were treated with 60 min of systemic hyperthermia at
42 8C, demonstrated a reduction in the number and
percentage of large metastases (>3 mm) on day 20 post-
tumor implantation. Addition of radiation led to a reduc-
tion to 50% of control of the number of lung metastases as
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Table 6. Chemotherapy Agents Used with Whole-Body Hyperthermia

Class of Agent
Likely Mechanism
of Heat Interaction

Drugs Used with
WBH in Clinical Studies

Investigator
Referencesa

Alkylating agents Impaired DNA repair Cyclophosphamide (CTX) Parks, 1983 (4)
Improved pharmacokinetics Engelhardt, 1988 (34)

Dacarbazine (DTIC) Lange, 1983 (35)
Melphalan (L-PAM) Robins, 1997 (36)
Ifosfamide (IFO) Engelhardt, 1988 (34)

Issels, 1990 (37)
Westermann, 2003 (38)

Nitrosoureas Impaired DNA repair BCNU Parks, 1983 (4)
Improved pharmacokinetics Bull, 1992 (39)

Me-CCNU Bull, 1992 (39)
Platinum agents Impaired DNA repair Cisplatin (CDDP) Parks, 1983 (4)

Altered plasma protein binding Herman, 1982 (40)
Engelhardt, 1990 (41)
Robins, 1993 (42)
Douwes, 2004 (43)

Carboplatin (CBDCA) Westermann, 2003 (38)
Hegewisch-Becker, 2002 (44)
Hegewisch-Becker, 2003 (45)
Douwes, 2004 (43)
Richel, 2004 (46)
Strobl, 2004 (47)

Oxaliplatin Elias, 2004 (48)
Hegewisch-Becker, 2002 (44)

Anthracyline antibiotics Impaired DNA repair Adriamycin Engelhardt, 1990 (41)
Enzyme activation Bull, 2002 (49)

Bleomycin Herman, 1982 (40)
Antimetabolites Increased drug transport 5-FU Lange, 1983 (35)

Cell cycle arrest Larkin, 1979 (50)
Impaired DNA repair Bull, 2002 (49)

Hegewisch-Becker, 2002 (44)
Gemcitabine Bull, 2004 (51)

Antiproliferatives Impaired DNA repair Etoposide (VP-16) Barlogie, 1979 (52)
Issels, 1990 (37)
Westermann, 2003 (42)

Topoisomerase inhibitors Impaired DNA repair Irinotecan (CPT-11) Hegewisch-Becker, 2003 (45)
Elias, 2004 (48)

Taxanes Microtubule disruption Paclitacel Strobl, 2004 (49)
Apoptosis Docetaxel Strobl, 2004 (49)

Biological response
modifiers

Increased anti-viral and
antiproliferative activity

Interferon Robins, 1989 (53)

Bull, 2002, 2004 (34,49)

aReferences prior to 1980, or not in English, are not provided in the Bibliography at the end of this article.



well as the percent of large metastases on day 20 (58). In a
breast cancer ocult metastasis model in rats, 6 h of 40 8C
whole-body hyperthermia combined with daily, low dose,
metronomic irinotecan resulted in delayed onset, and
reduced incidence, of axillary lymph node metastases com-
pared to control in rats, as did treatment with 40 8C WBH
alone. The combination therapy also reduced axillary
metastasis volume. Interestingly, none of the therapies
significantly affected inguinal lymph node metastases,
but lung metastases were decreased in both the combina-
tion therapy and WBH alone groups. Rats treated with
fever-range whole-body hyperthermia and metronomic
irinotecan also survived significantly longer (36%) than
control animals (59).

Systemic Hyperthermia and Radiotherapy. The augmen-
tation of ionizing radiation induced tumor kill by
hyperthermia is well documented for local hyperthermia
and has led to numerous protocols combining whole-body
hyperthermia with radiation therapy (60,61). Hyperther-
mia is complementary to radiation in several regards:
ionizing radiation acts predominantly in the M and G1

phases of the cell cycle while hyperthermia acts largely
in S phase; radiation is most effective in alkaline tissues
whereas hyperthermic cytotoxicity is enhanced under
acidic conditions; radiation is not effective in hypoxic
regions yet hyperthermia is most toxic to hypoxic cells.
Thus when hyperthermia is combined with radiotherapy,
both the hypoxic, low pH core of the tumor is treated as well
as the relatively well perfused outer layers of the tumor.
Furthermore, because of its vascular effects, hyperthermia
enhances tumor oxygenation thus potentiating radiation
cell kill. Hyperthermia also increases the production of oxy-
gen radicals by radiation, and reduces the repair of DNA
damage caused by ionizing radiation. Thus hyperthermia
and radiotherapy together often have a synergistic effect,
and this combination is now well accepted for treatment of a
number of tumors.

Fever-Range WBH. Like systemic hyperthermia alone,
combined modality treatments were initially aimed to
achieve maximally tolerated temperatures. Such regi-
mens, however, carry significant risk to the patient,
require general anesthesia, and necessitate experienced,
specialist personnel to provide careful monitoring of vital
signs and patient care during the treatment. More
recently, it has been appreciated that lower core body
temperatures (39–40 8C) maintained for a longer time
(4–8 h), much like fever, can indirectly result in tumor
regression through effects on tumor vasculature, the
immune response, and waste removal (detoxification).
The optimum duration and frequency of mild hyperther-
mia treatment has, however, not yet been determined.
Protocols range from single treatments of 4–6 h, or similar
long duration treatments given once during each cycle of
chemotherapy, to daily treatments of only 1 h. Several
studies of mild, fever-range, whole-body hyperthermia
with chemotherapy have demonstrated efficacy against a
broad range of cancers (34,17) and clinical trials are cur-
rently being conducted at the University of Texas Health
Science Center at Houston, Roswell Park Cancer Institute,

New York, and by the German Interdisciplinary Working
Group on Hyperthermia (62).

Systemic Hyperthermia and Metabolic Therapy.
Increased rates of metabolic reactions lead to rapid turn-
over of metabolites, causing cellular energy depletion,
acidosis, and consequent metabolic disregulation. Tumors,
which have increased metabolic rates [glucose, adenomine
triphosphate (ATP)] compared to normal cells, may be
particularly sensitive to thermally induced energy deple-
tion and this has been exploited in the Cancer Multistep
Therapy developed by von Ardenne, which is a combined
hyperthermia–chemotherapy–metabolic therapy approach
to cancer (63). The core of this approach is systemic
hyperthermia at 40–42 8C, sometimes with added local
hyperthermia to achieve high temperatures within the
tumor. A 10% solution of glucose is infused into the patient
to achieve a high accumulation of lactic acid within the
tumor that cannot be cleared because of sluggish blood flow
and confers an increased sensitivity to heat to the tumor
cells. Administration of oxygen increases the arterial oxy-
gen pressure and stimulates lysozymal cytolysis. Finally
low dose chemotherapy is added.

Palliation. Pain relief is reported by many patients
receiving systemic hyperthermia treatment, whether with
chemotherapy or radiation. Indeed, almost all patients
undergoing thermoradiotherapy report pain relief.
Immediate pain relief following treatment is likely to stem
from an increased level of circulating b-endorphins, while
longer term pain relief may be due to increased blood flow,
direct neurological action, and disease resolution, for
example, tumor regression in cancer patients, or detoxifi-
cation. Meaningful improvements in quality of life typi-
cally result from such pain relief. Localized infrared
therapy using lamps radiating at 2–25 mm is used for
the treatment and relief of pain in numerous medical
institutes in China and Japan.

Diseases Other than Cancer. Therapeutic use of heat
lamps emitting IR radiation is commonplace throughout
the Orient for rheumatic, neurological and musculoskele-
tal conditions, as well as skin diseases, wound healing, and
burns. The improvements reported appear to be largely
due to increased blood flow bringing nutrients to areas of
ischemia or blood vessel damage, and removing waste
products. Scientific reports of these treatments are, how-
ever, difficult to find. Application of heat via hot baths or
ultrasound has long been standard in physical therapy for
arthritis and musculoskeletal conditions, though ice packs
are also used to counter inflammatory responses. Heat
decreases stiffness in tendons and ligaments, relaxes the
muscles, decreases muscle spasm, and lessens pain. Unfor-
tunately, few clinical trials of efficacy have been performed,
and methodological differences or lack of rigor in the
studies hinder comparisons (64). A clinical trial in
Japan reported a supposedly successful solution for seven
out of seven cases of rheumatoid arthritis treated with
whole-body IR therapy, and it is reported that the King of
Belgium was cured of his rheumatoid arthritis in three
months due IR treatments. Systemic hyperthermia with
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whole-body radiant heat units is being carried out in
clinical centers as well as many private clinics in Germany
for the purpose of alleviating rheumatoid arthritis. It has
been proposed that the induction of TNF receptors by WBH
may induce a remission in patients with active rheumatoid
arthritis. The use of heat packs has long been standard to
relieve the pain of fibromyalgia. Again, the therapeutic
effect is believed to be due to increased circulation flushing
out toxins and speeding the healing process. Whole-body
hyperthermia treatment for fibromyalgia and chronic fati-
gue syndrome (CFS) is to be found in a number of private
clinics. Hyperthermia increases the number and activity of
white blood cells, stimulating the depressed immune sys-
tem of the CFS patient.

Because of its immune stimulating effects, whole-body
hyperthermia is a strong candidate for treatment of chronic
progressive viral infections, such as HIV and hepatitis C. A
clinical trial at the University Medical Center Utrecht, The
Netherlands has evaluated extracorporeal heating to induce
systemic hyperthermia of 41.8 8C for 120 min under propo-
fol anesthesia for treatment of hepatitis C (65). Human
immunodeficiency virus (HIV)-infected T cells are more
sensitive to heat than healthy lymphocytes, and suscept-
ibility increases when the cells are presensitized by expo-
sure to tumor necrosis factor. Thus, induction of whole-body
hyperthermia or hyperthermia specifically limited to tissues
having a high viral load is a potential antiviral therapy for
acquired immunodeficiency syndrome (AIDS). An Italian
study has found treatment of AIDS with beta-carotene and
hyperthermia to be synergistic, preventing progression of
early disease and also increasing the survival time in
patients with severe AIDS. A single treatment of low flow
extracorporeal hyperthermia was found effective against
AIDS associated Kaposi’s sarcoma, though there was sig-
nificant toxicity. Core temperature was raised to 42 8C and
held for 1 h with extracorporeal perfusion and ex vivo
blood heating to 49 8C. Complete or partial regressions
were seen in 20/29 of those treated at 30 days post-treat-
ment, with regressions persisting in 14/29 of those treated
at 120 days post-treatment. At 360 days, 4/29 maintained
tumor regressions with 1 patient being in complete remis-
sion still at 26 months (66).

THE FUTURE OF SYSTEMIC HYPERTHERMIA

While there is a resurgence of interest in systemic
hyperthermia, this modality has not yet been adopted as
a mainstream therapy, and optimal clinical trials have
not yet been carried out. Well-designed, well-controlled,
multicenter clinical trials need to be conducted. In order to
unequivocally demonstrate the utility of whole-body hyper-
thermia inthetreatmentofcanceraswellasotherdiseases, it
will be important to accrue a sufficiently large number of
patients who do not have end-stage disease. Thanks to the
commercial availability of systemic hyperthermia systems,
the variability between induction techniques at different
institutions can be removed. Newer instrumentation, parti-
cularlynear-IR radiantheatdevices,alongwithtreatmentat
lower temperatures (fever-range thermal therapy) should
lead to significantly reduced toxicity. Better exploitation of

the narrow window of effective temperatures within which
the cellular effects of heat can be exploited yet damage
remains minimal, and improved understanding of the biolo-
gical interactions invivoof systemicheatwithchemotherapy
and radiation will be essential to optimize therapy.

The effects of systemic hyperthermia on tumor blood
flow and vascular permeability have the potential to
increase delivery of various small molecules, nanoparticles,
and gene therapy vectors to tumors. Ferromagnetic nano-
particles can be heated by external magnetic fields and offer
the potential for internal hyperthermia, both locally and
systemically. Thermally sensitive liposomes that release
their contents at designated temperatures are also of inter-
est. The ability of systemic hyperthermia to aid in systemic
delivery of gene therapy vectors (the holy grail of gene
therapy) and enhance transfection of cells with therapeutic
gene plasmids is under investigation in several laboratories
(67,68), and shows potential along with targeted gene ther-
apy via the heat shock response. For example, Fig. 5 shows a
fourfold hyperthermic increase of therapeutic gene delivery
to tumor when plasmid DNA was injected intravenously
into mammary carcinoma bearing rats immediately after 6
h of whole-body hyperthermia at 40 8C. Thus systemic
hyperthermia is likely to see increasing application as an
enhancer of drug delivery.

There is a great deal of interest in the immunological
consequences of whole-body hyperthermia, and as they
become better understood, the combination of systemic
hyperthermia with specific immunotherapies will undoubt-
edly be pioneered, not just for cancer but also, by analogy
with fever, in a broad range of diseases.

SUMMARY

Systemic hyperthermia is founded on solid physical and
biological principles and shows promise in the treatment
of a number of diseases. Modern whole-body hyperther-
mia devices use IR-A radiation sources together with
effective heat loss techniques to achieve a controlled,
uniform temperature distribution throughout the body
with minimal patient toxicity. A shift in paradigm has
occurred away from achieving direct cell killing with short
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bouts of maximally tolerated temperatures, to inducing
indirect curative effects through longer duration treatments
at lower temperatures, and synergy with other modalities,
such as radiotherapy. Better understanding of the interac-
tions of elevated temperature with metabolic and genetic
pathways will allow thermally driven targeted therapies.
Of particular promise is the use of systemic hyperthermia
as an immune system stimulator and adjunct to immu-
notherapy. Application of systemic hyperthermia to nano-
particle delivery and gene therapy is emerging. Whole-body
hyperthermia is moving from being dubbed an alternative
therapy to becoming a standard treatment and clinical
hyperthermia centers are to be found all over the world.

Useful Websites

http://www.ncbi.nlm.nih.
gov/books/bv.fcgi?rid=hstat6.
section.40680

Techniques and
Devices Used
to Produce
Hyperthermia

http://www.ncbi.nlm.nih.gov/
books/bv.fcgi?rid=cmed.
section.7813

Physics and
Physiology of
Heating

http://www.duke.edu/~dr3/
hyperthermia_general.
html

Clinical Hyperthermia
Background

http://www.eurekah.com/isbn.
php?isbn=1-58706-
248-8&bookid=143
&catid=50

Online book:
Locoregional
Radiofrequency-perfusional
and Whole Body
Hyperthermia in
Cancer Treatment:
New Clinical Aspects,
E.F. Baronzio and
A. Gramaglia (eds.),
Eurekah Bioscience
Database

http://www.esho.info/
professionals/

European Society for
Hyperthermic
Oncology

http://www.hyperthermie.org/
index2.html

German
Interdisciplinary
Working group on
hyperthermia

http://www.uth.tmc.edu/
thermaltherapy/

Systemic Thermal
Therapy at the
University of Texas
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INTRODUCTION

The use of elevated temperature as a form of medical
treatment has been fairly ubiquitous across cultures
throughout the course of time. The earliest record of heat
for therapeutic use was found in an Egyptian surgical
papyrus dated to 3000 BC (1). Hippocrates, considered
by many to be the father of medicine, used heat to treat
breast cancer. He based his practice of medicine on an
ancient Greek ideology that advises using heat after trials
of surgery and medications have failed (2). German phy-
sicians in the 1800s noted cases where cancer patients had
developed high fevers secondary to infections that resulted
in a miraculous disappearance of their tumors (3). These
observations provided inspiration for the development of
several techniques that attempted to induce hyperthermia.
One such popular method entailed wrapping a patient’s
body in plastic and then dipping him in hot wax. Another
popular technique involved removing a portion of the
patient’s blood, heating it, and then transfusing the warmed
blood back to the patient’s body, thereby creating systemic
hyperthermia (4). These treatments had varied success
rates, often culminating in fatality, and were subsequently
discarded. Thus, the interest in hyperthermia lessened in
the face of more conventional cancer treatments (e.g., che-
motherapy and radiation). The current revival of interest in
hyperthermia has resulted from a combination of clinicians
searching for a therapeutic mode other than chemotherapy
and radiation, in tandem with several preliminary rando-
mized clinical trials in a small selected group of patients that
have shown marked improvement in disease states with the
use of either hyperthermia alone or particularly as an
adjuvant to other more traditional modalities.

Traditionally, conventional hyperthermia has been
defined as a therapeutic elevation of whole body temperature
or target tissue while maintaining low enough temperatures
to avoid tissue coagulation (3). This definition of hyperther-
mia can be broadened to include the therapeutic elevation of
temperature to cause tissue destruction and coagulation,
such as that implemented in HIFU (high intensity focus
ultrasound) procedures. Classically, microwaves, radio fre-
quency (RF), electromagnetic radiations, or ultrasounds have
been used to heat tissue to 40–44 8C (5). This article compares
and contrasts electromagnetic waves to ultrasonic waves as a
heating modality, explain the physics behind ultrasound
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generation, and explores the thermal and mechanical bio-
physics involved with ultrasound delivery to tissue. Then, the
medical fields that are currently benefitting from conven-
tional ultrasound hyperthermia and HIFU are considered,
and finally some of the many applicators involved with
thermal ultrasound delivery are evaluated.

ULTRASOUND VERSUS ELECTROMAGNETIC RADIATION

Electromagnetic waves were often used in various applica-
tions of conventional hyperthermia treatments. However,
ultrasound has emerged as a better option because of its
shorter wavelength and lower energy absorption rate,
which make it easier to control and to localize the area
that is being heated. For example, for a half-power pene-
tration depth of 4 cm, the ultrasound wavelength in tissues
(e.g., muscle) is 1 mm; however, electromagnetic wave-
length required for the same transmission is 500 mm.
Focusing energy into a volume smaller than a wavelength
is generally not possible. Using 500 mm (�40 MHz) of
electromagnetic waves to heat a tumor that is situated
4 cm below the skin with proportions of 6 cm in diameter in
the upper abdomen results in a temperature elevation of
the entire abdomen including the spleen, liver, and all
major vessels. More than one-half of the body’s cardiac
output circulates through the abdominal area, and this
widespread heating results in a systemic elevation of tem-
perature, thereby limiting the use of electromagnetic
radiation for tumors in the body cavity (3). Electromagnetic
waves are currently limited to regional hyperthermia and
treating very superficial tumors (6). Conversely, ultra-
sound that has a wavelength of 1 mm can be focused within
the area of the tumor, thus allowing less energy to be
radiated to other areas of the body, resulting in less
damage to surrounding healthy tissue. The current fabri-
cation technology allows for practical applicator dimen-
sions and multiple transducer configurations that makes
it possible to control and shape a wide variety of ultrasound
beams. The use of focused transducers or electronically
phased arrays allow for better localization and tempera-
ture control of the target tissue (7). In contrast to these
positive attributes, high acoustic absorption at bone–soft
tissue interface and reflection from gas surfaces may make
certain therapeutic scenarios difficult.

GENERATION AND PROPAGATION OF ULTRASOUND

Ultrasonic Transducers

In order to generate ultrasonic waves for tissue warming, a
transducer containing piezoelectric crystals is required.
Piezoelectric crystals are found in Nature or can be artifi-
cially grown. Quartz and synthetic ferroelectric ceramics
(e.g., lead metanobiate, lead zirconate, and titanates of
barium) all have strong piezoelectric properties (8). The
ceramic most commonly used in the fabrication of ultra-
sound transducers is synthetic plumbium zirconium
titante (PZT). Transducers are manufactured by applying
an external voltage to these ferroelectric materials to
orient their internal dipole structure. They are then cooled
to permanently maintain their dipole orientation. Finally,

they are cut into any desired shape, such as spherical bowls
for focused ultrasonic fields (3,8). Ultrasound transducers
have electrodes attached to the front and back for applica-
tion and detection of electrical fields. With the application
of an alternating electrical field parallel to the surface of
piezoelectric material, the crystals will contract and
vibrate for a short time with their resonant frequency.
The frequency at which the transducer is able to vibrate
is indirectly proportional to its thickness; higher frequen-
cies are a result of thinner transducers, lower frequencies a
result of thicker transducers (8).

Piezoelectric crystals are able to contract or expand
when an electrical field is applied to them because dipoles
within the crystal lattice will realign themselves as a result
of attractive and repulsive forces causing a change in
physical dimension of the material in the order of nan-
ometers (electrostriction or reverse piezoelectric effect).
When echos are received, the ultrasound waves will com-
press and expand the crystals (8). This mechanical stress
causes the dipoles to realign on the crystal surface creating
a net charge (piezoelectric effect) (Fig. 1).

Transducers function optimally when there is broad
bandwidth in the frequency domain and short impulse
response in the time domain. Also, when there is little
electroacoustical conversion inefficiency, and little mis-
match between the electrical impedances of the generator
and the transducer (3,9). A transducer’s ability to transmit
energy is dependent on the characteristics of acoustic impe-
dances and its contact medium. Both the density of the
material and propagation velocity of ultrasound waves will
determine its impedance. When both impedances match,
then less energy is lost through reflection back into the
transducer. For example, at the interface between air and
the transducer, most of the energy will be reflected back to
the transducer and will travel to the opposite direction
because air has �16 times less impedance than the trans-
ducer. If the transducer is a half wavelength in thickness,
the reflected wave arrives at the opposite surface in phase
with the direction of its motion and can then be transmitted
into the medium. Since the efficiency at which a transducer
transmits energy has a direct relationship to the degree of
impedance match, efficiency can be increased significantly
by adding an impedance matching layer of a quarter wave-
length thickness, subsequently making the characteristic
impedance equal to the geometric average of those of the
transducer and the loading medium (3,8).

RADIATION FIELD OF ULTRASONIC TRANSDUCERS

The radiation field of an ultrasonic transducer depends on its
physical properties and the transmission characteristics of
the medium through which it will pass. Conventional planar
transducers create a nonfocused field, whereas some mod-
ifications to the same transducer can create a focused field.

NONFOCUSED FIELDS

Planar Transducers

Ultrasonic waves that are radiated from the transducer
surface can be described as a tightly packed array of
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separate point sources of sound energy (Fig. 2a). Each of
these points emits a spherical wavelet (Fig. 3). These
waves interact both constructively and destructively
creating a diffraction pattern. Any point in the medium
is a compilation of all the sources that reach that target at
that period of time. This diffraction pattern can be calcu-
lated using Huygen’s principle. Two separate transducers
whose emission fields interact in the same media are
subject to the same laws of construction and destruction.
Planar transducers operating in continuous wave mode
are shown in (Fig. 2). In the Fresnel zone or the near field,
the beam energy distribution is collimated, which is a
result of the many destructive and constructive inter-
actions of the spherical wavelets (Figs. 2c and 3). The

beam path is a function of the dimension of the active
part of the transducer surface, thus the beam diameter
that is converging at the end of the near field is appro-
ximately one-half of the size of transducer diameter.
The intensity and pressure amplitudes fluctuate greatly
at small distances from the surface transducer (Fig. 2b).
As the distance from the transducer surface increases,
the beam path diverges (Fig. 2c and 3). In large diameter,
high frequency transducers, there is less beam diver-
gence in the far field. After a certain distance from the
transducer surface, the intensity stabilizes; however,
intensity along the axis deteriorates along with beam
divergence (Fig. 2b). Circular, square, and rectangular
transducers have similar fields; albeit, circular trans-
ducers have more pronounced fluctuations of intensity
in the near field (3,8).
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Constructive and destructive interference
 patterns confine beam in the near field 

Direction of beam
Near field Far field

Figure 3. Ultrasonic waves that are radiated from the trans-
ducer surface are described as a tightly packed array of separate
point sources. Each of these points radiates a spherical wavelet
(Huygen’s principle). These spherical wavelets will interact con-
structively and destructively. In the near field, these interactions
result in a convergentbeam pattern. In the far field, the beam pattern
diverges. (Published with permission from Ref. 8).

Figure 2. A planar transducer operating in a continuous wave
mode. (a) The envelope containing almost all of the ultrasonic
energy. (b) The relative intensity of the ultrasonic beam along a
central axis. The intensity across the field fluctuates greatly at
small distances from the surface of the transducer. At greater
distances along the central axis the intensity distribution across
the field stabilizes and deteriorates with beam divergence. (c) Ring
diagrams illustrating the energy distribution at positions
indicated in (b). In the near field, the ring beam pattern is
collimated, but at greater distances from the transducer surface
the beam diverges. (Published with permission from Ref. 3).

Figure 1. A piezoelectric compound consists of aligned molecular
dipoles. (a) At equilibrium, the dipoles are arranged in a
configuration that results in a neutral net charge. When the
piezoelectric compound is mechanically stressed (e.g., an
ultrasound wave) the element changes its physical dimensions. At
peak pressure amplitudes, the element will contract. When no stress
is placed upon the element it is in equilibrium. At peak rarefaction,
the element will expand. This realignment of dipoles results in the
production of a net positive or negative surface charge. (b) When an
electrical field is applied to the piezoelectric element the dipoles can
be realigned in response to attractive or repulsion forces. This
rearrangement results in either expansion or contraction of the
element. In the absence of an applied electrical field the element
is in equilibrium and has a neutral net charge. (Published with the
permission from Ref. 8).



FOCUSED FIELDS

Single-Element Transducers

When an ultrasonic wave travels through different media,
the laws of geometric optics can be applied. Ultrasonic
waves can be reflected, refracted, and scattered. When
there is a high degree of impedance mismatch between
the generator and transducer, ultrasonic waves will be
reflected back into the transducer. The angle of reflection
is equal to the angle of impedance, much like that of a
mirror. Single element transducers can be focused by using
a curved acoustic lens or a curved piezoelectric element (8).
When an ultrasonic wave goes through two media with
different propagation velocities there is a certain degree of
refraction. Ultrasonic propagation through water is
1500 m�s�1. In order to focus the ultrasound field, a lens
of plastic (e.g., polystyrene), which has a higher propagation
velocity, is placed between the transducer and the water
media; these converging lenses are then concave to the
water media and at plane with the transducer interface.
In an unfocused transducer, the focal length is directly
proportional to the transducer frequency and diameter. In
a focused single element transducer, the focal distance is
brought closer to the transducer surface. The focal distance
is defined as the distance between the transducer surface
and the portion of the beam that is narrowest. The focal
zone, which is the area of best lateral resolution, is defined
as the area at which the width of the beam is less than two
times the width at the focal distance (3,8) (Fig. 4). The
focal zone is dependent on the aperture and the wave-
length of the ultrasound. The focal area through which
84% of the ultrasound passes is two to four wavelengths in
hyperthermia systems. With ultrasonic transducers, the
intensity distribution dimensions are a function of fre-
quency and aperture. Therefore, the larger the aperture,
the shorter the focal region, the higher the frequency and
the smaller the diameter of the beam (Fig. 5). Ceramic
curved bowl-shaped transducers, while more efficient
than a lens, do not have the versatility of a lens. Once
a ceramic bowl is fabricated, the focal length is set. Lenses
can be interchanged creating a variety of focal lengths
with one transducer (8).

Multielement Transducers

Linear array transducers contain 256–512 narrow piezo-
electric elements. They produce a beam by firing a portion
of the total number of elements as a group. If a single
element were fired the beam pattern would be divergent in
the near field. By firing a group of elements, it is possible to
focus and converge the beam. All the individual beams
interact both constructively and destructively to produce a
collimated beam. A phase array transducer is composed of
64–128 elements. The ultrasound beam can be steered and
focused without moving the transducer by electrically
activating the separate elements on the transducer surface
at slightly different times (8).
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Figure 5. The intensity distribution in the focus of an ultrasound
transducer. The diameter and the length are a function of
frequency. The lower the frequency, the larger the diameter,
and the smaller the aperture, the longer the focal region.
(Published with permission from Ref. 3).

Curved element Focal zone

Figure 4. The focal zone is the area of optimal lateral resolution.
The use of a curved element or an acoustic lens allows the focal
distance to be brought closer to the transducer surface. The use of
a curved element decreases the beam diameter at the focal
distance and increases the angle of beam divergence far field.
The focal zone, which is the are of best lateral resolution, is
defined as the area at which the width of the beam is less than
two times the width at the focal distance. (Published with
permission from Ref. 8).



PROPAGATION OF ULTRASOUND IN BIOLOGICAL
TISSUES

The journey of an ultrasound wave through human tissue
is sometimes arduous. As the waves propagate through
different biological media, they are subject to reflection,
refraction, scattering, and absorption (8). When there is a
difference in acoustic impedance between the boundaries of
two tissues, reflection occurs (Table 1). There is 100%
reflection at the air–skin interface. However, if a coupling
medium (e.g., gel) is used, reflection is reduced to 0.1%.
When the beam is not perpendicular to tissue boundary,
the transmitted ultrasound energy undergoes a change in
direction at the boundary; this directional change is termed
refraction. As waves propagate through tissue they must
overcome internal friction resulting in a loss of energy. The
mechanical energy that is lost is converted to heat, which is
termed absorption. At higher frequencies, ultrasonic waves
move quicker, thus forcing the molecules to move against
each other creating friction. The more these molecules
move, the more energy is consumed or absorbed, and
subsequently will be converted to heat. The speed at which
the ultrasonic wave travels is dependent on the arrange-
ment of the molecules. If they are densely arranged, they
will collide sooner when they are exposed to a stimulus, and
will lose energy quickly and at shorter distances. Ultra-
sonic waves can travel through the skin without much
absorption until they reach tissues with high collagen
content, (e.g., bone, periosteum, ligaments, capsules, fas-
cia, and tendons). Ultrasonic waves travel through most
solid tissues at a speed of 1500–1600 m�s�1. Its velocity in
fat and postmenopausal breast tissue may be as low as
1450 m�s�1 and the lens of the eye �1600 m�s�1. As a
general rule, ultrasonic waves move through soft tissue
with relatively little reflection or refraction (3,8) (Table 2).

Ultrasonic speed through bone is �4080 m�s�1. Bone
easily absorbs ultrasonic energy and reflects it to tissues
that are located at the bone–tissue interface. Since bone
absorbs ultrasonic energy so readily, it heats up very
quickly, consequently making it harder to control tempera-
ture. Thus, bone and its immediate surrounding tissue
were once considered problematic for therapeutic use of
ultrasonic hyperthermia (3,8). Nevertheless, in a recent
study, Moros et al. noted that the presence of underlying

bone in superficial unfocused ultrasound hyperthermia
could actually be exploited to induce more uniform and
enhanced temperature distributions in superficial target
volumes. In particular, they have shown that the presence
of bone in superficial target volumes enhances temperature
elevation not only by additional direct power deposition
from acoustic reflection, but also from thermal diffusion
from the underlying bone (10).

The intensity at which an ultrasonic beam is trans-
mitted has an effect on target tissue temperature. Intensity
is defined as the amount of power per unit area. Doubling
the amount of power used will result in quadrupling the
intensity. Ultrasonic waves will lose intensity as they
propagate further into the tissue. The attenuation coeffi-
cient is the relative intensity loss per centimeter of travel in
a given medium (Table 3). Beam divergence, absorption,
and scattering will also cause a loss in intensity of the
propagating beam. The absorption coefficient of the tissue
being exposed to us determines the target temperature
that tissue will reach. The absorption coefficient is depen-
dent on the density of the tissue and will linearly increase
at higher frequencies. The absorption coefficient in soft
tissue is 4–10 times lower than that of bone, and therefore
bone heats more quickly (3). At short exposure times (e.g.,
< 0.1 s), temperature and intensity are directly propor-
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Table 3. Attenuation Coefficients for Selected Tissues at
1 MHz.a

Tissue
Composition

Attenuation Coefficient
1 MHz beam, dB�cm�1

Water 0.0002
Blood 0.18
Soft tissues 0.3–0.8
Brain 0.3–0.5
Liver 0.4–0.7
Fat 0.5–1.8
Smooth muscle 0.2–0.6
Tendon 0.9–1.1
Bone, cortical 13–26
Lung 40

aPublished with permission from Ref. 8.

Table 1. Acoustic Impedancea

Tissue Z, rayls

Air 0.0004 � 106

Lung 0.18 � 106

Fat 1.34 � 106

water 1.48 � 106

Kidney 1.63 � 106

Blood 1.65 � 106

Liver 1.65 � 106

Muscle 1.71 � 106

Skull bone 7.8 � 106

aMeasured in rayls. z ¼ pc (z ¼ impedance,

p ¼ sound pressure, c ¼ speed of sound), for

air, water, and selected tissues. (Published

with permission from Ref. (8).

Table 2. Density and Speed of Sound in Tissues and
Materials for Medical Ultrasound.a

Material Density, kg�m�3 c, m�s�1 c, mm�s�1

Air 1.2 330 0.33
Lung 300 600 0.60
Fat 924 1450 1.45
water 1000 1480 1.48
Soft tissue 1050 1540 1.54
Kidney 1041 1565 1.57
Blood 1058 1560 1.56
Liver 1061 1555 1.55
Muscle 1068 1600 1.60
Skull bone 1912 4080 4.08
PZTb 7500 4000 4.00

aPublished with permission from Ref. 8.
bPZT, lead cisconate .inanate



tional. However, as the time intervals increase, other
factors in addition to intensity, (e.g., blood perfusion), must
be considered. An approximate estimate of the ultrasonic
energy requirements for heating a target volume to ther-
apeutic temperature depends on assessing thermophysical
properties of that tissue, intensity of the ultrasound beam,
ultrasonic absorption coefficient, and additional factors
(e.g., blood circulation to target tissue) (3,8,11). The ther-
mal index is defined as the ratio of acoustic power created
by the transducer to raise the target area by 1 8C. This is
calculated by using an algorithm that takes into account
the ultrasonic frequency, beam area, and the acoustic
power output of the transducer (8).

Ultrasonic waves act on tissues thermally and mechani-
cally. Mechanical effects on tissues via ultrasound include
acoustic torque, acoustic streaming, radiation force, stable
cavitation, and unstable cavitation (11). Any object situ-
ated within an acoustic field will be subject to acoustic
pressure and acoustic force. Acoustic pressure in a stand-
ing wave field is inversely proportional to velocity. Acoustic
torque results from variations in the acoustic field, which
can be described as a time-independent twisting action.
Acoustic torque causes a rotational movement of cells and
intracellular organelles in the medium. Acoustic streaming
describes the movement of fluid in an ultrasonic field. The
compression phase of an ultrasonic wave deforms tissue
molecules. Radiation force affects gas bubbles that are in
the tissue fluids. Negative pressure induces the bubbles
originally dissolved in the medium to fall out of solution.
With positive and negative pressure wave fluctuations,
these bubbles expand and contract without reaching cri-
tical size (stable cavitation). Unstable cavitation occurs
when bubbles collapse violently under pressure after grow-
ing to critical size due to excessive energy accumulation.
This implosion produces large, brief local pressure and
temperature release, as well as causing the release of free
radicals. Organs that are air-filled, (e.g., the lungs or
intestines), are subject to greater chance of unstable cavi-
tation. Unstable cavitation is somewhat random, and as
such it may lead to uncontrollable tissue destruction (8,11).
Bubble growth can be limited by low intensity, high fre-
quency, and pulsed ultrasound. Higher frequency means
shorter cycle duration so time for bubble growth is regu-
lated. Pulsed ultrasound restricts the number of successive
growth cycles and allows the bubble to regain its initial size
during the off period. The mechanical index estimates the
possibility of cavitation occurrence. The mechanical index
is directly proportional to peak rarefaction pressure, and
inversely proportional to the square root of the ultrasound
frequency (8).

MEDICAL APPLICATIONS OF CONVENTIONAL
HYPERTHERMIA

Ultrasound as a heating modality has been used in
several different medical fields. It is used in treating
sprains, bursitis, joint inflammation, cardiac ablations,
and in gynecology. However, the main area conventional
hyperthermia is currently used is in oncology. The use of
conventional hyperthermia as an oncologic treatment is

supported by a plethora of studies that demonstrate that
heat on cell lines and on animal tumor transplant models
can result in tumor regression; however, it is rarely used
alone because its efficacy is greatly potentiated in com-
bination with radiation or chemotherapy. Conventional
hyperthermia treatments elevate target tissue tempera-
tures to 42–46 8C (12). Treatment times are usually
between 30 and 60 min. Treatment applications are
administered once or twice a week and are applied in
conjunction with or not long after radiation. In all of the
recent phase III trials, a sequential delivery scheme was
used. This means that radiation and hyperthermia were
administered separately, with radiation preceding
hyperthermia treatments (13). Tumoricidal effects in
vivo are achieved at temperatures between 40 and
44 8C (5). Large tumors often have an inadequate blood
supply and resultantly, have difficulty meeting their
requirements for oxygen and nutrients. This situation
creates a hypoxic environment that is low in pH (2–3)
(3,5,14). When tumor cells are heated to therapeutic
temperatures, their cellular metabolic processes are
accelerated, thereby further increasing the demands
for oxygen and nutrients in an already depleted envir-
onment. Most tumor cells are unable to reproduce in this
hostile environment, resulting in termination of tumor
growth and shrinkage of the tumor (5,15). In tempera-
tures > 40 8C, protein denaturation has been observed as
the main mechanism of cellular death. Widespread pro-
tein denaturation results in structural changes in the
cytoskeleton and the cell membrane, and in enzymes that
are necessary for deoxyribonucleic acid (DNA) synthesis,
cellular division, and cellular repair (5). Hyperthermic
efficacy is a function of temperature and exposure time.
To quantify, at temperatures > 42.5– 43 8C, the exposure
time can be halved with each 1 8 temperature increase to
give an equivalent cell kill (5,16). Healthy tissues remain
undamaged at temperatures of 44 8C for a 1 h duration
(5,17). The exceptions are central nervous tissues, which
suffer irreversible damage after being exposed to heat at
temperatures ranging from 42 to 42.5 8C for >40–60 min
(5,18). Peripheral nervous tissue that has been treated
for > 30 min at 44 8C or an equivalent dose results in
temporary functional loss that is reversed in 4 weeks
(5,19). Therefore, since a small difference in temperature
produces a large difference in the amount of cells killed,
it is important to be able to have good control on the site
and duration of heat delivery to reduce the damage to
surrounding healthy tissue.

RADIATION COUPLED WITH CONVENTIONAL
HYPERTHERMIA

While hyperthermia independently has been found to have
antitumor effects, its efficacy is greatly potentiated when
coupled with radiation. Cells that are in a low pH hypoxic
environments, those that are in the S or M phases of cell
division, and those that are malnourished are relatively
resistant to radiation (5,7). Hyperthermia increases
radiation damage and prevents cellular repair of damaged
DNA (5,16). Hyperthermia increases blood perfusion via
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vasodilation which results in increased oxygenation, thus
allowing increased radiosensitivity (5,7,16). Response
rates with hyperthermia alone are �15%, with radiother-
apy �35%, with combined radiotherapy, and hyperthermia
�70% (20). There have been many U.S. and European
clinical trials that support substantial improvement in
patients who have been treated with a combination of
radiation and hyperthermia. Examples of some recent
trials include randomized multiinstitutional phase III
trials for treating melanoma (20,21), glioblastoma multi-
forme (20,22), chest wall recurrence of breast cancer
(20,23), head and neck cancer (20,24,25), head and neck
in superficial measurable tumors (20,26,27), in various
recurrent persistent tumors (20,28), cervical cancer (29),
uterine cancer (30) and in locally advanced pelvic tumors
(20,31) (Table 4). Trial success rates were very dependent
on the uniformity of temperature delivery. In the past,
trials had often provided mediocre results because
temperatures were �1–1.5 8C too low and consequently
not able achieve adequate tumoricidal levels (7). It is often
difficult to uniformly heat larger tumor (3,7). When radia-
tion and hyperthermia are used simultaneously excellent
radiation delivery is achieved, often resulting in tumor
regression; however, its delivery is equally as toxic to
healthy cells that necessitate the need for a very precise
delivery system.

CHEMOTHERAPY IN CONJUNCTION WITH
CONVENTIONAL HYPERTHERMIA

Chemotherapeutic efficacy is enhanced by hyperthermia
(5,20,34,35) (Table 5). As areas are heated, perfusion is
increased, thus allowing an increase in drug concentra-
tions in areas of the tumor that are poorly vascularized,
increased intracellular drug uptake, and enhanced DNA
damage. Drugs (e.g., mitomycin C, nitrosureas, cisplatin,
doxorubicin, and mitoxantrone) are subject to less drug
resistance when used with heat. The synergistic effect of
chemotherapy and hyperthermia was demonstrated in
virtually all cell lines treated at temperatures >40 8C for
alkylating drugs, nitroureas, and platin analogs dependent
on exposure time and temperature. Chemotherapeutic
agents can be revved up 1.2–10 times with the addition
of heat (5). In vivo, experiments showed improvement
when doxorubicin and mitoxantrone were combined with
hyperthermia. However, antimetabolites vinblastine, vin-
cristine, and etoposide did not show improvement with the
addition of hyperthermia. In animal studies, increased
toxicities were seen in skin (cyclophosphamide, bleomycin),
heart (doxorubicin), kidney (cisplatin, with a core tempera-
ture >41 8C), urinary tract (carmustine, with core tem-
peratures >41 8C), and bone marrow (alkylating agents
and nitroureas) (5,34). Lethal toxicity was enhanced when
systemic hyperthermia was applied in combination with
cyclophosphamide, methyl-CCNU, and carmustine (5). The
success of hyperthermia and chemotherapy combinations
depends on the temperature increase in the organs for
which the drug is used and its subsequent toxicity, all of
which are can be influenced by the accuracy of the heating
device and the operator.

MODES OF CONVENTIONAL HYPERTHERMIA
APPLICATION

Externally Applied Techniques

In the past, single planar transducers were used to apply
local heat. A disk shaped piezoelectric transducer (range
from 0.3–6.0 MHz in frequency and up to 16 cm in dia-
meter) is mounted above a chamber of cooled degassed
water. This device has a coupling chamber which allows
water to circulate (3) (Fig. 6). It is coupled to the body via a
plastic or latex membrane. Unfortunately, these types of
devices are unable to achieve homogenous therapeutic
thermal levels. The reason is that this system uses an
unfocused energy source. When an unfocused energy
source is applied to the skin, the intensity and the tem-
perature will be the highest at the contact point and will
subsequently lose intensity as it travels deeper into the
tissue. However, by cooling the skin, the ‘‘hot spot’’ is
shifted to the subcutaneous fatty tissue that is poorly
vascularized. Fat is an insulator and as a result much
energy is conserved rather than lost. Furthermore, cooling
the skin will produce vasoconstriction which conserves
even more heat and facilitates the heating of deeper tissues
(3) (Figs. 7, 8a and b). However, even with this strategy
adequate temperatures could not be reached. The reason
for this is that large tumors often consist of three zones, a
central necrotic core, an intermediate zone that is normally
perfused, and a marginal zone that has a greater number of
vessels due to proliferation induced angiogenesis. Due to
the abundance of vasculature on the marginal surface,
much heat is dissipated to the surrounding tissue. The
relatively avascular center will heat to a higher tempera-
ture than the marginal or intermediate zone because there
is little dissipation of heat, creating hot spots (Fig. 9) (7,54).
Thus, it is not possible to therapeutically heat a tumor with
a single planar source. This theory is substantiated by a
significant number of clinical trials (7,55–61). Most trials
reported that patients had some difficulty with dose-
limiting pain, extensive central tumor necrosis, blistering,
and ulceration (7). Conversely, a focused ultrasound source
localizes energy within the tumor volume while sparing the
surrounding tissue (Fig. 10). The use of a focused beam
allows for homogenous heating and higher intensity which
allows the generation of greater temperatures within the
target area. Attenuation and beam divergence cause rapid
deterioration of intensity beyond the focal zone (3) (Fig. 11
a and b). Focused ultrasound sources overcome some of the
limitations of planar heating. Focusing allows for control-
ling the amount of heat that is delivered to the poorly
perfused areas thus limiting hot spots and some of the side
effects. For a heating system to be successful clinically on a
large scale, it must account for geometric and dimensional
variations of target tissue, possess the ability to heat the
sites that need it, and avoid side effects and complications
as much as possible (3).

Technological advances in hyperthermia devices have
paved the way for better therapeutic options. The use of
mosaics or separately controlled transducers allowed bet-
ter spatial and temperature control to target bulky irre-
gularly shaped tumors. The multielement planar
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ultrasound applicators met these demands and are capable
of treating tumors at depths up to 8 cm. The multisector
applicator allows for heating to the edge of the aperture
and the acoustic beams are nondiverging in the near field,

thus allowing large tumor heating with lateral measure-
ments of 15 � 15 cm. Each of these 16 sectors can be varied
from 0 to 100% power to uniformly heat across the tumor. If
an area of the tumor is too difficult to treat, more energy
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Table 4. Hyperthermia and Radiation Clinical Trials

Reference/
name of
trial Tumor Entity (stage) Type of Trial

No. of
Patients

Type of
Hyperthermia

Results of
Control Arm
(RT only)a

Results of
Hyperthermia
Arm (RTþHT)a

Significance
of Results
( p<0.05)

(26,32)
RTOG

Head and neck
(superficial measurable

tumor)

Prospective
randomized
multicenter

106 Superficial
(915 MHz

microwave)

34% CR 34% CR �

(25) Head and neck untreated
locoregional tumor

Prospective
randomized

65 Superficial
(27-12 MHz
microwave)

32% DR 55% CR þ

19% DFS at
1.5 years

33% DFS
at 1.5 years

þ

(24,33) Head and neck
(N3locoregional tumor)

Prospective
randomized

41 Superficial
(280 MHz

microwave)

41% CR 83% CR þ

24% LRFS 68% LRFS þ
0% OS at

5 years
53% OS at

5 years
þ

(21) ESHO-3 Melanoma (skin
metastases or recurrent

skin lesions)

Prospective
randomized
Multicenter

70 Superficial
(various

techniques)

35% CR 62% CR þ

28% LRFS at
5 years

46% LRFS at
5 years

þ

(23) MRC/
ESHO-5

Breast cancer (local
recurrences or inoperable

primary lesions)

Randomized
multicenter

306 Superficial
(various

techniques)

41% CR 59% CR þ

ca. 30% LRFS ca. 50% LRFS þ
ca. 40% AS

at 2 years
ca. 40% AS at

2 years
�

(31) Rectal cancer Prospective
randomized
multicenter

143 Deep regional
HT (various
techniques)

15% CR 21% CR �

22% OS at
3 years

13% OS at
3 years

�

Bladder cancer 101 51% CR 73% CR þ
22% OS at

3 years
28% OS at

3 years
�

Cervical cancer 114 57% CR 83% CR þ
27% OS at

3 years
51% OS at

3 years
þ

(28) Various (recurrent or
progressive lesions)

Prospective
randomized
multicenter

174 Interstitial HT
(300-2450 MHz

microwave
or RF)

54% CR 57% CR �

34% OS at
2 years

35% OS at
2 years

(25) Gioblastoma
(postoperative)

Prospective
randomized

79 Interstitial HT 15% OS at
2 years

31% OS at
2 years

þ

(29) Stage IIIB
uterine cervix

Prospective
randomized

40 Deep regional
HT

50% CR 80% CR þ

45% CR at
3 years

79.7% CR at
3 years

(27) Superficial tumors Prospective
randomized

122 EM 42.3% CR 66.1% CR þ

(30) Uterine cervical Prospective
randomized
multicenter

110 RF 68.5% CR 73.2% CR þ

aAS ¼ actuarial survival; CR ¼ complete remission; DFS ¼ disease free survival; HT ¼ hyperthermia; LRFS ¼ local relapse free survival; OS ¼ overall

survival; RF ¼ radio frequency electric currents; RT ¼ radiotherapy. (Published with permission from Ref 20).
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Table 5. Hyperthermia and Chemotherapy Clinical Trials

Reference Tumor Entity
Type of
Trial

No. of
Patients

Type of
Hyperthermiaa

Type of
Chemotherapya Resultsa

(36) Oesophagus
cancer

(preoperative)

Phase II 32 localHT/
Endoluminal MW

CDDP þ Bleo þ
Cyc

8 CR/13 PR
(65% RR)

(37) Oesophagus
cancer

(preoperative)

Phase III 20 localHT/
Endoradiotherm

CDDP þ Bleo 1 CR/5 PR/4 MR
(50% RR);

FHR (41.2%)
20 Control CDDP þ Bleo 0CR/5 PR/0 MR

(25% RR);
FHR (18.8%)

(38) Stomach cancer Phase II 33 RHT/thermotron Mitomycin þ 5FU 3 CR þ 10 PR
(39% RR)

pancreatic cancer 22 8 MHz Mitomycin þ 5FU 3 CR þ 5 PR
(36% RR)

(39) Pancreatic cancer Phase II 77 RHT 13.5 MHz Mitomycin þ 5FU þ/
- immunostimulation

27..3% survival
at 1 year

(40,41) Sarcomas
(pretreated with
chemotherapy)

Phase II
(RHT 86)

38 RHT/BSD 1000
60-110 MHz

VP16 þ IFO 6 pCR þ 4PR þ 4FHR
(37% RR)

Follow-up 65 VP16 þ IFO 9pCR þ 4PR þ 8FHR
(32% RR)

(42,43) High risk soft
tissue sarcomas

Phase II
(RHT 91)

59 RHT/BSD 2000
80-110 MHz

VP16 þ IFO þ ADR ICR/6pCR þ 8PR þ 13 MR
(47%)

OS: 46% at 5 years
(44) High risk soft

tissue sarcoma
Phase III

(EORTC
62961)

112 RHT/BSD 2000
80-110 MHz

(randomized)

VP16 þ IFO þ ADR (08/00)

(45) Soft tissue
sarcoma

Phase II 55 ILP with HT TNF þ IFN þ L-PAM 10CR/35PR (82% RR)

(46) Sarcoma/
teratomas

(metastatic)

Phase I/II 19 WBH IFO þ CBDCA 6PR (32% RR)

(47) Sarcoma
(metastatic)

Phase II 12 WBH IFO þ CBDCA þ VP16 7PR (58% RR)

(48) Refractory
cancers

(advanced or
metastatic)

Phase I 16 WBH
(Aquatherm)

L-PAM
(dose-escalation)

ICR/2PR (19% PR)

(49) Pediatric
sarcomas

Phase II 34 RHT/BSD 2000
80-110 MHz

V16 þ IFO þ CBDCA 12 NED
(‘best response’)/
7 CR Duration:

7-64 months
(50) Pediatric

nontesticular
germ cell
tumours

Phase II 10 RHT/BSD 2000
80-110 MHz

CDDP þ VP16 þ IFO
(¼PEI)

5CR þ 2PR
(70% RR) Six
patients alive

without evidence
of tumour

(10-33 months)
(51) Cervical cancer

(recurrences)
Phase II 23 RHT/array-system

70 MHz
CDDP (weekly) 2pCR/ICR þ 9PR

(52% RR)
(52) Rectal cancer Phase II 27 Intraoperative IHP Mitomycin C 3 LR

(Dukes C
preoperative)

35 Control Mitomycin C 13LR

(53) Metastatic Sarcoma Phase II 108 whole body
Hyperthermia

IFO/CBDCA/VP16 68% success at 1 year

aP ¼ intraoperitoneal hyperthermic perfusion; WBH ¼ whole body hyperthermia; 5FU ¼ 5-flurouracil; VP16 ¼ etoposide; IFO ¼ ifosfamide;

ADR ¼ Adriamycin ¼ Doxorubin; CDDP ¼ Cisplatin; CBDCA ¼ Carboplatin; Bleo ¼ Bleomycin; L-PAM ¼ Melphan; TNF ¼ tumor necrosis factor alpha;

IFN ¼ interferon gamma; p ¼ pathohistological; RR ¼ response rate; CR ¼ complete remission; PR ¼ partial remission; MR ¼ minor response;

FHR ¼ favorable histological response >75%; LR ¼ local recurrence; NED ¼ no evidence of disease.(Published with permission from Ref. 20).



can be directed to just that target segment. The tempera-
tures can be adjusted in relation to variations in tempe-
rature distribution due to blood flow, variations in target
tissue morphology, and based on the patient’s comfort
level. These devices have the ability to contour the energy
field to match the tumor outline. These systems generally
have two frequencies: 1 MHz (used to heat 3–6 cm) and
3.4 MHz (used for more superficial 2–3 cm) (7,62). Exam-
ples of heating temperatures for different ultrasound
hyperthermia devices are shown (Table 6). These planar
array systems have been adapted to allow for thermoradia-
tion in conjunction with an external beam radiation (7). An
extended bolus configuration with an internal reflecting
system was created to direct the ultrasound energy into
desired tissue. This configuration allows the ultrasound
transducer to be outside the radiation beam thus prevent-
ing potential interference of the two (7,70).

Another approach to achieving greater spatial control is
to use a larger variety of small transducers in a nonplanar
geometric configuration. This approach has been used in

treating intact breast with cancer (7,71). The patient lies
prone while the breast is immersed within the water filled
cylindrical applicator (Fig. 12). The cylindrical applicator is
composed of eight rings (each ring is 25 cm in diameter by
1.6 cm in height), with up to 48 transducers (1.5 �1.5 cm
plane transducers), which are interspersed around the
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Figure 9. Temperature distribution in a subcutaneous tumor
by plane wave transducer. The temperature at the necrotic zone is
higher than in the surrounding tissues. (Published with permission
from Ref. 3).
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Figure 7. The pattern of ultrasound delivery via plane wave
radiation targeting a tumor that is located deep within the
tissue. (Published with permission from Ref. 3).
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Figure 8. (a) Ultrasound intensity is greatest at the surface.
Intensity will deteriorate exponentially due to attenuation as the
depth from the surface increases. Published with the permission of
(3). (b) Since temperature and intensity are directly proportional,
temperature will decrease exponentially as depth increases. Cooling
the skin will cause the ‘‘hot spot’’ to shift to the poorly perfused fatty
tissue. (Published with permission from Ref. 3).
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Figure 6. A cross-sectional diagram of a single planar element
hyperthermia applicator. The chamber between the latex mem-
brane and the piezoelectric element contains cooled degassed water.
During local hyperthermia treatment an ultrasonic conducing gel is
applied to the target site that is then coupled to the latex membrane.
(Published with permission from Ref. 3).



ring. The frequency ranges from 1.8 to 2.3 and 4.3–
4.8 MHz. The driving frequency and the power can be
individually selected within each ring, which allows for
better spatial and temperature control. This technique has
not yet reached widespread clinical use (7).

The Scanning Ultrasound Reflector Linear Array Sys-
tem (SURLAS), which may soon be implemented in clinical
practice allows for 3D power distribution while applying
simultaneous external hyperthermia in conjunction with
radiation to superficial areas (7,13,72–77). (Fig. 13). The
SURLAS applicator consists of two parallel opposed ultra-
sound linear arrays that aim their sound waves to a
V-shaped ultrasound reflector that further organizes and
spreads the energy over the scanned target site (7,13). The
two arrays operate at different frequencies (1.9 and 4.9).
This allows for control of penetration depth through the
exploitation of intensity modulation of the two beams (13).
The applicator housing this transducer and the tempera-
ture regulated water bolus are placed on the patient. This
system allows both the radiation and the ultrasonic waves
to enter the patient’s body concurrently. During the scan-
ning interval, power levels and frequencies in each trans-
ducer can be individually regulated, thus allowing for good
control over depth penetration and lateral heating (7).
This system can treat superficial tumors that are
15 � 15 cm in area and with distal margins up to 3 cm
deep (13). However, scan times must be limited to <20 s to
avoid transient temperature variations >1 8C (7,73).

Large superficial tumors ranging from 3 to 4 cm deep
20 � 20 cm in surface area have been successfully treated
with mechanically scanned planar transducers with 2D

motion (7,63) (Fig. 14). This approach can be used in
treating tumors in the chest region, which often have a
heterogenous thickness and are situated close to bone.
Once an ultrasound is launched into tissue, it cannot leave
the body; consequently, it will just ‘‘bounce’’ around until it
is completely absorbed. If the ultrasound is absorbed by
bone or nerves, neuropathies and bone necrosis can occur.
Mechanically scanned planar transducer frequencies can
range from 1 to 6 MHz. Accurate spatial control has been
achieved by controlling the operating frequency and
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Figure 11. (a) With the use of a focused field, higher intensities
can be achieved in target tissue at a greater depth. (Published with
permission from Ref. (3)). (b) Since temperature and intensity are
directly proportional greater temperatures can also be attained in
target tissue at greater depths. (Published with permission from
Ref. 3).

Figure 10. Pattern of radiation with a focused ultrasound beam.
The contoured beam localizes the tumor within the focal area while
sparing the surrounding tissue (Published with permission from
Ref. 3).

Table 6. Examples of Clinical Temperature and Response Rates of Certain Hyperthermia Systemsa

Device Reference
Number

of Patients
Maximum

Temperature, 8C
Minimum

Temperature, 8C
Average

Temperature, 8C

Complete
Response
Rate, %

Partial
Response
Rate, %

Scanned ultrasound (63) 5 45.9 41.1
(64) 149 34 36
(65) 72 44.4 40.0 22 40
(66) 17 43.1 39.9 24 70
(67) 15 44 40.4 42.3

Multielement ultrasound (68) 147 42.7 38.5 40.4
Transrectal ultrasound (69) 14 43.2 40.5 42.2

aPublished with permission from Ref. 7.



applied power levels, as a function of location, to account
for variations of tumor thickness. Separate transducers,
which are driven at different frequencies or by time multi-
plexing the driving frequency of a given transducer
between its fundamental and odd harmonic frequencies,
are able to create a situation that allows control over
penetration depth (7). The penetration depth, as well as
the temperature distribution resulting as a function of
depth, can be controlled online during the scanning by
regulating the frequency amplitude. In the clinical setting,
all these biophysical properties must be coupled with the
patient’s ability to tolerate the treatment to create a func-
tional algorithm (7,63).

Scanned focus ultrasound systems (SFUs) provide the
most flexibility for clinical applications (7,64–67,78,79).
These systems provide the greatest possibility of overcom-
ing the challenges of tissue heating. The SFUs systems
generally use four to six 1 MHz spherically focused trans-
ducers each overlapped so that a common focal zone of
3 mm o.d. to treat deep tissue. This focal zone is mechani-
cally scanned in circular or octagonal patterns within the
tumor at rates of 20–100 mm�s�1. In order to guarantee
that there is a consistency in temperature, scan cycles must
be shorter than 10 s. During scanned focused ultrasound
hyperthermia treatments, temperature distributions can
be controlled by utilizing the measured temperatures to
vary the power output as a function of the location. The
resolution is determined by a variety of thermometry

points, scanning, and computer control speed (7). The
regulation of temperature can be controlled by the clinician
or the computer (7,80).

External applicator systems for hyperthermia have now
been developed that use electrically phased focused trans-
ducer arrays. The advantages of using an electrically
phased focused transducer array is that it allows for better
synthesis of complex beam patterns and the ability to
electronically focus and steer. The 3D complex beam-form-
ing techniques result in higher scanning speeds, smaller
applicators, and better reliability due to more static parts
(7). Examples of electrically phased focused transducer
arrays include concentric ring arrays (7,81), sector-vortex
phased arrays (7,82), spherical and cylindrical arrays
(7,83,84), and tapered phased arrays (7,85).

Intracavitary Techniques

Conventional ultrasonic hyperthermia can be used for
intracavitary applications. This modality can be used to
treat tumors that are situated deep within the body or
with those that situated close to a body cavity. Clinically,
prostrate cancer and benign prostate hyperplasia are the
best suited for this treatment (7). The transrectal appli-
cator consists of one-half cylindrical transducer segments
10–20 mm o.d. � 10 mm long. It is sectored for better
angular control with frequency range of 1.0–1.6 MHz.
The transducers are housed in a plastic head; also, a
temperature regulated degassed water within an extend-
able bolus is attached (7,86–88) (Fig. 15). The heating
energy is emitted radially from the length of each trans-
ducer segment, and the power is applied along the length of
the applicator. This technique is able to heat tissues that
are 3–4 cm deep from the cavity wall. The temperature
controlled water bolus maintains a safe temperature for
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Figure 15. A nonfocused multielement applicator with
longitudinal and angular power deposition abilities. This device
is used in the treatment of the prostate cancer or BPH. (Published
with permission from Ref. 7).
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Figure 13. A schematic diagram of a multielement low profile
scanning reflector system. (Published with permission from Ref. 7).
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Figure 14. A schematic diagram of mechanically scanned
ultrasound system for superficial hyperthermia. (Published with
permission from Ref. 7).
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Figure 12. A schematic diagram of an intraoperative multielement
transducer system with a circumferential transducer array and
reflector configuration. (Published with permission from Ref. 7).



the rectal mucosa. Improved versions of this applicator
have added four sectors on each tubular section for
16 channels total. These devices are being fabricated to
be compatible with MRI guide protocols (7,89).

Interstitial Techniques

Interstitial techniques are used for treating deep-seated
and/or large tumors that are not amenable for surgical
resection. Heating sources are implanted into the tumor,
thus focusing the energy directly to the site. Interstitial
radiation is a standard practice in the treatment of tumors,
therefore incorporating adjuvant heat is a logical progres-
sion to maximizing treatment. There are three basic designs
of interstitial ultrasonic applicators: catheter cooled and
direct coupled that consists of tubular piezoceramic trans-
ducers, and acoustic waveguide antennas (7) (Figs.16a–c).

Multielement ultrasound applicators with catheter
cooling use piezoceramic tubular transducers (1.0–1.5 mm
o.d. � 10–20 mm long, with frequency ranging from 7 to
10 MHz) have circulating coolant channels incorporated
within the support structures to allow the applicator to
be sealed in place within closed end implant catheters
(13–14 gauge) (7) (Fig. 16a). These catheters are able to
improve control of radial penetration of heat. In addition, it
has the ability to control longitudinal power deposition
along the length of the applicator (7,90–94). The power to
each tubular transducer can be adjusted to control tissue
temperature along the length of the catheter. The length
and the number of transducers can be selected depending on
the desired temperature and longitudinal resolution. This
feature is very valuable in that it allows adjustability to

tumor geometry variations, blood perfusion variations, and
the variation within the tumor tissue. Another advantage
of this device is that, unlike microwaves and RF hyperther-
mia, the power deposition pattern is not limited by the
length of insertion or whether other catheters are within
the implant. These catheters are more challenging than
others for the operator to use skillfully because it is com-
plicated to control both the electronics and the water cooling.
Also, small transducers are less reliable. However, it is this
complexity that allows for great plasticity in therapeutic
temperature distributions (7).

Direct coupled applicators are used to deliver thermo-
brachy therapy via remote after- loading radiation sources
(Fig. 16b). Larger applicator size limits these catheters to
few clinical treatments. The implant catheter consists of
the transducer and an acoustically compatible housing,
which is biologically and electrically insulated. The
implant catheter usually ranges from 2.2 to 2.5 mm in
diameter. The inner lumen is formed from a catheter that
is compatible with standard brachytherapy and commer-
cial after loaders. The transducers have sensors that are
able to monitor tissue temperature. In order to conserve
size, a water cooling mechanism was not included as part of
the catheter. This device is less efficient because transdu-
cer self-heating increases the wall temperature and thus
reduces radial heating. Therefore, the thermal penetration
is sensitive to acoustic frequency (7,95,96). Some studies
have shown that integrating an air cooling system to this
catheter will allow for better heating penetration (7,95).

The acoustic wave-guide antenna has a minimally inva-
sive 16–24 gauge stainless steel needle that is coupled by a
conical tapered velocity transformer to a piezoceramic disk
transducer (1.3 cm o.d. operating at 1 MHz) (7,99)
(Fig. 16c). The length of the radiating tip can be changed
by adjusting the length of the plastic sleeve by 1–1.5 cm.
The needle diameter size minutely fluctuates due to
Raleigh surface waves propagating from the wave-guide
generating flexural vibrations of the needle portion. Acous-
tic patterns that have been measured demonstrate peaks
and nodes in adjacent tissue along the radiating aperture.
The temperature of the tissue that is radiated matches the
temperature of the radiating antennae. The disadvantages
of this system are that the power output is potentially
limited for larger or more perfused tumors, and it is
difficult to control the longitudinal power deposition (7).
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Figure 17. Schematic of HIFU. (a) Illustrates a formation of a
single lesion. (b) Illustrates a confluent array of lesions required
for a therapeutic effect. (Published with permission from Ref. 98).
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A Brief History of HIFU

Using HIFU as an extracorporeal technique of creating
coagulative necrosis was first conceptualized in 1942 by
Drs. Lynn and Putnam (12,98,99) (Fig. 17a). In 1954, Dr.
William Fry was the first to use HIFU to destroy central
nervous tissue in the brains of cats and monkeys
(12,98,100,101). Later, Frank Fry treated patients with
Parkinson’s disease and neuromata (12,98,102). Through-
out the 1950s and 1960s, HIFU research continued,
although it was often plagued with limited success due
to lack of technology (103–106). In 1956, Dr. Burov sug-
gested that HIFU can be implemented in the treatment of
cancer (12,98,107). Since then, the popularity of HIFU has
gradually increased with the advent of better devices and
with the success of its use in vitro and in vivo experi-
mental trials. In current literature, HIFU is categorized
as a high temperature hyperthermia because higher tem-
peratures than those used in conventional hyperthermia
are required to achieve therapeutic goals.

BASIC PRINCIPLES OF HIFU

The concept of HIFU is similar to that of using a magnify-
ing glass to focus the sun’s beams to set fire to some dry
leaves. Only the leaves that are in focus will be set on fire,
the surrounding ones will be spared (12,98). Likewise, if an
ultrasonic beam with sufficient energy is tightly focused, it
can be used to elevate temperatures within a target tissue
resulting in cell death and coagulative necrosis while
sparing the skin and surrounding tissues (98,108)
(Fig. 18). Histologically, there is a sharp demarcation
between the necrotic tissue that was radiated with HIFU
and the healthy surrounding tissue. In the liver, 2 h after
exposure, the cells look normal, however, approximately a
10 cell wide rim of glycogen poor cells can be found. After
48 h, the entire area that was radiated will be dead (109).

During HIFU procedures, tissue temperature >56 8C
are used because at that temperature irreversible cell

death through coagulative necrosis occurs. The main
mechanism used is coagulative necrosis via thermal
adsorption (110). The other mechanism is cavitation
induced damage that is caused by both thermal and
mechanical properties of the ultrasound wave (110,111).
However, recent studies have been investigating the use of
cavitation to enhance the level of ablation and to reduce
exposure times. It has been proposed that a focused ultra-
sound protocol that induces gas bubbles at the focus will
enhance the ultrasound absorption and ultimately create
larger lesions (110,112). Individual HIFU exposure times
can be as little as 1–3 s, while larger volumes may require
up to 30–60 s. Individual lesions can be linearly complied to
create a clinically relevant lesion (Fig. 17 b). Since indi-
vidual exposure time is quick, issues (e.g., the cooling
effects of blood perfusion) can be considered negligible
(7,98,113,114). Therefore, energy transfer and tempera-
ture elevation in tissue is considered proportional to acous-
tic field energy (100). The lesions are cigar-shaped or
ellipsoid with the long axis parallel to the ultrasonic beam
(12,98). In order to ablate tissue transducer frequency
must be between 0.5 and 10 MHz. The higher the fre-
quency, the narrower and shallower the lesion will be.
The wavelength ranges from 3 to 0.25 mm. The size of
the focal point is determined by the wavelength. Thus, the
transverse diameter of the focus is limited to one wave-
length and the axial diameter is eight times that wave-
length. As a result of this, all generators create a focal size
that is 10 � 1 mm. The shape of the lesion is determined by
the acoustic properties of the tissue, ultrasound intensity
in conjunction with exposure time, and transducer geome-
try (12). Lesion size is determined by power density at the
focus, pulse duration, and the number of pulses. In order to
create a well-demarcated lesion the intensity must be
>100 W�cm�2, thus being able to reach temperatures that
are >65 8C in <5 s (11). Focal peak intensities generally
range between 300 and 2000 W�cm�2 (7). The ultrasonic
waves used in HIFU are generated by piezoelectric ele-
ments. In order to achieve high intensity focus ultrasound
that is able to ablate tissues three techniques have been
found to focus the ultrasound beam: (1). spherical arrange-
ment of piezoelements (Fig. 19), (2) combination of a plane
transducer with an acoustic lens (Fig. 20), (3). cylindrical
piezoelementstogetherwithaparabolicreflector (11) (Fig.21).

CURRENT EXTRACORPOREAL DEVICES, INTRACAVITARY
DEVICES, AND IMAGING

While there are many devices that are used in experimen-
tal trials, few of those are currently used in widespread
clinical practice. The two main categories of HIFU devices
are extracorporeal and transrectal. Extracorporeal devices
have been implemented in experimental trials in many
medical fields. Extracorporeal devices use larger transdu-
cers, lower frequencies, and longer focal lengths than
intracavitary devices (97).

An important factor in clinical application of these
devices is the ability to monitor treatment accurately.
In current practice, this is accomplished either by using
real-time ultrasound (116–118) or MRI (119–122). When
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Figure 18. Image of coagulation and liquefied necrosis created
with HIFU in an ex vivo porcine kidney. (Published with permission
from Ref. 108).



MR is used to guide HIFU treatments, sublesioning ultra-
sound exposures are used to identify the target region, local
rise in temperatures are used to confirm the position of the
ultrasound focus and then higher intensity therapeutic
exposures are used for treatment. Currently, several
groups are using ultrasound surgery systems that utilize
MRI to map temperature elevations online during HIFU
procedures (110,120–122). This technique has been used to
treat breast tumors and uterine fibroids, and these treat-
ments are in the process of being used clinically in several
countries (110,123–125). The MR can effectively use tem-
perature data to determine the parameter of thermal tissue
damage (110) and is limited in that it is costly, has lower
spin resolution, and because of its technology for producing
MR compatible ultrasound equipment required for HIFU is
lagging.

When ultrasound is used as a guide, the diagnostic
transducer is arranged confocally with the therapeutic
transducer and their relationship is fixed. The position

of the therapeutic focus can be reliably identified on the
diagnostic image. The extent of treatment can be moni-
tored by recording post-treatment gray scale changes on
the diagnostic image (98). Ultrasound as a guide is advan-
tageous in that it is less expensive and is more readily
accessible, it has faster treatment times, compact sized
equipment, and provides a good correlation between
observed ultrasound changes and the region of necrosis
in the tissue. The disadvantage of using ultrasound as a
guide is that image quality is not optimal (98,110,126).
Furthermore, ultrasound waves are obstructed by bone
and air-filled viscera.

MEDICAL APPLICATIONS OF HIFU

Liver Cancer

While hepatocellular carcinoma is frequently encountered in
clinical practice, hepatic metastasis from other primary
sources is much more common. Currently, the only definite
treatment choice for hepatic metastases is surgery, however,
5 year survival rates are only 25–30%. Arterial embolization
is another emerging technique. Therefore, the desire to find a
noninvasive technique is preeminent (98). The Chongqing
HAIFU device has been used for a couple of years in China to
treat a variety of tumors, however, adequate data has not yet
been collected (98,127,128) (Fig. 22). The JC-HIFU system
(HAIFU Technology Company, Chongquing, PR China) uses
an extracorporeal transducer that operates at 0.8–1.6 MHz,
the aperture 12–15 cm, focal length 9–15 cm. It operates at
Isp of 5–15 kW�cm�2. A diagnostic ultrasound probe
(3.5 MHz) is aligned along the same axis as the therapeutic
transducer. Both the treatment and diagnostic transducers
are placed in a reservoir of degassed water in the center of the
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Figure 20. A plane transducer with an acoustic lens used for
focusing the ultrasound waves. (Published with permission from
Ref. 115).
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treatment table. The degassed water provides acoustic cou-
pling between the patient and the transducer. Horizontal
movement of the transducer is possible along three orthogo-
nal axes of the bed because it is facilitated by the cylindrical
gantry at one end of the table. All movement is controlled by
the adjacent computer terminals (128). In a recent clinical
trial carried out in Churchill Hospital in Oxford, England in
conjunction with Chongqing University of Medical Sciences
in Chongqing China, 11 patients with liver metastases were
treated with the JC-HIFU device. While it is not possible to
have a good statistical analysis with such a small subject pool,
some general observations were made about the safety of this
device. Of the 11 patients treated, 7 out of 11 patients
complained of transient pain and 3 out of 11 complained of
superficial burns. Out of the 7 patients that experienced pain,
oral analgesia brought relief to 6. Burn sites were treated
with ice-packs and aloe gel. Two of the three burn sites were
only millimeters across. One of the burns was 2 � 3 cm and
had healed by the 2 week follow-up period. It appears that
from a safety standpoint the JC-HIFU is a feasible treatment
option for hepatic metastases, however, larger trials will be
needed to determine the true efficacy of the treatment (128).

Another study by Wu et al looked at 55 patients with
hepatocellular carcinoma with cirrhosis. Tumor size ran-
ged 4–14 cm in size with an average size of 8.14 cm.
Patients were classified according to progression of disease:
15 patients had stage II, 16 had stage IIIA, and 24 had
stage IIIC. All patients were treated with an extracorpor-
eal HIFU device similar to the one previously mentioned
for the treatment of liver metastases. The average number
of treatment applications was 1.69. There were no serious
side effects. Imaging following HIFU treatment evaluated
for the absence of tumor vascular supply and shrinkage of
treated lesions. Serum alpha-fetoprotein returned to normal
in 34% of patients. At 6 months, 86.1% of the patients were
still alive, at 12 months 61.5% of the patients were still alive,
and at 18 months 35.3% of the patients were still alive. The
survival rates were the highest in patients who were stage

II. Therefore, this study demonstrated that HIFU is a safe
option in the treatment of hepatocellular carcinoma (129).

Prostate Cancer

Prostate cancer is one of the common types of cancer in
males, and it is frequently the cause of cancer-related
death (130). Since physicians are able to detect prostate
cancer early, there has been an increase in the number of
patients needing treatment. Radical prostatectomy is the
treatment of choice in patients who have organ-confined
disease and a life expectancy of >10 years. Radical pros-
tectectomy offers excellent results 5 and 10 years after the
operation, although there is still risk of morbidity asso-
ciated with the operation, thus precipitating the need for
a noninvasive procedure. Currently, brachytherapy, cryo-
surgery, 3D conformal radiotherapy, and laparoscopic
radical prostatectomy have been implemented with good
results (130,131). However, if a cure is not achieved, these
treatments cannot be repeated and there is high risk of
morbidity associated with salvage radical prostatectomy,
thus necessitating the need for another treatment option.
In 1995, Madersbacher reported that they were able to
destroy the entire tumor within the prostate (98,132). Early
reports showed success rates of controlling local tumors at
50% at 8 months and then approaching 90% in later studies
(98,133,134). In the later years, as clinicians gained more
experience and as technology has improved, treatment of
the entire gland was performed (98,135,136).

A recent report was published that looked at 5 year
results with transrectal high intensity focused ultrasound
in the treatment of localized prostate cancer. One hundred
and forty six patients were treated with Ablatherm device
(EDAP, Lyon, France). The tablespoon-shaped intracavi-
tary applicator contains both a 7.5 MHz retractable ultra-
sound scanner for diagnosis and a piezoelectric therapeutic
transducer that can be driven at frequencies of 2.25–
3.0 MHz. The computer-controlled treatment head is able
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Figure 22. A Hifu System that is used both clinically and experimentally in the treatment of liver
metastates. (Published with permission from Ref. 128).



to move three dimensionally. The applicator can be rotated
45 8 in the rectal ampulla. A cooling device that consists of
a balloon containing degassed coupling fluid surrounds the
treatment head. Energy can be released from the balloon
rectal interface thereby maintaining rectal temperatures
<15 8C. Out of 137 patients 6 reported symptomatic UTI, 2
reported chronic pelvic pain, 16 reported infravesicular
obstruction, 8 reported grade1 stress incontinence, and 1
reported rectourethral fistula. The success rate of the
Ablatherm system is between 56 and 73% (131).

Another study that was published by Uchida et al.
performed 28 HIFU treatments on 20 patients to treat
localized prostate carcinoma (T1b-2NOMO). A modified
Sonoblate 200 HIFU device (Focus Surgery, Indianapolis
Ind.) was used in this study. Sonoblate 200 uses a 4 MHz
PZT transducer for both imaging and treatment. Each
pulse delivery ablates a volume of 2 � 2 � 10 mm3 in a
single beam with 2.5 and 4.5 cm focal length probes. Probes
with focal lengths of 3.0, 3.5, 4.0 cm can be used in a split-
beam conformation to create lesion sizes of 3 � 3 � 10 mm3.
A cooling device maintains rectal temperatures at <22 8C.
In this study, there was a 100% success rate. The UTI-like
symptoms were common in the first 2 weeks post-HIFU, but
were easily remedied with alpha-blockers and painkillers.
One patient had a rectourethral fistula after a second HIFU
treatment. Of 10 patients who were still able to attain
tumescence prior to the procedure, 3 reported postoperative
impotence. It is hypothesized that the reason the Sonoblate
200 is getting superior results to the Ablatherm system is
that the treatable focal length is longer in the Sonoblate
system. This allows the Sonoblate 200 to treat prostates
<50 mL, whereas the Ablatherm can only treat prostates
that are <30 mL. However, a controlled prospective study
is needed to evaluate the potential reasons for this dif-
ference in efficacy (130).

Gynecology

The most common pelvic tumor in women of reproductive
age is fibroids. The current surgical options available to
manage fibroids are either hysterectomy or myomectomy.
Hysterectomy is often not a viable option for women who
wish to have children. Myomectomies often result in 50%
tumor recurrence in 5 years. Hormone therapy results in
temporary reduction in tumor size by 35–65% (115). There-
fore, there is a need for a permanent, noninvasive techni-
que to manage fibroids. A device was developed for treating
uterine fibroids. The prototypic device aligns a commercial
abdominal diagnostic ultrasound transducer with a ther-
apeutic ultrasound intracavitary probe (Fig. 23). This
device was constructed to accommodate the specific con-
straints of the female pelvic anatomy. The transducer
contains a 3.5 MHz PZT-8 crystal, 25.4 mm in diameter
bonded by an aluminum lens to focus the ultrasound beam.
A water-filled latex condom is used for acoustic coupling of
the transducer and also has the potential for transducer
and tissue cooling. Ergonomics testing in humans demon-
strated clear visualization of the HIFU transducer in rela-
tion to the uterus, thereby demonstrating a potential for
HIFU to treat fibroids from the cervix to the fundus
through the width of the uterus. However, this device

needs to be tested in treating the uterus in large animal
models prior to beginning human trials (115). Extracorpor-
eal devices have been used in a small clinical phase I trials,
but the results are still pending (98,137).

Breast Cancer

Every year >1 million new cases of breast cancer are
diagnosed. Breast cancer is the most common malignancy
in women (138,139). In the past, the only options available
to women were radical and modified radical mastectomy
that included dissection of the axillary lymph nodes. More
recently, breast conservation surgery in conjunction with
radiotherapy, chemotherapy, and hormone therapy has
gained popularity in early stages of breast cancer. How-
ever, the change in approach toward a less radical surgery,
while being better for a woman’s body image, has not really
increased long-term survival rates in breast cancer
patients (138,140). Other options, such as cryoablation
and laser frequency have been studied as minimally inva-
sive approaches, however, these techniques are limited in
that they require percutaneous access and that they are
only able to treat small masses. In a recent study by Wu et
al., (65) women with breast cancer (T1-2, N0-2, M0) verified
with biopsy were studied. Patients were divided into a
control group that had a modified radical mastectomy,
and a group that had extracorporeal HIFU followed by a
radical mastectomy. The HIFU system used is the same
one described earlier in the treatment of liver malignan-
cies, the JC-HIFU therapeutic system. The therapeutic
U.S. beam was produced by a 12 cm in diameter PZT-4
ceramic transducer with a focal length of 90 mm that was
driven at a frequency of 1.6 MHz. The ellipsoid focal region
dimensions were 3.3 mm along the beam axis, and 1.1 mm
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Figure 23. Conceptual diagram of the transvaginal device HIFU
in use. The dotted line represents the image plane. Three factors
determine what area can be treated by the HIFU transducer: focal
length, the range of water stand-off, and the range of mobility once
inside the vagina. (Published with permission from Ref. 115).



along the transverse axis. A real-time imaging U.S. device,
the AU3 (Esaote, Genoa, Italy) was used at frequencies of
3.5–5.0 MHz. The diagnostic transducer is placed in the
center of the therapeutic transducer. Real-time imaging
can accomplish three separate tasks. It can locate the
tumor that needs to be treated, it can guide the deposition
of U.S. energy into the tumor, and it can provide real-time
assessment of the coagulation necrosis during therapy.
The results demonstrated that there were no severe side
effects. Those that were reported included mild local pain,
warmth, and a sensation of heaviness in the affected
breast. However, only 4 of the 23 HIFU patients had
significant pain to require a 3–5 day course of oral analge-
sics. Only one patient had a minor skin burn. Pathologic
examination of the breast tissue revealed complete coagu-
lative necrosis, and the tumor vasculature was damaged.
The immunohistological staining revealed that no expres-
sion PCNA, MMP-9, and CD44v6 was found, indicating
that the tumor cells had lost their ability to proliferate,
invade, and metastasize. Therefore, this study demon-
strated the safety and efficacy of HIFU in the treatment
of breast cancer (138).

Neurology

Recently, there have been some published studies that
propose using large array ultrasound transducers to over-
come distortions caused by the skull (110). The goal has
been to be able to create an array that can focus to destroy
target tissue while preserving surrounding tissue. A 320
element array has been used to focus ultrasound through10
human skulls. This approach is completely noninvasive.
This technique is modeled after a layered wave vector-
frequency domain-model and uses a hemisphere-shaped
transducer to propagate ultrasound through the skull
using CT scans as a guide (110,141,142). The ability to
focus energy has implications that are not limited to just
tumor treatment. It has been shown that focused ultra-
sound can selectively and consistently open the blood brain
barrier (BBB) (110).

Another neurological area that may benefit from HIFU
is in the treatment of nerve spasticity and pain. Spasti-
city, which is signified by uncontrollable muscle contrac-
tions, is difficult to treat. In a recent study, HIFU was
used to treat and suppress the sciatic nerve complex of
rabbits in vivo. An image-guided HIFU device including a
3.2 MHz spherically curved therapeutic transducer and
an ultrasound diagnostic device were used. A focal inten-
sity of 1480–1850 W/CM2 was used to create a complete
conduction block in the 22 nerve complexes. Treatment
times averaged 36 s. Gross histological examination
revealed blanched nerve complex with lesion dimensions
of 2.8 cm3. Further histological examination revealed the
probable cause of nerve block as axonal demyelination
and necrosis of Schwann cells. This study illustrates the
potential that HIFU may have in the treatment of nerve
spasticity (143).

Cardiovascular System

The role of ultrasound in cardiology has been instrumental
to the increasing knowledge of the cardiovascular system.

Diagnostic ultrasound technology has led to a greater
understanding of the anatomy and physiology of the
human heart and vascular systems. Over the years, in
addition to diagnostic use, the role of ultrasound has been
expanded to the therapeutic realm. Both conventional
ultrasound and HIFU modalities have been used with
varied success in many cardiovascular therapeutic appli-
cations. These applications range from harvesting the
internal mammary artery for coronary artery bypass sur-
gery to ablation of cardiac arrhythmias. An ultrasonically
activated (vibrating up to 55,000 Hz) harmonic scalpel
(Ethicon Endosurgery, Cincinnati, OH) produces low heat
(<100 8C) thereby effectively coagulating and dividing the
tissue and has a wide range of applications in cardiothor-
acic surgery (144). By using a 1 MHz phased array trans-
ducer with an acoustic intensity of 1630 W�cm�2 or 22547
W�cm�2 one can successfully create precise defects ranging
from 3 to 4 mm in diameter ex vivo in porcine valve leaflet,
canine pericardium, human newborn atrial septum, and
right atrial appendage (145). Cardiac arrhythmia is one
area where significant work has been done using ultrasonic
hyperthermia for therapeutic purposes. Strickberger et al.
demonstrated an extracorporeal HIFU ablation of the
atrioventricular junction of beating canine heart after
thoracotomy (146). Their experimental system consisted
of a polyvinyl membrane covering the heart and lungs. The
thoracic cavity was filled with degassed water serving as a
coupling medium. A 7.0 MHz diagnostic 2D ultrasound
(Diasonics VST Master Series, Diasonics/Vingmed Ultra-
sound Inc) attached to a spherically focused single piezo-
electric element therapeutic ultrasound transducer
(1.4 MHz frequency; 1.1 � 8.3 mm focal length and
63.5 cm focal zone) with the maximum intensity of
2.8 kW�cm�2 was applied during the diastole for 30 s to
achieve complete AV nodal junctional block (Fig. 24a–c).
Experience with HIFU application is very preliminary and
has not been tried for AV nodal ablation in humans yet.

Ultrasound had also been used clinically in the treat-
ment of atrial fibrillation (AF), which is the most common
arrhythmia affecting 0.5–2.5% of the population globally.
Over the last decade, ablation procedures by isolating the
pulmonary veins and eliminating electrical triggers from
the atria has become a popular and effective mode of
therapy for AF. Traditionally, RF energy has been used
as an energy source for ablation. Radio frequency catheter
ablation of AF requires good tissue contact, multiple
lesions, significant experience and manual skills with long
procedure time. Complications related to RF application in
AF ablation include pulmonary vein stenosis, atrioesopha-
geal fistula, left atrial rupture due catheter perforation or
inappropriate amount of power. The limitations of the
existing RF technology could be overcome with the use
of HIFU balloon systems (147).

Our group performed the initial work on pulmonary
vein isolation in humans using a through-the-balloon cir-
cumferential ultrasound (conventional-unfocused) abla-
tion system for treatment of recurrent atrial fibrillation
(148). Fifteen patients with drug refractory atrial fibrilla-
tion underwent a PVI using a novel transballoon ultra-
sound ablation catheter (Atronix, Inc) (Fig. 25a–c). The
ablation system was composed of a 0.035 in. diameter
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Figure 24. (a) Schematic of the experimental HIFU apparatus. The therapeutic ultrasound
transducer is mounted 63.5 mm from the target (X). A polyvinyl chloride membrane covers the
heart and the lungs. Degassed water flows in and out of the thoracic cavity at a rate of 600 mL�min�1.
Combined diagnostic/ablation transducers are placed into degassed water. (Published with
permission from Ref. 146). (b) ECG and Echocardiogram of a canine heart. Prior to ablation of the
AV node. (c) After ablation of the AV node using HIFU, the ECG shows complete AV block and the echo
image depicts an increased density of the ablated tissue. (Published with permission from Ref. 146).



luminal catheter with a distal balloon (2.2 cm at maximum
diameter) housing a centrally located ultrasound trans-
ducer (8 MHz). The ultrasound ablation system was
advanced over a guide wire (0.035 in., 0.088 cm) to the
intended pulmonary vein. The ablation performance and
tissue temperature are monitored by thermocouples on the
balloon and the therapeutic transducer. The ablation
time was 2 min with an additional minute to deflate the
balloon. The energy was delivered perpendicularly to the
surface of the balloon and ablation at the funnel portion of
the pulmonary vein (antrum) could not be achieved with
the original design. Additionally, other anatomical char-
acteristics of the target sites like ostial diameter larger
than the balloon size, inability to reach the right inferior or
other pulmonary vein ostia, ostial instability, early branch-
ing of the vein, and eccentric position of the ultrasound
transducer in the vein made it difficult to deliver energy
effectively (Fig. 26). These technical limitations have been
addressed in some of the newer balloon systems where the
energy delivery could be accomplished in a divergent
angle enabling ablation around the antrum with the tip
of the balloon sitting at the pulmonary vein ostium. Early
animal studies on HIFU mediated AF ablation have
shown promising results with an experimental device that
focuses ultrasonic energy via a parabolic balloon, using
gas or fluid as a reflector (ProRhythm INC.) (Fig. 25c–e).
(149,150).

Since 2003 �60 patients were treated using this system.
With improved catheter design the success rate of AF
ablation has increased from �50 up to 80% without evi-
dence of pulmonary vein stenosis. These preliminary
human study results need to be confirmed in larger series.
Since there are no large clinical trials on AF ablation with
this technology, it is still somewhat premature to predict if
HIFU is the complete answer. This device is expected to be
released in Europe in 2005 (149,150).

Attempts have been made to harness HIFU for trans-
myocardial revascularization (TMR) to improve blood sup-
ply to damaged myocardium caused by advanced heart
disease. Using a 10 cm diameter transducer operating a
frequency of 2.52 MHz, intensity of 2300 W�cm�2 and pulse
repetition period of 40 ms at 50% duty cycle, small chan-

nels were successfully created in canine myocardium (151).
This shows the potential for future application for HIFU in
TMR in a noninvasive fashion.

Other Applications of HIFU

Several branches of medicine have already begun to benefit
from the use of HIFU with the prospect of many more
applications in the future. Thus far the greatest influence
of HIFU has been in oncology, with other fields now explor-
ing and experimenting with HIFU to determine its poten-
tial utility. The HIFU has been proposed as a tool for
synovectomy in the treatment of rheumatoid arthritis
(RA) (98,152) and has been used to control opiate refractory
pain in pancreatic cancer patients (98,127) and internal
bleeding in organs and vessels (98,153). A hand-held HIFU
device has been successfully used to perform vasectomies
in dogs as a 1–2 min procedure (98,154).

Future Perspectives in Conventional Hyperthermia
and HIFU Use

Heat as therapeutic entity has had a rich history punctu-
ated with many successes and failures. The evolution and
integration of therapeutic hyperthermia in the clinical
setting have been the product of clinical trials, develop-
ment of new devices, and education of the medical person-
nel. Conventional hyperthermia has been used for a long
time with many energy sources such as electromagnetic,
ultrasound, and microwaves. Similarly, it has been >50
years since HIFU was first conceptualized and actualized.
Many subspecialties of medicine have benefitted from the
use of hyperthermia. Some of the limitations that were
miring conventional hyperthermia and HIFU have only
recently begun to be overcome and now these therapies can
reach a wider patient population. Both of these techniques
share similar obstacles due to the limitations that are
inherent to ultrasound. Indeed, ultrasound hyperthermia
procedures are limited in that ultrasound cannot propa-
gate through air-filled cavities (e.g., lung or bowel). Con-
sequently, lung tumors other than those that are at the
periphery are not likely to be amenable to treatment with
HIFU or conventional hyperthermia. Also, tumors that are
in close proximity to the bowel or within the bowel wall
pose an increased chance of visceral perforation with HIFU
use. In addition, other side effects such as pain, soft tissue
and bone damage, and skin burns have been reported.
Often these side effects can be minimized by varying scan
paths, altering frequency, power deposition, or the appli-
cator position (7). The success of both hyperthermia tech-
niques is determined by whether ultrasound energy can be
properly directed to the site of interest, or if therapeutic
temperatures are achieved, and if other factors can be
compensated for, such as hemodynamic changes. Other
challenges facing ultrasound hyperthermia systems
include the ability to gain control over spatial distribution
of heat, tissue temperature monitoring, and improved
diagnostic visualizations in order to better treat the tumor
site. The HIFU treatment times also need to be shortened.
Despite this, treatment times of 1 h for a 2 cm superficial
tumor using HIFU is preferable to surgical resection; con-
versely, at present the same tumor can be treated much
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Figure 25. Anatomical pulmonary vein variations and technical
limitations. (Published with permission from Refs. 148 and 149).
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Figure 26. (a) A schematic of the first ultrasound balloon system illustrating the radial delivery of
ultrasound energy that is transferred perpendicularly to the tissue. (b) 8F transballoon ultrasound
ablationcatheterwithacentral lumenthatcanaccommodatea0.035 in.guidewire.Thedistalendofthe
catheter lodges a cylindrical transducer axially with a saline-filled balloon inflated over it. (c) The
balloon is advanced over a guidewire at the ostium of the left upper pulmonary vein. An occlusive
pulmonary venogram is done to confirm that the transducer is located at the proximal portion of the
vein. Published with permission from Refs. 148 and 149. (d) A schematicof the HIFU device illustrating
a ring pattern of ultrasound transmission. The parabolic balloon focuses the ultrasound beam forward.
The HIFU catheter is able to create lesions in the antrum away from the lumen of the pulmonary veins
thus reducing the likelihood of pulmonary vein stenosis. (e) The HIFU catheter at the ostium of the
pulmonary vein.



more quickly with radiofrequency ablation. However, in
large tumors longer treatment times are justified because
there are very low mortality and morbidity rates associated
with the use of HIFU (98).

The benefits of both conventional hyperthermia and
HIFU are limitless, but both need more testing in larger
patient populations to fully delineate their clinical role.
At present, the scarcity of available equipment, the
required technical expertise and the lack of thoroughly
trained providers, the increased complexity and difficulty
involved in using conventional hyperthermia and HIFU
when compared to other systems (e.g., electromagnetic)
have limited the widespread use of this treatment modality
(7). Issues, such as accurate delivery of focused ultrasound
to the target tissue, the ability to monitor and control
temperatures, and reasonable treatment times, have all
been improved upon and will continue to be refined with
further testing and research. Imaging modalities like
MRI and high resolution CT scan will enhance the preci-
sion of HIFU in various system applications. In the future,
HIFU could emerge as a good alternative to traditional
surgery, and conventional hyperthermia may become a
mainstay as an adjunct to chemotherapy and radiation
to ultimately improve the arsenal of methodologies avail-
able to better treat patients.
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INTRODUCTION

Early fluoroscopic systems used a phosphor-coated sheet or
screen to convert incident X-ray photons to light. The
radiologist observed the image through a lead glass pro-
tective screen. A film camera was often used to record the
image. There are two serious disadvantages to this method:
the radiologist had to be dark adapted so that image details
were hard to see and the collection solid angle of the eye or
camera lens was small. The small collection angle meant
that the X-ray exposure had to be increased by almost 100
times to have the same diagnostic quality as a conventional
radiograph. Photographing the fluoroscopic screen, photo-
fluorography, is no longer used because of the high expo-
sure to the patients. All X-ray images are noise limited by
the finite number of X-ray quanta detected and seen. A 50
keV X-ray photon can, at best, produce �1000 visible light
photons, if absorbed by the old-type phosphor. About 5–
10% of the incident X-ray photons are stopped and con-
verted to light by the fluorescent screen. The quantum
detection efficiency, (QDE) of the screen is the product of
the ability to absorb the incident X-ray photon and the
probability of emitting light. A thicker screen would absorb
more photons, but would also cause more lateral spreading
of the light and reduce the resolution of the image. The 5–
10% QDE figure is a practical compromise between resolu-
tion and sensitivity. If it is assumed that the visible light
photons are emitted isotropically, then the lens of the eye
or camera subtends only a very small fraction of this light
radiation hemisphere. A sheet of film in a radiographic
cassette has a phosphor-coated sheet on either side and can
collect light photons far more efficiently.

The invention of the image intensifier overcame these
objections. The concept of the early image intensifiers was
to use a thin, curved, glass meniscus, �15 cm diameter,
coated on the convex side with a scintillator, originally of
the same composition as the zinc:cadmium sulfide fluoro-
scopic phosphor plates, and a photoemitter on the concave
surface. Light produced by the scintillator did not have far
to travel to excite the photoemitter. This assembly was
placed in a vacuum tube and the photoelectrons were
accelerated toward an output viewing screen where a small
and very bright image was produced. Because the photo-
emitter was in close optical contact with the scintillator,
the collection angle was very large so that a higher radia-
tion exposure was not needed and the image at the viewing
screen was bright enough so that dark adaptation was

obviated and fine details could be seen. An optical viewer
comprising an objective lens and relay lens, similar in
design to a submarine periscope, was used to observe
the image.

Modern image intensifiers use an epitaxially grown
scintillator of CsI with the photoemitter deposited directly
on the surface of that layer. Because the epitaxial layer can
be made much thicker than the powdery deposit of the
older type scintillator for the same resolution, the new
image intensifiers require less exposure–image than con-
ventional radiographs. The thicker layer has a higher QDE
than the fluoroscopic screens (Fig. 1).

Many modern image intensifiers use a thin curved steel
window on which the scintillator and photoemitter are
deposited. This geometry eliminates the X-ray scatter
produced by the glass window of the older tubes and
improves image contrast. Larger tubes up to 35 cm sensor
diameter have been made with variable magnification or
zoom capability. The window of thin steel is the flash with a
coating of aluminum or other metal and etched to create a
domain structure, similar to the domains seen in the zinc
coating of galvanized steel. The domains here are very
small, � 100 mm diameter. Cesium iodide is then vapor
deposited on this surface and forms epitaxially (i.e., crystal
growth follows the orientation of the metallic substrate),
and grows as a collection of optically isolated fibers. This
scintillator can be made quite thick with little light spread-
ing. The greater thickness means higher quantum effi-
ciency (i.e., a measure of the fraction of incident X-ray
photons converted to light photons), when compared to
conventional phosphor plate scintillators. A thin layer of
silver and antimony is vapor deposited on top of the scin-
tillator and the final sensitization is accomplished by
depositing cesium from heated tubes or reservoirs after
assembly in the vacuum tube. The AgCs:Sb photoemitter
on the surface of the scintillator is similar to the photo-
cathode of a photomultiplier (PMT), tube.

Figure 1. In the image intensifier, X rays strike the input
phosphor screen, thus generating light. Light stimulates the
photocathode to emit electrons, which are accelerated through
25 kV to strike the output phosphor screen. Brightness gain is
due to both geometric gain and electronic gain.
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The vacuum tube uses a series of metal cylinders between
the photoemitter and the output phosphor. The photoemit-
ter, cylinders, and output phosphor are connected to voltage
sources to create shaped electric fields. The field potential at
any point affects an electron beam in the same way that the
index of refraction of a glass lens affects a beam of light.
These cylinders and their potentials form electrostatic
lenses to focus the photoelectrons to produce the small
and bright image on the output phosphor. Like optical lens
elements, the metal cylinders can make compound electro-
static lenses so that focal length can be varied to change the
size of the output image: variable zoom.

The brightness gain of an image intensifier is a measure
that compares the brightness of the image at the small
output screen to that of the older fluoroscopic screens. This
gain is a result of the added energy imparted to the
photoelectrons, the higher probability of stopping an inci-
dent X-ray photon, and the effect of compressing the large
input area signal to the small area of the output screen. The
older term, brightness gain, has been replaced by conver-
sion efficiency. This term is defined as the output lumi-
nance in candela�m�2 for an input exposure rate of
1 mR�s�1 or 10 mGy�s�1. If assumed it is that a single
50 keV input X-ray photon has a 50% probability of inter-
acting with the input scintillator and producing light (i.e.,
QDE is 50%) and produces 2000 visible light photons, of
which � 1000 reach the photoemitter. About 100 of these
will produce electrons that will be accelerated by the
electric field across the tube and strike the output phosphor
as 25 keV electrons. Each 25 keV photoelectron has about
a 10% probability of converting its energy into 2.2 eV
visible light photons. The QDE, quantum detection effi-
ciency, of the image intensifier is assumed to be 50%
because of the thicker CsI scintillator.

An input exposure rate in the diagnostic range produces
�200,000 X-ray photons�mm�2�s�1, converts to 100,000
light photons/X-ray photon. In the visible range, �1010

photons/mm2 have a light intensity of 1 candela/m2. Sub-
stituting in the above, a 1 mR (10 mGy) input would pro-
duce �1 candela�m�2 for an output screen the same size as
the input scintillator. This is >200 times brighter than the
older fluoroscopic screens. Because the output screen area
of an image intensifier is 25 mm diameter for an input
screen of diameter of 220 mm, the same number of output
light photons are emitted from a smaller area resulting in
an additional gain factor of �75. This yields a total bright-
ness gain of >15,000 over the old fluoroscopic screen!

A fluoroscopic television system is used for dynamic
studies, to enable the viewer to see how a contrast agent
is swallowed, how blood flows, to locate objects for a surgi-
cal procedure, and so on. During the study, an image record
(formerly a film record) could be made for later examina-
tion using a video recorder or computer. A rapid succession
of images could be recorded and then viewed to find the few
images revealing the particular problem, for example, how
a heart valve functioned or to diagnose an eroded region in
the esophagus as the contrast medium sped by. Or a single
image could be made to show the problem for later correc-
tion.

A fast optical lens optically collimates the small output
image of the image intensifier. Collimation, in this case,

means that the optical object is at the focal plane of the
collimating lens and its image is focused on an infinite
distance away. Any optical device with its own objective
lens, such as a TV or film camera, could be aimed through
the collimating lens and its image size would be the original
intensified image size times the ratio of (objective focal
length)/(collimator focal length). The lenses could be sepa-
rated by several centimeters before image vignetting
occurs. A beam splitting mirror can be interposed on the
collimator and the objective lenses so that image light is
simultaneously apportioned between a TV and film cam-
era. A small mirror or prism and lens could sample the light
and form an image over a small hole in the cover of a PMT
tube. The hole would permit only light from the center of
the image to reach the PMT. The output of the PMT is used
to control the X-ray tube current to maintain constant
image brightness for continuous viewing or for automatic
exposure control of one or a sequence of recorded images.
This automatic brightness stabilizer scheme is similar
in concept to automatic exposure control of most digital
cameras.

The quality of an X-ray image is a compromise between
exposure to the patient and the noise or ‘‘graininess’’ of the
image. Most images are made using the ALARA principal
(As Low As Reasonably Achievable). For any given X-ray
exposure, there are a finite number of X-ray photons
incident on the patient and then, through the patient,
incident on the image sensor. The statistics of photons–
area follow the Poisson distribution, so that the variance
(noise) is the square root of the average number of photons
in a pixel (picture element). To produce a second image
having twice the linear resolution (detail) as the first
requires four times the exposure. Because the eye averages
exposure time >0.2 s, to record an equivalent image in 0.02
s requires an exposure rate 10 times greater. X-ray expo-
sure requirements are determined by the by the X-ray
absorption of the patient, diagnostic needs and are differ-
ent for continuous viewing (real-time fluoroscopy), a
sequence of images (video or motion pictures), or single
images for later diagnoses.

Before the rapid growth and improvement of digital
cameras and computer technologies, still and motion pic-
ture film cameras were the only practical means to record
images. Because of differences of integrating capability of
the eye and detail required of the recorded film images, the
X-ray beam current, pulse width (exposure time/image),
and so on, the ratio of transmission/reflection of the beam
splitting mirror, and other operating parameters, must, be
adjusted to obtain the required image quality for each
image application requirement while minimizing total
exposure to the patient.

Most modern systems use charge-coupled image sensors
with a high dynamic range and pulse the X-ray beam
current to the required level while digitally recording video
images. Computer display of selected images or a dynamic
sequence of images has largely displaced motion picture
film techniques. Video tape recorders are used in simple
systems. The automatic brightness control–automatic
exposure control of the digital system uses signals from
selected image areas derived from the computer image to
optimize image quality in the region of interest.
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INTRODUCTION

Historically, external radiation treatment of deep-seated
malignancies was performed using ortho-voltage equip-
ment. The radiological characteristics of these beams
caused maximum dose deposition to occur on the skin of
the patient. At that time, skin damage was the limiting
factor for dose delivery to the tumor. When the skin turned
red due to radiation damage (erythema), the physician had
to find another area or portal through which to deliver
radiation. The portal was then defined by its orientation
and the surface of skin it irradiated.

Nowadays, the treatment is performed with higher
photon energies that permit a skin-sparing effect (i.e.,
the dose at the skin is lower than that deposited a few
centimeters deeper) due to the absence of electronic equili-
brium. The historic name ‘‘portal’’ still denotes a radio-
therapy treatment beam oriented for entry within a
patient. Physicians verify whether the treatment is correct
using megavoltage treatment beams (4–20 MV photons) as
an imaging tool. A transmission image, obtained much like
a diagnostic transmission image, provides information
describing the patient anatomy and gives clues on the
beam orientation and positioning, but also on the extent
and shape of the treated area (or portal field). As such,
portal imaging is the most direct manner to confirm accu-
racy of treatment delivery.

Traditional portal verification is done using radio-
graphic films, much like the classical diagnostic films.
Films are positioned at the beam exit side of the irradiated
patient. Portal image analysis involves comparison with a
simulation image that is typically obtained using diagnos-

tic quality X rays (60–120 kV photons). The simulation
image serves as the reference image, showing anatomical
information clearly and delineating the intended treat-
ment field. Comparison of the simulation image with the
portal image is complicated due to the inherent poor qual-
ity obtained when imaging using high energy photons (1).
The whole procedure of patient positioning, artifact remov-
ing, imaging processing, and evaluation using film repre-
sents a significant fraction of the total treatment time. This
procedure increases the workload per patient, and as a
result, the number of images taken is minimized due to
economic concerns rather than concerns for efficiency or
treatment quality. Indeed, studies have demonstrated that
weekly portal image verification, which is the current
clinical standard, does not guarantee accurate treatment
setup for a population of patients (2).

Portal imaging differs considerably from diagnostic
transmission imaging. The main difference is the photon
energies used to generate the images. In diagnostic ima-
ging, photons having energies ranging from 50 to 120 kV
interact in patients primarily via the photoelectric effect.
The cross-section for these interactions is highly dependent
on the atomic number of the medium in which they tra-
verse: A higher atomic number increases the probability of
interaction. The average atomic number of bony anatomy
is higher than that of soft-tissue, yielding good contrast for
the bony anatomy. At treatment energies (1–10 MeV) the
predominant photon interaction is Compton scattering.
The cross-section for this interaction is largely dependent
on the media density, and the resulting image will show the
largest contrast when large differences in density are
present. In practice, this means that differences in soft
tissues will contribute most to the visible signal.

These considerations imply that the dynamic range of
an electronic portal imaging detector (EPID) is used to
obtain information on soft-tissue variations (3), divergence
effects (4), scatter contributions (5), field-edge information,
and in the case of fluoroscopic imagers: vignetting and
glare. With the exception of field-edge information, all of
these factors are nonlocalized and tend to change gradually
within an image. Not only are these features slowly vary-
ing, but they also have a large contrast-to-noise ratio (CNR)
compared to the clinically important bone–soft-tissue con-
trast.

The EPIDs permit the same tasks as film-based ima-
ging, but increase the efficiency and provide added value by
using digital imaging techniques. The EPIDs are devices
that electronically capture the photon energy fluence
transmitted through a patient irradiated during treat-
ment, and allow direct digitization of the image. This image
is then immediately available for visualization on a com-
puter screen and electronic storage. When the treatment
verification process uses EPIDs, departmental efficiency is
increased and quality is improved at the same cost as when
using film-based imaging.

Proposals to generate electronic images started in the
beginning of the 1980s mainly through the work of Bailey
et al. (6), who used systems based on video techniques. This
seminal work was then further developed toward more
clinically applicable systems by Shalev and co-workers
(7), Leong (8), Munro et al. (9), and Visser et al. (10). All
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of these systems were the basis for the first generation of
commercially available EPIDs. They all combined an ana-
log camera with a fluorescent screen generating the optical
coupling using a mirror system. Wong et al. (11) replaced
the mirror system with optical fibers (one for each pixel).
The technology developed further, and is described below
in greater detail.

PHYSICAL ASPECTS OF ELECTRONIC PORTAL IMAGING
TECHNOLOGY

Camera-Based Detectors

The initial experience using EPIDs was obtained using
camera-based systems. Again similar to film-based portal
imaging, the camera-based systems measured the photon
energy fluence exiting the patient. However, phosphores-
cent and fluorescent screens replaced the film, and a mirror
was oriented at an angle of 458 to reflect the screen toward
a video camera. Subsequently, the image was digitized.
Because of the intrinsically low-detector efficiency, bulky
detector size, and poor image quality, this technology has
now become outdated in comparison with more sophisti-
cated technologies.

The low-detector efficiency was due to many limitations
in the signal path from screen to computer. Screen con-
version efficiency was not ideal when using Gd2O2S. In
addition, <0.1% of the light emitted reached the video
camera, due to the poor light collection efficiency of the
video camera lens. This low rate of signal collection was
subsequently impacted by competing electronic noise from
the camera in close proximity to the operating linear
accelerator (linac). Also, image acquisition typically
required a full treatment fraction as compared to the
technique using partial fraction irradiation that is com-
monly used for radiographic portal imaging. Due to the
camera-based system detector orientation, rigid position-
ing of the large mirror was crucial. Changes in linac gantry
rotation could cause apparent changes in patient position-
ing due to physical sag of the camera and mirror mounting
system. Furthermore, image quality was suboptimal due to

the large lenses required to focus the light signal to the
video camera. Degradation of spatial resolution, field uni-
formity, signal-to-noise (SNR), and field flatness all con-
tributed to minimizing the utility of this detector type.

LIQUID IONIZATION CHAMBERS

The liquid ionization chamber (LIC) is based on a design
proposed by Wickman (12), who proposed to use liquid as
an ionization medium to increase the efficiency of ioniza-
tion chambers. Indeed, the introduction of isooctane
increased the signal level by over a factor of 10, but also
deleteriously increased the recombination of the electrons
due to their low mobility. A first prototype was built by
Meertens et al. (13) using two printed circuit boards with
perpendicular electrode strips. This resulted in a 30 � 30
matrix of ionization chambers, and was further refined by
van Herk et al. (14) to include 128 � 128 and finally
256 � 256 matrices.

To obtain an image, the matrix is scanned row by row, by
successively switching high voltage to different row elec-
trodes and measuring all column electrodes. The ionization
chamber polarizing voltage is typically 300 V, which is
comparable to the voltage applied over a regular mega-
voltage ionization chamber. The typical current produced
by the chamber is of the order of 100 pA. Due to the high
voltage switching there is a limit on the speed with which
the image may be obtained.

In most of the commercially available imagers, �1 s is
required to readout the complete matrix. Figure 1 shows a
schematic diagram of a EPID. The LIC is efficient in that it
is able to obtain information constantly in between read-
outs. The low recombination rate (a ’ 4.510�16 m3/s) of the
ions in the liquid makes that the signal accumulates during
radiation and provides an averaging effect.

Multiple Detector Combinations

An alternative way to obtain two-dimensional (2D) trans-
mission images is to use a line detector much like the ones
found in computer–tomography devices. They consist of a
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Figure 1. Implanted gold seeds, imaged using a
flat-panel portal imager.
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line of point detectors, which usually contain a phosphor-
escent material and an optical light detector (15). Alter-
natively, Lam et al. (16) constructed a device containing
256 silicon diodes. The line of detectors is scanned through
the field in a mechanical fashion. However, this approach is
time intensive and not appropriate for clinical techniques
such as respiratory gated radiotherapy for treatment of
lung cancer where the exiting photon energy fluence is of a
dynamic nature.

Flat Panel Technology

The advance of flat-panel displays, where the use of
amorphous silicon created surfaces that locally behaved
as a crystalline material, allowed for lithography of inte-
grated circuits. The same thin-film technology (TFT) was
used to generate photodiode circuits detecting optical
light. The TFT is deposited on a glass substrate of �1
mm thick as is shown in Fig. 2. One of the major advan-

tages of these circuits is that they are highly radiation
resistant and can be placed directly in a radiation beam.
As with computer integrated circuit chip technology, the
TFT EPID can be etched with a resolution of a few
micrometers, permitting construction of a large detector
matrix. As the photodiodes only detect visible light, a
phosphorescent screen is used to perform the conversion
much as for camera-based EPIDs. The TFT EPID is non-
conducting during the radiation. To read out the TFT, a
voltage bias is applied to allow collected charge to flow
between the photodiode and an external amplifier. An
amplifier records this charge, which is proportional to
the light intensity. The TFT EPID array has a maximum
readout rate of 25 Hz. In comparison to the camera-based
EPID system, the large TFT detectors are designed to
be in direct contact with the conversion screen, thus
eliminating the poor optical coupling and efficiency intrin-
sic to the camera-based systems.
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Figure 2. Schematic cross-section (not to scale) of a single a-Si:H imaging pixel.



The resolution and efficiency of flat-panel imagers are
theoretically superior to those from camera-based and LIC
EPIDs. Research performed by Munro et al. (17) indicates
that the amorphous silicon imager is X-ray quantum lim-
ited, and that the resolution is limited by the spread of the
optical photons in the imager. The increase in quality and
the compact size of TFT EPIDs means that they may be
easily installed onto a linac using a robotic arm. Conse-
quently, TFT EPIDs are now the only type of detectors
commercially available. Efforts are underway to replace
the current conversion screens, which usually are Gd2O2S
phosphors, with CsI, which can be grown as single crystals
the size of a pixel. The optical light is then trapped in a
manner similar to an optical fiber, and therefore optical
spread is eliminated, as shown in Fig. 3.

Figure 4 shows pelvic images taken with a camera-
based detector, LIC, and flat-panel imager.

EPID APPLICATIONS

Replacement of Radiographic Film

Just as is common in radiology departments, electronic
acquisition and management of imaging data is quickly
becoming standard practice. Because of the fast pace of
detector evolution in the past decade, EPID technology is
facilitating hospital-wide imaging digitization. However,
to understand why widespread implementation of EPID
systems has not yet occurred, it is important to perform a
brief cost analysis.

Compared to radiographic film-based portal imaging,
up-front capital expenditures for EPID systems are
about a factor of 5 larger (e.g., $25,000 vs. 125,000).
However, on-going costs associated with an EPID sys-
tem as compared to a radiographic film-based portal
imaging program are much less. For example, regular
purchasing of film and maintenance of a film processor
(including silver harvesting) is not required with an
EPID program. This cost-analysis makes EPID highly
competitive given the digital direction facing modern
health care.

With direct image digitization comes the ability to
transmit data as required for telemedicine. Furthermore,
imaging data storage and retrieval, as required for radi-

ology picture archiving and communication systems
(PACS), has additional advantages over conventional
radiographic film storage. In radiation oncology depart-
ments, it is now commonplace for record-and-verify sys-
tems to be coupled to an electronic patient charting system.
By storing the EPID images in this domain, many of the
concerns for patient record keeping, retrieval, and preser-
vation of treatment confidentiality are overcome.

Improvement of Patient Positioning

The original purpose of portal imaging is to reduce the
incidence and extent of errors made during radiation treat-
ment. The type of errors can be categorized as gross errors
and stochastic errors. Examples of such errors are shown in
Fig. 5. The gross errors occur only once and when detected
can be removed from the treatment after one fraction.
Stochastic errors contain a random component, which
implies that the error changes from day to day. Errors
and QA-problems can also introduce a systematic compo-
nent hidden by the random component, which can only be
corrected for if it’s extent is known.

To reduce stochastic errors, there are two general meth-
odologies, on- or off-line corrections. The most straightfor-
ward methodology uses on-line correction where an image
is obtained in ‘‘localization mode’’ where minimal dose to
the patient is applied. If a discrepancy is observed in the
patient setup, and if this discrepancy is larger than a
predetermined threshold or action level, efforts are taken
to eliminate the error by changing the patient position or
changing the treatment configuration. The aforementioned
threshold is based on the precision to which position can be
determined and with which the patient setup correction
can be applied. Given the digital nature of EPID images, it
is possible to increase the accuracy using computerized
algorithms to objectively measure patient positioning with
respect to the treatment field (18–21). This approach has
not been widely adopted, mainly due to the perceived labor
intensity and some medico-legal aspects. However, this
may change with the advent of other on-line repositioning
techniques (cf. ultrasound-based repositioning) and
increased process automation.

Weekly port-filming is the standard procedure in the QA
of external beam radiation therapy, which generally
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Figure 3. Illustration of EPID conversion screens used to trap optical light. Fig. 3a shows a regular
Gd2O2S-screen with optical spread, while Fig. 3b shows a CsI screen which limits optical spread and
increases detector resolution.



implies that a sample of 4 positions is taken out of a 20
fraction treatment. Errors are corrected after the first
image. An interesting study by Valicente et al. (2), showed
that this practice is suboptimal. The use of EPIDs allows us
to obtain images in a more economical way. Most off-line
correction strategies assume that the distribution formed
by all consecutive errors is a normal distribution charac-
terized by the mean error and the standard deviation
calculated as in

Mean:

hxi ¼ 1

N

XN
i¼1

xi ð1Þ

Standard Deviation:

s ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

ðN � 1Þ
XN
i¼1

ðhxi � xiÞ2
vuut
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Figure 4. A comparison of pelvic images taken with three different types of EPIDs: 4a) a camera-
based system, 4b) a liquid ionization chamber system, and 4c) a amorphous silicon (a-Si:H) flat panel
imaging system.



Figure 5. Examples of setup errors. Reference images on the right are digitally reconstructed
radiographs with the correct setup. On the left are the measured portal images. (a) Faulty collimator
angle. (b) Wrong blocking used. (c) Wrong MLC file. (d) Patient positioning error.
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Figure 5. (Continued)
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By repeated sampling of the distribution (e.g., taking port
films), the strategy estimates the value of hxi as close as
possible and corrects for the error, which will reduce the
systematic error in the treatment. Several groups have
studied the implications of this strategy and its variations.
The most successful approach seems to be the following
strategy: The set-up variations are recorded and averaged.
This is compared to an action level that depends on how
many samples have been taken already (the level shrinks
as the the amount of information on the systematic error
increases). These studies showed that systematic errors
could be reduced to �2 mm (22).

Organ Motion

One of the major reasons for use of EPIDs is the fact that
the patients anatomy and position vary from those used for
treatment planning purposes. The factors involving this
variation are

� Patient movement.

� Patient positioning inaccuracies.

� Organ motion.

Any of these factors will influence the actual dose dis-
tribution to be different from that obtained using treat-
ment planning. It is straightforward to correct for the first
two problems using portal imaging as the patients position
is typically well-characterized using bony anatomy. An
excellent compilation on the incidence, extent, and reper-
cussions of organ movement was performed by Langen and
Jones (23). Efforts to incorporate organ movement during
radiotherapy treatment planning involves enlarging the
target to be treated. Sophisticated algorithms that calcu-
late the extent of these enlargements were developed
independently by Stroom et al. (24) and by van Herk
et al. (25). The general framework for this enlargement
is given in ICRU 50 and ICRU 60 (26,27). In these reports
the gross target volume (GTV) is defined as the volume
containing demonstrated tumor. A margin is added to the
GTV to account for suspected microscopic tumor involve-
ment, and is defined as the clinical target volume (CTV).
Finally, the planning target volume (PTV) is defined by the
CTV and an additional margin to allow for geometrical
variations such as patient movement, positioning errors,
and organ motion. The margins added to GTV and CTV can
substantially increase the PTV since the margins are
applied in three dimensions. Because of volume effects of
radiation therapy, there is a tendency to minimize the PTV
by increasing the precision of the treatment. As explained
above, EPIDs are able to minimize uncertainties caused by
patient motion and positioning errors using off- or on-line
correction strategies.

Except in a few cases like in lung or where air pockets
are present (24,28), the target is virtually indiscernible
using X rays. To solve this problem, other modalities, like
CT (29) and ultrasound (30,31), have been used to deter-
mine the position of the organ. The EPIDs can also be
used to image the position of organs if radioopaque
markers are implanted. The markers need to be of high
density and migration needs to be limited. The efficacy

and feasibility of using markers with EPIDs was studied
by Balter et al. (32), application of the use of markers
have been extensively studied by Pouliot and co-workers
(33). The use of markers is becoming more popular and
EPID systems are being augmented with software to
detect markers as well as perform the requisite posi-
tional calculations.

Quality Assurance and In Vivo Dosimetry

In 2001, Task Group No. 58 of the American Association of
Physicists in Medicine Radiation Therapy Committee
issued a protocol to define the standard-of-care for per-
forming EPID QA on a daily, monthly, and annual basis
(34). In this protocol, a quality assurance program is
proposed where daily checks of EPID system perfor-
mance, image quality, and safety interlocks are performed
by a radiation therapy technologist. In addition to review-
ing results and independently performing checks con-
ducted by the technologist, a medical physicist should
conduct the following checks on a monthly basis: perform
constancy check of SNR, resolution, and localization;
inspect images for artifacts; do a mechanical inspection
of all EPID components; and maintain the computer
system. The annual QA tasks are also performed by the
medical physicist, and include all of the above tasks plus a
full check of the EPID geometric localization accuracy. By
performing these QA tasks, the radiotherapy department
may be reasonably assured of a reliable EPID system for
clinical use.

The QA tests typically utilize a vendor-supplied phan-
tom designed to facilitate evaluation of the aforementioned
tasks. Since clinical linacs are typically dual energy (e.g., 6
and 15 MV) in design, tests are applied to both photon
energies. As expected, the lower photon energy will demon-
strate improved image quality (e.g., SNR and spatial reso-
lution). Since many EPID systems utilize sophisticated
computer software utilities, testing of this software in a
realistic setting is an integral component of the EPID
quality management program. As can be expected with
tests that are subjective in nature, it is recommended that
multiple users be employed to evaluate the subjective
criteria so as to minimize user bias.

In addition to the aforementioned advantages, an EPID
system permits unique opportunities of radiotherapy treat-
ment QA. Treatment fields are typically blocked with beam
modifiers to account for irregularities in patient shape.
These beam modifiers include compensating materials
when minor changes are required, or beam wedges when
gross changes are required. Because modern linacs have
features like dynamic wedges and dynamic multileaf col-
limators, the nonintegral approach that EPIDs offer over
radiographic film (i.e., the ability to obtain several images
at different stages during a dynamic process) permits
continued high-quality QA. Due to the electronic nature
of EPID measurement of the photon energy fluence exiting
a patient, one can perform exit dosimetry and quantitative
comparisons with treatment planning intentions (35).
However, these efforts are currently research driven,
and widespread clinical implementation may not be
expected for a few years.
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INTRODUCTION

Diagnostics as a whole represent a large, well-established,
and continually expanding market. Methods for the selec-
tive determination of analytes in biological fluids, such as
blood and urine, are important. When a foreign substance
(antigen) invades the human body, the immune system
produces antibodies that interact with the antigen. Such a
recognizing process involves the formation of an immuno-
complex based on interactions between the immunospe-
cies. The recognition is specific for the antibody-antigen
system and, thus, for the measurement of antigen concen-
tration (1,2). This determination is of importance for diag-
nosis because the antigens can be viruses, bacteria that are
involved in many human illnesses, such as cancer and
AIDS. The analytes detected and measured have also
included many other medical diagnostic molecules such
as hormones, clinical disease biomarkers, drugs, and envir-
onment pollutants such as pesticides. Antibody diversity is
so great that virtually any biomolecule can be recognized
(3). The range of analyte concentrations encountered is
extremely large, from greater than 10�3 M for species such
as glucose and cholesterol and to less than 10�12 M for
certain drugs and hormones (4). It is for the detection of
these low level analytes that the application of immuno-
logical techniques is essential.

An immunoassay is a multistep diagnostic test based on
the recognition and binding of the analyte by the antibody.
Most immunoassay techniques are based on the separation
of free and bound immunospecies (5). In these techniques,
one of the immunoagents (antibody or antigen) is immobi-
lized on a solid phase. The solid phase facilitates the separa-
tion and washing steps required to differentiate bound and
free fractions of the label. Quantification of a bound immu-
noagent is conducted by using labels covalently bound to the
immunoagent with specific properties suitable for detec-
tion. The most common labels are radioactive markers,
enzymes, and fluorescent labels. For many of the noniso-
topic labels, the reagents have been designed such that
binding of labeled antigen to antibody in some way mod-
ulates the activity of the label, resulting in a homogenous
immunoassay without the need for a separation step. The
most familiar type of enzyme immunoassay in clinical
analysis is known as enzyme-linked immunosorbent assay
(ELISA) (6). Different schemes of enzyme immunoassay
exist, and, in clinical laboratory practice, the most popular
are the ‘‘Sandwich’’ method for large analytes, and compe-

titive binding immunoassay methods for the determination
‘‘haptens’’ (low molecular weight analytes).

The advent of biosensor technology, with the possibility
of direct monitoring of immunoreactions, provides oppor-
tunity to gain new insight into antigen-antibody reaction
kinetics and create rapid assay devices with wider applica-
tions. A biosensor is composed of (1) a biochemical receptor,
which uses biosubstances such as enzymes, antibodies, or
microbes to detect an analyte, (2) a transducer, which
transforms changes in physical or chemical value accom-
panying the reaction into a measurable response, most
often in the form of electrical signal (7–9). The term immu-
nosensor is used when antibodies are immobilized to recog-
nize their appropriate antigens (or vice versa) (10).
Immunosensors possess several unique features, such as
compact size, simplicity of use, one-step reagentless ana-
lysis, and absence of radioactivity, which make them
attractive alternatives to conventional immunoassay tech-
niques. Immunosensors can be divided, in principle, into
two categories: nonlabeled and labeled (11). Nonlabeled or
direct-acting immunosensors are designed in a way that
the immunocomplex (i.e., the antibody-antigen complex) is
directly determined by measuring physical changes
induced by the formation of the complex. In contrast,
labeled or indirect-sensing immunosensors have incorpo-
rated a sensitively detectable label. The immunocomplex is
thus entirely determined through measurement of the
label. In order to determine an antigen, the corresponding
antibody is immobilized on the membrane matrix, which is
held on an amperometric-or potentiometric-sensing trans-
ducer used to measure the rate of the enzymatic reaction
(12–14).

Of the electrochemical technologies for biosensors, the
Ion-Sensitive Field Effect Transistor (ISFET) has been
the center of special attention as a transducer. ISFETs
were introduced by Bergveld in 1970 (15), and were the
first type of this class of sensor in which a chemically
sensitive layer was integrated with solid-state electronics.
A field effect transistor (FET) can be considered as a
charge-sensitive device (i.e., any change in the excess
interfacial charge at the outer insulator surface will be
mirrored by an equal and opposite charge change in the
inversion layer of the FET). By excluding the gate metal in
a FET and using a pH-sensitive gate insulator, a pH-
sensitive FET was constructed (16,17). After the invention
of the ISFET, many different types of FET-based sensors
have been presented. The application of enzymes as the
selecting agent in ISFET-based sensing systems leads to
the development of highly sensitive sensors. Such enzyme-
modified ISFETs (EnFETs) can, in principle, be con-
structed with any enzyme that produces a change in pH
on conversion of the concerning substrate (18). By combin-
ing the ISFET with a membrane that contains a biological
substance, like an antibody, the sensor can detect a specific
antigen (19). The ISFET immunosensors or Immunologi-
cally sensitive FETs (IMFETs) have several advantages
over the conventional enzyme immunoassay. The ISFET
could be mass-produced by an integrated circuits (IC)
process, which makes it very small and economical. An
electric circuit can be integrated on the same chip. The
biosensor platform finds many applications in various
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fields, such as medical diagnostics, fermentation process
control, and environmental monitoring.

THEORY

In order to understand the operation of the IMFET, one
must trace its origins back to the ISFET or ChemFET
(Fig.1). The latter devices have been described in depth
elsewhere (20–22). A packaged ISFET is shown in
Fig. 2 (23). ISFETs and ChemFETs have, in turn, evolved
from the Metal Oxide Semiconductor Field Effect Transis-
tor (MOSFET), currently the most popular active device in
the entire semiconductor industry. It is a unipolar device,
where the current is given by the flow of majority carriers,
either holes in PMOS type or electrons in NMOS type. The
operation of the MOSFET can be considered as a resistor
controlled by the status of a gate region, so-called MIS
structure. It is a sandwich consisting of a stacked-gate

metal layer, an insulator (typically silicon oxide), and a
semiconductor. Assume a low-level doped p-type (NMOS
device). Three different states of charge distribution can
occur, depending on the voltage Vg , applied between the
metal and a semiconductor. A negative value of Vg causes
positive holes to accumulate at the semiconductor-
insulator interface. A positive value of Vg of a low magni-
tude leads to the ‘‘depletion’’ condition in which mobile
holes are driven away from the interface, resulting in a
negative charge of low density due to the presence of
immobile acceptor atoms. Finally, if the Vg exceeds a
certain threshold voltage (Vth), electrons accumulate at
the semiconductor-insulator interface at a density greater
that the hole density, a situation opposite to that normally
found with p-type semiconductors. This depletion of mobile
charge carriers followed by surface inversion is known as
the ‘‘field effect.’’ It forms an electrically conductive chan-
nel between two other terminals, a source and a drain (see
Figure 1a). The drain current Id through the transistor is a
functions of drain and gate voltage. Without surface inver-
sion (i.e., Vg < Vth,) the drain current is negligible, because
the drain-to-substrate PN junction is reverse biased.

The MOSFET and its descendants are charge-controlled
devices. In analytical applications (e.g., ISFETs, Chem-
FETs, and IMFETs), the change in charge density is
brought about by adsorption of one or more species present
in the solution onto the FET structure. In the ISFET, the
gate metal is replaced with a conventional reference elec-
trode (Ag/AgCl or Hg/Hg2Cl2), a solution containing an
ionic species of interest, and an electroactive material
(membrane) capable of selective ion exchange with the
analyte (Fig. 1b), which is an example of a nonpolarizable
interface, that is, reversible charge transfer occurs
between the solution and the membrane. The analyte
generates a Nernst potential at the membrane-solution
interface, which then modulates the drain current analo-
gous to the manner in which changing the externally
applied voltage does for the MOSFET.
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Figure 1. The hierarchy of field effect transistor. a. MOSFET. b.
ISFET. c. IMFET.

Figure 2. Photomicrograph of an ISFET device packaged on PCB
(23).



Direct-Acting (Label-Free) IMFET

The structure of the direct-acting IMFET is similar to that
of the ISFET, except that the solution-membrane interface
is polarized rather than unpolarized. If the solution-mem-
brane interface of the ISFET is ideally polarized (i.e.,
charge cannot cross the interface), then the ISFET can
measure the adsorption of charged species at the interface
as shown below. As antibodies, antigens, and proteins are
generally electrically charged molecules, the polarized
ISFET could be used to monitor their nonspecific adsorp-
tion at the solution-membrane interface. To render the
polarized ISFET selective for a given antigen and thus
create the so-called IMFET, the specific antibody for that
antigen has to be immobilized on the surface of the ISFET
(see Fig. 1c). The adsorption of this antigen would then be
specifically enhanced over other molecules in the solution
and the signal measured by the ISFET would be mostly due
to the adsorption of that particular antigen. The ISFET
interacts with the analyte through an ion-exchange
mechanism, whereas the IMFET interaction is based on
the antigen-antibody reaction.

This design for the measurement of the adsorption of
charged molecules is practicable only if charge cannot cross
the interface, which, thus, acts as an ideal capacitor. As
will be seen, failure to achieve a perfectly polarizable
interface has a detrimental effect on the specificity of
the IMFET. Few reports exist on direct-acting IMFETs;
a brief analysis on the work of Janata research group will
be presented here (24–26). The capacitance of a polarized
interface is described by electrical double-layer theory and
is usually modeled as a series combination of two capaci-
tors, CG and CH, where CG is the capacitance of the diffuse
Gouy–Chapman part of the double layer and CH is the
capacitance of the Helmholtz part of the double layer (27).
The total capacitance, Cdl, is therefore

1=Cdl ¼ 1=CG þ 1=CH (1)

The electrical circuit through the gate of an ISFET with an
ideally polarized interface can be modeled, therefore, as a
series combination of CG, CH, and C0, as drawn in Fig. 3,
where C0 is the capacitance of the insulator. A gate voltage
VG is applied through a reference electrode between the
solution and the semiconductor. The process of adsorption
of charged molecules can be modeled as the transfer of a

quantity of charge from the solution to the surface of the
transistor as would occur if the switch were closed for a
short time period allowing the current source to transfer
the charge. As adsorption occurs, the charge on each plate
of the capacitors will change to accommodate the new
charge balance. The charge change on capacitor C0 is
the quantity of interest as it represents the charge in
the inversion layer of the FET, Qi, and will affect the drain
current of the transistor, which can be directly measured.
If a quantity of charge, Qads, is transferred by the adsorp-
tion of charged molecules, then the charge change on C0,
Qi, can be represented by

Qi ¼ QadsfC0=ðC0 þ CdlÞg (2)

Hence, only a fraction of the adsorbed charge will be
mirrored in the transistor. When adsorption occurs,
because electroneutrality must be observed in the system,
an equal quantity of the opposite charge must either enter
the inversion layer of the FET or enter the double layer
from the solution. Equation 2 predicts that part of the
image charge will come from the solution as ions entering
the double layer with the adsorbing molecules. This frac-
tion of charge, which is mirrored in the inversion layer of
the FET, will be defined as b, and it is defined as

b ¼ Qi=Qads ¼ C0=ðC0 þ CdlÞ (3)

According to this model, only 0.3% of the charge on the
adsorbing molecules will be mirrored in the inversion layer
of the FET. The authors conservatively estimated b to be
10�4. Considering the Id current as a function of the
potential at the solution-membrane interface, it is clear
that a relationship between the adsorbed charge and inter-
facial potential, FSol-mem, is necessary to describe the che-
mical response of the IMFET. This potential is merely the
charge change induced in the inversion layer divided by the
insulator capacitance:

FSol�mem ¼ Qi=C0 ¼ bQads=C0 (4)

Substitution of this expression in to Equations 5 and 6
yields the response equations for the polarized ISFET. The
authors derived the following expressions for the polarized
ChemFET relating to Qi to the observed parameter, the
drain current (Id):

Id ¼ mnWC0

L
Vg � Vt � Er � fsol�mem � Vd

2

� �
Vd

Vd <Vdsat (5)

and

Id ¼ mnWC0

2L
ðVg � Vt � Er � fsol�memÞ2 Vd >Vdsat (6)

where W is the width of the source-drain conducting
channel, mn is the effective electron mobility in the
channel, C0 isthe capacitance per unit area of the gate
insulator, L is the channel length, Vd is the drain-to-
source voltage, Vg is the applied gate voltage, Vt is the
threshold voltage (for surface inversion), and Er is the
potential of the reference electrode.

The antibody-antigen binding reaction in its
simplest form can be expressed in terms of the following
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biomolecular reaction:

Ab þ Ag@AbAg

where Ab is the antibody, Ag is the antigen, and AbAg is the
complex. The reaction is characterized by the equilibrium
constant K,

K ¼ ½AbAg	=½Ab	½Ag	 (7)

The total charge change at the interface due to the binding,
Qi, can be shown to be

Qi ¼ bQads ¼ bzF
K½Ag	½S	
1 þ ½Ag	 (8)

where z is the ionic charge of the antigen and [S] is the
surface concentration of binding sites (the surface concen-
tration of immobilized antibodies before binding). Substi-
tution of this expression into Equation 4 yields

FSol�mem ¼ bzFK½Ag	½S	
C0ð1 þ ½Ag	Þ (9)

From Equation 9, the limit and range of the detection for
the IMFET can be predicted. Assume that the equilibrium
constant is in typical range from 105 to 109 (28), which gives
a value of b ¼ 10�4. If the antibodies are immobilized with
a surface concentration of 1 molecule per 10 nm2 and the
charge on an antigen is five electronic charges of an anti-
body, the IMFET’s detection limit would be in the range of
10�7 � 10�11M of concentration antibody concentration.
The antigen concentration that gives 90% surface coverage
can similarly be calculated to be in the range of
10�4 � 10�8 M. Similar equations can be derived for the
case where the antigen is immobilized at the interface
rather than the antibody. However, it has been argued
by many researchers that a static measurement concerning
the presence of a protein layer on an electrode is difficult,
because the charged groups are, of course, neutralized by
surrounding counter ions (29). In order to avoid interfer-
ence from other charged species present in the solution, the
substrate for immobilization should preferably be inert
and nonionic (24–30), which in aqueous solutions implies
a hydrophobic surface (31). Ideal conditions that are
required in this coherence are a truly capacitive interface
at which the immunological binding sites can be immobi-
lized, a nearly complete antibody coverage, highly charged
antigens, and a low ionic strength.

Schasfoort et al. (32) extensively studied the require-
ments for the construction of IMFET, which would oper-
ate on the direct potentiometric sensing of protein
charges. The charge redistribution around immobilized
proteins at the insulator-solution interface can be
described by the double-layer theory (33). On adsorption,
the diffuse layer of counter ions around the protein
charges may overlap with the diffuse layer of the electro-
lyte-insulator interface. The thickness of diffuse-charge
layers is described by the Debye theory (34) and defined by
the distance where the electrostatic field has dropped to 1/
e of its initial value:

k�1 ¼ e0ekT

2q2I

� �1=2

where k�1 is the Debye length, q the elementary change, k
Boltzmann’s constant, T absolute temperature, e0 the
permittivity of vacuum, e the dielectric constant, and I ¼
1=2

P
ciz

2
i represents the ionic strength in which ci is the

concentration of ion i with valency z (for 1-1 salt, I can be
replaced by c).

It can be seen from the equation that the Debye length is
strongly dependent on the ionic strength of the solution;
more precisely, the Debye length is inversely proportional
to the square root of the ionic strength. Therefore, one can
expect that the chance of overlapping of the double layers of
the substrate-solution interface and the adsorbed proteins
can be substantial only if low electrolyte concentrations are
used, owing to the dimensions of the proteins (Fig. 4). In a
physiological salt solution, the Debye length is limited to
ca. 0.8 nm. It is obvious that only charge density changes
that occur within the order of a Debye length of the ISFET
surface can be detected. With the macromolecules, such as
protein, the dimensions are much larger (about 10 nm)
than those of the double layer of the electrolyte-insulator
interface, which means that, in such a case, most of the
protein charge will be at a distance greater than the Debye
length from the surface. If, moreover, on top of a monolayer
of antibody molecules a second layer on antigens in
coupled, it is obvious that the chance of overlap of the
diffuse layers of antigens with electrolyte-substrate inter-
face will decrease even more. At high ionic strength, the
additional charges of the antigen are nearly always located
far outside the diffuse layer at the ISFET surface and pure
electrostatic detection of these antigenic charges, there-
fore, is impossible. In addition, a theoretical approach is
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Figure 4. Schematic representation of the potential distribution
in a direct-acting IMFET. K�1 is the Debye length; dAb, dimension
of macromolecule (e.g., antibody).



given based on the Donnan equilibrium description, which
provides an insight into the potential and ion distribution
in the protein layer on the IMFET (32). It is shown that the
Donnan potential and the internal pH shift, induced by the
protein charges, compensate each other to a greater extent.
If the ISFET shows Nernstian behavior, it can be concluded
that a direct detection of protein charge is impossible. In
order to construct an IMFET, a reference FET or ISFET
with a low sensitivity would satisfy the detection of the
partially compensated Donnan potential in the presence of
an adsorbed protein layer. However, the application of such
as IMFET is limited to samples with low ionic strength.

An alternative, indirect approach is proposed by Schas-
foort et al. (35,36) for the detection of an immunological
reaction taking place in a membrane, which covers the gate
area of an ISFET (Figs. 5a and 5b). The protein layer on the
gate is exposed to pulse-wise increases in electrolyte con-
centration.Asaresult, ionswilldiffuse into theprotein layer
and, because of a different mobility of anions and cations,
transients in potential will occur at the protein-membrane
solution interface. The ISFET, being a voltage-sensitive
device, is suitable for the measurement of these transients.
As the mobility of ions is a function of the charge density in
the protein membrane, changes in the charge density will
influence the size and direction of the transients. By expos-
ing the ISFETtoapH gradientanda continuousseriesof ion
concentration pulses, the isolectric point of the protein layer
can be detected and, thus, changes as the result of an
immunological reaction. When a membrane separates two

compartments with different electrolyte concentrations, a
potential gradient can be measured. The different diffusion
rates of anions and cations through the membrane set up a
static membrane potential, which can be expressed by the
Nernst–Planck equation (33):

fm ¼ RT

F
:U:In

a2

a1
U ¼ Dþ � D�

Dþ þ D�

where fm ¼ the membrane potential, RT and F have their
common meaning, U ¼ the ratio of the diffusion coefficients
(Dþ and D�) of cations and anions, and a1 and a2 are the
electrolyte activities in the respective compartments. The
ion-step method is further developed by Schasfoort and
Eijsma (37), and a detailed theoretical understanding of
the ion-step response has been presented by Eijiki et al. (38).
Recently, an impedance spectroscopy method was used
tocharacterize immobilized protein layers on the gate of
an ISFET and to detect an antigen-antibody recognition
event (39).

Indirect-Sensing IMFET

Although the ion-step method is an indirect way of mea-
suring antigen-antibody reaction that occurs on the gate
region of an ISFET, it does not involve any reagents that
enhance or amplify the signal intensity. Many approaches
to transduction of the antibody-antigen combining event
are indirect. They are based on the ability of an enzyme
label to produce electroactive substances within a short
span of time. Antibody or antigen is immobilized on the
gate area of pH-FET. In the competitive binding assay, the
sample antigen competes with enzyme-labeled antigen for
the antibody-binding sites on the membrane. The mem-
brane is then washed, and the probe is placed in a solution
containing the substrate for the enzyme. IMFETs based on
the sandwich assay are applicable for measuring large
antigens that are capable of binding two different antibo-
dies. Such sensors use an antibody that binds analyte-
antigen, which then binds an enzyme-labeled second anti-
body. After removal of the nonspecifically adsorbed label,
the probe is placed into the substrate-containing solution,
and the extent of the enzymatic reaction is monitored
electrochemically. Gate voltage is supplied by reference
electrode, such as Ag/AgCl or a Hg/Hg2Cl2 electrode, that is
immersed in a sample solution. It is, however, difficult to
make a small conventional electrode, which prevented the
IMFET from being miniaturized as a whole. When a noble
metal, such as platinum or gold, is used as a reference
electrode, the potential between the metal electrode and
sample solution fluctuates. The fluctuation makes stable
measurement impossible. A method to cancel the fluctua-
tion using a reference ISFET (REFET) is reported. A com-
bination of two kinds of ISFET is used, one of which detects a
specific substance whereas the other (REFET) does not
detect it (Fig. 6). Thus, measuring the differential output
betweenthetwoISFETscancancel thepotentialfluctuation
in the sample solution and drift due ISFET (40–42).

Most of the indirect-sensing IMFET studies are carried
out using urease-conjugated antibodies. Urea is used as a
substrate. The immunosensor uses a reaction wherein urea
is hydrolyzed by the urease-labeled second antibody. The
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Figure 5. An ion-step arrangement: an ISFET exposed to an
increased electrolyte concentration. Transient potential can
bemeasured, developing from transient transport of ions across
the membrane, which is caused by stepwise changes in
electrolyte concentration. The ISFET response f as a result of
the stepwise changes in electrolyte concentration (C1–C2).



reaction is

H2NCONH2 þ 2H2O þ Hþ! 2NHþ
4 þ HCO�

3

According to the reaction, the pH value in the membrane
becomes high. On the other hand, on the ISFET surface
with inactive antibody membrane, the above reaction does
not occur and pH remains constant. Hence, by measuring
the differential output between two ISFETs, only pH
changes due to urea hydrolysis are detected. In some cases,
the authors used antibodies conjugated with the glucose
oxidase. These sensors use oxidation of glucose by glucose
oxidase. In the reaction, gluconic acid is produced and the
pH value in the glucose oxidase immobilized membrane
becomes low. To achieve a high sensitivity of horseradish
peroxidase (HRP) detection, various substrates, either
alone or in combination, are tested and the result is shown
in Fig. 7.

PRACTICE

Direct-Acting IMFET

The rationale for attempting to combine the fields of
immunology and electrochemistry in the design of analy-
tical devices is that such a system should be sensitive due to
the characteristics of the electrochemical detector while
exhibiting the specificity inherent in the antigen-antibody
reaction. The ideal situation would be to detect the binding
of immunoreagents directly at an electrode, for example, by
changes in surface potential, which could be truly
described as an immunosensor (43,44). Much more effort
has been committed to develop transducers, which rely on
direct detection of antigen by the antibody immobilized on
its surfaces (or vice versa). In 1975, Janata immobilized a
sugar-binding protein Concanavalin A on a PVC-coated
platinum electrode and studied its responses in the pre-
sence of sugar (30). The potential of the electrode with
respect to an Ag/AgCl electrode changed owing to adsorp-
tion of the charged macromolecule. Although the system
reported was not based on an immunochemical reaction,
the finding of a potentiometric response stimulated further
investigations in this field. Direct potentiometric sensing of
antigen human choriogonadotropin (hCG) with an anti-
hCG antibody sensitized titanium wire resulted in 5 mV
shifts with respect to a saturated calomel electrode (45).
The change in potential was explained by a simple charge
transfer model.

In 1978, Schenck first proposed a concept of direct
immunosensing by an ISFET (46,47). He suggested using
FET with, on the gate region, a layer of antibody specific to
a particular antigen. Replacement of electrolyte solution
with another electrolyte solution-containing antigen
should alter the charge of the protein surface layer due
to the antigen-antibody reaction, thus affecting the charge
concentration in the inversion layer of the transistor. The
corresponding change in the drain current would then
provide a measure of the antigenic protein concentration
in the replacement solution. Many research groups have
tried to realize the proposed concept of Schenck, but the
results obtained are meager (48,49). Collins and Janata
immobilized a PVC membrane containing cardiolipin anti-
gen onto the gate of a previously encapsulated ChemFET
(50). They demonstrated that the solution-membrane
interface was somewhere between a polarized and a non-
polarized interface, based on the measured membrane
exchange current density. The measured potential was
therefore a mixed potential deriving out of the permeation
of Naþ and Cl� ions into and out of the membrane. The
change in potential following specific binding of antibody to
the membrane was due primarily to a perturbation of the
mixed potential, rather than to the adsorbed charge from
the antibody itself. Therefore, the device could not be
considered selective for the immunoreactive species of
interest. Besides, Janata reported that it is impossible to
construct an IMFET without having an ideal polarized
solution-insulator interface. He proclaimed all of his ear-
lier results as artifacts (51). In spite of these practical
difficulties, Gotoh et al. (52) published results obtained
with an IMFET sensitive to Human serum albumin (HSA).
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Figure 6. Differential measurement setup for an IMFET.
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A 2 mV shift was detected with HSA containing polyvinyl-
butyral membrane deposited on an ISFET after reaction
with its antibody. It appears that experimental results
obtained with direct detection of protein on solid-state
electrode or similar devices are, so far, limited to second-
order effects. Nevertheless, a real theoretical explanation
is absent. Therefore, until more experimental evidence is
available, the true value of direct-acting IMFET concept
remains to be established.

Schasfoort et al. (36) proposed an alternative approach to
overcome the above-described difficulties of a direct detec-
tion of immunological reaction with ISFET. By stepwise
changing the electrolyte concentration of the sample solu-
tion, a transient diffusion of ions through the membrane-
protein layer occurs, resulting in a transient membrane
potential, which can be measured by the ISFET. A flow-
through system was used to carry out the experiments as
schematically drawn in Fig. 8. The pH of the electrolyte can
be changed by using a gradient vessel. When the solution
flows under hydrodynamic pressure out of vessel 1, the pH
will change through mixing with a solution of different pH
from vessel 2. By opening the value for a few seconds, the
ISFET can be exposed to a higher salt concentration. The
step change in join concentration was completed within
50 ms. After 2 s the valve was closed and the membrane
can gain equilibrate with the buffer flowing out of vessel 1.
In order to exchange the electrolyte concentration rapidly,
the volume between the valve and the ISFET was kept
small. ISFETs with a polystyrene-agarose membrane were
incubated with 10�5 M HSA for 3 h. The ISFET response
was measured as a function of the pH, and the inversion
point was determined to be pI ¼ 3.72 �0.05. Subsequently,

the ISFETs were incubated in different concentrations of
anti-HSA antibodies solution ranging from 0.06 to 64 mM.
The anti-HSA antibody was able to change the inversion
point of the HSA-coated membrane from 3.70 to 5.55. The
above experiments clearly demonstrated that the net
charge density in a protein layer deposited on an ISFET
could be determined by exposing the membrane to a step-
wise change in electrolyte concentration while measuring
ISFET current change. The transient membrane potential
observed is a result of the different mobilities of the positive
and negative ions present in the protein layer. It is also
observed that characteristic inversion points and slope are a
function of the protein concentration and type of protein.
Also isolectric points could be detected from the membrane
potentials as a function of the pH. This detection of the
isoelectric point of a protein complex is the basis for the
development of an IMFET. An immunological reaction
results in a change of the fixed-charge density in the mem-
brane, which can be explained by a shift of the protein
isoelectric point due to the immunological reaction.

The ion-step method was originally designed to measure
immunoreaction via the change in charge density, which
occurs in an antibody-loaded membrane, deposited on an
ISFET, upon reaction with a charged antigen. The efficacy
of ion-step method for the quantification of a non-charged
antigen was demonstrated using progesterone as the model
analyte (53). Progesterone is an uncharged molecule,
hence, it cannot be detected directly by using the ion-step
method. A competitive method was devised using a charged
progesterone-lysozyme conjugate. To prepare the ISFETs
for ion-step measurement, a membrane support was
created by depositing a 1:1 mixture of polystyrene beads
and agarose on the gate. The ISFETs were then cooled to
4 8C and the solvent was slowly evaporated, leaving a
porous membrane with a thickness of approximately 4
mm. The ISFET was then heated to 55 8C for 1 h to
immobilize the membrane onto the gate. The ISFET was
placed in the flow-through system (see Fig. 8) and a mono-
clonal antibody specific to progesterone was incubated on
the membrane (0.5 mg/ml, 4 8C for 20 h). A competitive
assay method was used to detect progesterone levels, and
the detection limit was approximately 10�8 M of proges-
terone in the sample solution. Recently, Besselink et al.
(54) described an amino bead-covered ISFET technology
for the immobilization of antibodies. HSA was immobilized
onto the amino bead-coated ISFET, by covalent cross-link-
ing method, and the anti-HSA antibodies were quantitated
using the ion-step method. The antibody concentration was
detected within 15 min, with yields up to 17 mV (Fig. 9).

Indirect-Sensing IMFET

The indirect-sensing IMFET concept emerged during the
early 1990s in order to overcome the difficulties met with
the direct-acting IMFET devices (55). Colapicchioni et al.
(56) immobilized IgG using protein A onto the gate area of
an ISFET. The efficacy of the IMFET was demonstrated
using Human IgG and atrazine antibodies captured using
protein A. As the atrazine is a small molecule (hapten),
which does not induce an immunoresponse as such, it was
linked to a carrier protein. Bovine Serum Albumin (BSA)
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was conjugated to ametryn sulfoxide, which has structural
similarity with atrazine, and the ametryn-BSA conjugate
was injected into rabbit to raise antibodies. A sandwich
assay format was used to detect Human IgG and a compe-
titive assay format was used to quantitate atrazine con-
centration. The antigen-antibody reaction was monitored
by the addition antihuman IgG-GOD conjugate and
ametryn-GOD, respectively. Glucose was used as the sub-
strate and the pH variation was detected by the ISFET.
The sensitivity of the assay was 0.1 mg/ml and 1 ppb for
human IgG and atrazine, respectively. An ISFET-based
immunosensor was demonstrated for the detection of bac-
terial (Clostridium thermocellum) cells. The analysis
included the reaction of antibacterial antibodies with cells
in suspension or after covalent immobilization of cells on
porous photoactivated membranes and, subsequently, the
revelation of bound antibodies by the conjugate of protein A
and HRP and the quantitation of enzyme activity with
ISFET. The sensitivity of the sensor was within a range
of 104–107 cells per ml (57). Selvanaygam et al. (23)
reported ISFET-based immunosensors for the qunatitation
of b-Bungarotoxin (b-BuTx), a potent presynaptic neuro-
toxin from the venom of Bungarus multicinctus. A murine
monoclonal antibody (mAb 15) specific to b-BuTx was
immobilized on the gate area, and the antigen-antibody
reaction was monitored by the addition of urease-conju-
gated rabbit anti-b-BuTx antibodies. The sensor detected
toxin level as low as 15.6 ng/ml. The efficacy of the sensor
for the determination of b-BuTx from B. multicinctus
venom was demonstrated in the mouse model.

An immunological Helicobacter pylori urease analyzer
(HPUA), based on solid-phase tip coated with a monoclonal
antibody specific to H. pylori’s urease and ISFET, was
reported by Sekiguchi et al. (58). A solid-phase tip,
with an inner diameter of 0.55 mm, coated with the mono-
clonal antibody, was incubated for 15 min at room tem-
perature in an endoscopically collected gastric mucus
sample. The activity of urease captured on the inner sur-
face of the solid-phase tip was measured by coupling it with
an ISFET in a measuring cell containing urea solution. The
pH change of urea solution after 55 s of the enzymatic

reaction inside the tip was measured by withdrawing 1.1 ml
of solution toward the upstream of the tip, where the
measuring ISFET was installed. One cycle of measurement
was completed in 17.5 s, and the sensitivity of system was
0.2 m IU/ml. The calibration curve for the quantitation of
urease is shown in Fig. 10. Clinical studies were carried out
with 119 patients (75 males and 44 females with an aver-
age age of 51, ranging from 13 to 79) who underwent
gatroduodenoscopy and judged necessary to evaluate the
infection of H. pylori and urea breath test (UBT) was used
as a gold standard. Thirty-three of the UBT positive 36
patients were positive, and 81 of UBT negative 83 patients
were negative by HPUA resulting in the 92% sensitivity
and 98% specificity.

An IMFET for the detection of HIV-specific antibodies
based on a combination of ELISA principle and ISFET flow
injection analysis setup was presented by Aberl et al. (59).
The active sensing components consist of a reaction car-
tridge containing a carrier with the immobilized receptor
layer and an ISFET sensor mounted in a flow-through cell.
A flow cell was constructed using two ISFET sensors on
one in a two-channel configuration (Fig. 11). The liquid
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headspace on top of the ISFET sensors was reduced to
about 1 ml, and the dead volume of the whole sensor cell
was 7ml. The detection principle was realized according to
the sandwich ELISA procedure using urease as a pH
shifting marker enzyme. Antigen molecules (p24 or
gp120) were immobilized on cellulose nitrate membranes
mounted in a special flow-by cartridge or the inner surface
of Borosilicate glass capillary tubing. After blocking the
unspecific binding sites, the antigen was reacted with
specific serum in different dilution or nonspecific serum
as a negative control. In comparison with conventional
ELISA, the ISFET-FIA ELISA showed a slight lower sen-
sitivity. The antibodies were detected in a serum diluted
more than 1:12,000 in ELISA, whereas the sensitivity of
the ISFET– FIA ELISA was between a 1:1000 and a
1:10,000 dilution. Glass as a support material showed
highly reproducible test results when compared with cel-
lulose nitrate membrane.

Tsuruta et al. (60) reported a fully automated ISFET-
based ELISA system using a pipette tip as a solid phase and
urease as a detecting enzyme. The inner wall of the end
part of a pipette tip was used as a solid phase, and the
urease activity of the conjugate, captured after a two-step
immunoreaction, was measured by coupling the pipette
tip with the ISFET in a pH measuring cell (Fig. 12). A two-
step sandwich assay procedure was used for the quantita-
tion of AFP, CEA, HBsAg, and HBsAb, and a two-step
competition assay was used for HBcAb, and second-
antibody configuration was used for HTLV-1 Ab. After
final incubation in conjugate solution, the pipette tip
was washed and it was introduced into the pH measuring
cell in order to couple it with ISFET. At the same time,
feeding of the substrate solution was stopped, to read the
pH change for 20 s. The output (source potential) of the
ISFET was read and stored in the CPU during the above-
mentioned 20s at 0.1 s intervals. The maximum changing
rate of the source potential (DV/Dt, mV/s) was calculated
from these 200 data points. The total assay time was 21 min
as the sum of 5, 10, 5 and 1 min for preheating of sample,
First immunoreaction, Second immunoreaction, and pH
measurements, respectively. The assay speed was 60 sam-
ples/h. Assay performance, such as within run CVs,
between run CVs, detection limits, and correlation with
the conventional ELISA kits, were satisfactory for all of six

analytes. The detection limit for CEA, 0.09mg/l was com-
parable to better than those reported for the most advanced
chemiluminescent ELISA system (0.086 mg/l).

Polymerase chain reaction (PCR) has proven to be of
great importance in clinical diagnosis (61). Usually, the
PCR products have been detected by staining with ethidium
bromide in qualitative methods, and fluorescent dyes in
real-time quantitation. Although electrophoresis has the
advantage of giving information on the molecular size of
PCR products, it is not well-suited to mass screening or
automation. On the other hand, real-time monitoring is
well-suited for mass screening and automation but is expen-
sive. One of the most promising methods for automatizing
the detection system of PCR products is ELISA. An ISFET-
based ELISA was used to quantitate PCR products (62).
Double-stranded PCR products with digoxigenin and biotin
at both terminals were obtained by using digoxigenin-and
biotin-labeled primers. The PCR products were detected by
atwo-stepsandwichELISA.Oneml of thesolutionafterPCR
was introduced into the end part of the solid-phase pipette
tip coated with antidigoxigenin antibody. Biotin-labeled
PCR products captured at the solid phase were detected
with avidin-urease conjugate, and the enzyme activity was
measured by the ISFET in a pH measuring cell containing
urea solution. The detection limit of the system was deter-
mined using a known amount of purified PCR product
labeled with digoxigenin and biotin, and it was found that
10 amol of the labeled DNA in 1ml sample. The assay was
used to detect HTLV-1 provirus gene integrated in the
genome of human MT-Cell, and it was found that 100 pg
of the genomic DNA was specifically detectable after 35
cycles of PCR. The apparent dynamic range for detection of
MT-1 DNA was from 100 pg to 100 ng.

One of the most important targets in molecular biology
is the quantitation of mRNA related to special disease by
RT-PCR. The accuracy of quantitative RT-PCR has been
remarkably improved by the introduction of competitive

106 IMMUNOLOGICALLY SENSITIVE FIELD–EFFECT TRANSISTORS

ISFET 1

ISFET 2

Reaction cartridge

Roller pump

Sample

Waste

Reference 
electrode

Valve

Waste

Carrier
solution

Reference
solution

Figure 11. Diagrammatic representation of a flow injection
system for indirect immunosensing.

Figure 12. Cross-sectional view of a pH-measuring cell.



RT-PCR, in which a synthetic RNA is used as an internal
standard (63). Tsuruta et al. (64) developed a ISFET-
ELISA method for the qantitatiion of mRNA in clinical
samples. In this method, a fixed amount of a synthetic
RNA, pRSET RNA, was added as internal standard to the
solution of target RNA (IL-1b) after reverse transcription,
PCR was carried out using digoxigenin-labeled sense pri-
mer and biotin-labeled antisense primer for IL-1b, and
FITC-labeled sense primer and a biotin-labeled antisense
primer for pRSET. The double-stranded PCR products of
IL-1b and pRSET were captured by two solid-phase pipette
tips, one coated with antidigoxigenin antibody and another
with anti-FITC antibody, respectively, and sandwiched by
an avidin-urease conjugate, whose activity was measured
with ISFET. The ratio of the signal intensity for IL-1b to
that for pRSET was used to quantitate the concentration of
IL-1b. A calibration curve was obtained using a known
amount of AW109 RNA as an external standard in place of
IL-1b m RNA. It was found that 102–106 copies of IL-1b
mRNA were measurable by the present method. Expres-
sion levels of IL-1b mRNA in clinical samples, such as
monocytes of peripheral blood or synovial cells from
patients with RA or OA, were determined.

Practical Limitations

In this section, we shall address some practical problems
that have been limiting factors in the commercial applica-
tion of IMFETs. The widespread use of IMFETs for appli-
cations ranging from medical diagnosis to industrial
process control or environmental monitoring has not actu-
ally happened. The underlying reasons for this situation
fall into two main categories, those that are inherent to the
transistor, such as material, encapsulation, and reference
electrode, and those problems common to its application as
an immunosensor function, such as, antibody immobiliza-
tion, stability, and durability. The pH sensing properties
and drift behavior of the ISFET is the main limiting factor
in the commercial breakthrough of ISFET. After the inven-
tion of the ISFET, initially the only gate material used was
SiO2. Although SiO2 showed pH, sensitivity of 20 to 40 mV/
pH, the thermally grown gate oxide loses its isolation
property within a few hours of immersion in a solution.
In order to isolate this gate oxide from the solution, another
isolating layer, such as Si3N4, Al2O3, or Ta2O5, has to be
placed on top of this gate oxide. A layer of Si3N4 on top of
SiO2 showed 45–50 mV/pH, and other layers, such as Al203

and Ta2O5, showed even higher pH sensitivity, 53–57 mV/
pH and 55–59 mV/pH, respectively (65). Drift rate for Si3N4

is reported as 1 mV/h and for Al2O3 and Ta2O5 0.1–0.2 mV/
h after 1000 min of operation at pH 7.0. In most of the work
on IMFETs published so far, these three gate materials,
Si3N4, Al2O3, and Ta2O5, have been used. IMFETs are also
sensitive to light and temperature (66).

The pH-sensitive ISFETs can be fabricated by means of
standard MOS technology, except for the metallization
step. However, after dicing the wafers into single chips,
the substrate becomes exposed at the edges of the senor.
Encapsulation and packaging are two final processing
steps that determine reliability and durability (lifetime)
of the IMFETs. In order to achieve high quality sensors, all

electrical components have to be isolated from their sur-
roundings. Several reports exist on the encapsulation and
packaging of ISFET devices for pH application (21). The
simplest method of isolating these sides is encapsulation
with epoxy-type resins. The most important ISFET char-
acteristics, such as stability, accuracy, and durability, also
pertain to the reference electrode. One of the major hurdles
in IMFETs is the lack of a solid-state reference electrode.
The small IMFETs have to be combined with a conven-
tional KCl-solution-filled reference electrode. In order to
achieve miniaturized IMFET, it is important to miniatur-
ize the reference electrode. In general, two approaches
have been followed: reference FETs (REFETs), which are
used in an ISFET/REFET/quasi-reference electrode setup,
and miniaturized conventional reference electrodes. In the
first approach, attempts have been made to cover the
ISFET surface with a pH-insensitive layer or to render
the surface pH insensitive by chemical modification. In the
second approach, the structure of a conventional electrode
(mostly Ag/AgCl type) is miniaturized partially or comple-
tely on a silicon wafer. Its potential is a function of con-
centration of chloride ions. They are supplied either from
an internal electrolyte reservoir formed by an anisotropic
etching in the silicon wafer or by adding chloride ions into
the test solution.

Some of the technological factors such as pH sensitivity
and drift can now be overcome with the existing technol-
ogy. A hurdle peculiar to direct-acting IMFET is the need to
provide a thin but fully insulating layer (membrane)
between the antigen or antibody coating and the semicon-
ductor surface. Such a membrane must be thin enough to
allow a small charge redistribution occurring as a result of
analyte (antigen-antibody) binding to exert a detectable
change in electrical field. Conversely, it must also provide
adequate insulation to prevent dissipation of the field by
leakage of ions. Even assuming that the ideal insulating
membrane can be developed, a further hurdle may need to
be overcome. Surface charges and hydrogen binding sites of
proteins cause a counter-ion shell (double-layer) and struc-
tured water shells to surround the molecules; these regions
of structured charge will inevitably contribute to the elec-
trical field affecting the FET gate. Pending these break-
throughs, the development of direct-acting IMFETs
appears to be stagnant.

The immobilization methods used for immunosensors
include a variety of adsorption, entrapment, cross-linking,
and covalent methods. In general, a covalent immobiliza-
tion method consisting of silanization step and subsequent
coupling procedure via glutaraldehyde has been used to
immobilize antibodies onto the gate region (67,68). How-
ever, no methodical investigation about antibody stability,
storage, and lifetime exists. Reproducible regeneration of
the sensing area is one of the major problems met with
IMFETs that have been used for continual monitoring or
repeat usage. The need for renewal of the sensing surface
derives from the high affinity constants derived from the
strong antigen-antibody reaction. Two different strategies
have been used to achieve the renewal of the sensing sur-
face, breakage of the antigen-antibody bond and reusing the
immunologic reagent immobilized on the solid phase. A
second alternative is the elimination of antigen-antibody
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complex from the solid support and immobilization of fresh
immunologic material. Dissociation of antigen from anti-
body is usually carried out in low pH and high ionic strength
solutions. Protein A was chemically immobilized onto the
gate surface by using a polysiloxane layer of [3-(2-ami-
noethyl)aminopropyl]trimethoxysilane (APTES) and
cross-linking agent such as glutaraldehyde. Reversibility
of the linkage between Protein A and antibodies in order to
restore the device for the next measurement was studied by
breaking the antibody-antigen complex formed on Protein A
using a variety of reagents. Glycine buffer pH 2 and 3 and
MgCl2 3.5 M were found to be more effective when compared
with other tested reagents due to high ionic strength (55).
Selvanayagam et al. (23) studied the reusability of an
ISFET sensor by removing the antibody membrane from
the gate area. The regenerated devices tested were reported
to function normally five times, although a considerable
amount of time was required for the regeneration process.
Recently, IMFET using magnetic particle and integrated to
flow injection system has been described to overcome the
problem of regeneration (69,70). The immunological mate-
rial was immobilized on the surface of magnetic particles
and were transported by a flow system, and were retained
on the gate area of the ISFET by a magnetic field produced
by a magnet (Fig. 13). The regeneration of immunologic
materials was achieved by releasing the magnetic field,
thus freeing those particles that were washed by the flow
system, and new magnetic particles were injected and
retained on the surface of transducer by reacting the mag-
netic field. A fresh and reproducible surface was thus pro-
duced, ready for the next analytical cycle.

The main barrier to the successful introduction of
IMFETs for clinical testing is undoubtedly the high per-
formance and automation level of the machines that
already exist in centralized laboratories. They have been
developed specifically for use with either immunoassay or
clinical chemistry. Immunoassay performance is continu-
ally being optimized and assay times have been reduced
over the past few years. Depending on the parameter, the
assay time can be as low as 6 min and the majority of the
larger machines could carry out between 100 to 200 testes
per hour. IMFETs must be compared with these methods
with respect to assay time, sensitivity, and cost. The need
for in-built calibration has been frequently encountered in
sophisticated quantitative IMFETs. Although feasible and
acceptable in laboratory-based instrumentation, it remains

a major problem in small disposable IMFET devices. To
facilitate the increased use of IMFETs, one should look for
real tests and standards that prototypes can meet, based on
current diagnostic needs and perceived future develop-
ment. The progress of IMFET beyond the experimental
laboratory level is mainly dependent on how skillfully its
development and marketing are combined with parameter
selection.

FUTURE DIRECTIONS

A key consideration in antibody immobilization to the gate
area is to maintain, reproducibly, the highest possible
binding activity after immobilization while conserving
the amount of antibody used. However, many aspects, both
fundamental and more applied, require in-depth study
before IMFETs can become successful commercial device,
including improved control of biomolecule immobilization
and novel immobilization strategies; enhancement of bio-
molecule stability and retention of activity in vitro; and the
ability to reproduce the high signal-to-noise ratios obtained
in simple test solutions in ‘‘real’’ samples such as blood or
water. The IMFETs tends to respond nonspecifically to any
molecule bound to the surface; hence, it affects the mea-
surement parameter to some extent. The specificity of
analyte detection, therefore, relies entirely on achieving
high ratios of specific to nonspecific binding, which, in the
context of low concentrations of analyte in blood, can
represent a formidable problem. Reduction of nonspecific
binding is another area that will continue to be of major
importance. The ability to immobilize ordered antibodies
will maximize antigen binding to a given surface while
reducing the availability of nonbinding site sections of the
immobilized antibody, or uncovered surface areas, which
can promote nonspecific interaction with other components
in the sample. The potential advantages of using Fab
fragments rather than more complex intact antibodies
(such as IgG) could be explored.

IMFETs, similar to immunoassays, involve multistep
procedures, including washing steps, incubation periods,
and quite complex signal generation protocols. It is likely
that research efforts into a novel signal amplification
system, without the normally associated complications
of multi-reagents or multistep protocol will be of increas-
ing importance. The irreversibility of antigen-antibody
interaction presents a major challenge in designing
IMFETs for continual monitoring or repeated usage.
Treatment of an antibody-antigen complex with a mildly
denaturing medium for a short time interval has shown
some promise in regenerating sensor surfaces. Develop-
ment of enhanced denaturation conditions, which opti-
mize dissociation of antigen while minimizing irreversible
loss of antibody structural integrity, may be possible in
the near future. The use of catalytic antibodies in immu-
nosensors has been proposed. The ability of catalytic
antibodies to catalyze the hydrolysis of phenyl acetate
with the formation of acetic acid allows integration of pH-
sensitive microelectrodes to give a potentiometric immu-
nosensing system (71). The advantage of catalytic anti-
bodies over normal antibodies is that reversibility of
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response is readily achieved, because bound antigen
reacts to form a product with a low affinity for the anti-
body, resulting in dissociation. As the binding event is
followed immediately by a catalytic reaction and release of
the reaction products, the molecular recognition site is
regenerated with each molecular reaction; as a conse-
quence, catalytic antibodies can be used to create rever-
sible IMFETs for continuous monitoring of analyte
concentrations. Improvements in sensitivity and cross-
reactivity are likely to be achieved as a result of the
increasing interest in this field of research.

CONCLUSION

Although the ISFET concept has existed for over 30 years,
its practical applications such as the IMFETs are still
emerging very slowly. The relatively slow rate of progress
of IMFET technology from inception to fully functional
commercial devices for these applications is a reflection of
technology-related and market factors. In general, two
approaches have been followed in the past to realize
IMFETs. In the first approach, antigen-antibody reaction
on an immonbilized membrane was monitored without
any addition of labels. The second approach takes the
advantage of an enzyme label to indirectly monitoring
the antigen-antibody reaction using pH-sensitive FET.
The development of IMFETs that directly detect
antigen-antibody reaction is extremely challenging;
only a few examples exist, the majority of which are
without valid theoretical explanation. Although it shows
enormous promise in the early stages of development, an
effective, reliable, and analyte-selective direct-acting
IMFET sensor is yet to be constructed. The ion-step
method represents a novel measurement concept for
potentiometric detection and quantification of an
adsorbed antigen or antibody molecule in which modified
ISFETs are used. Many approaches to transduction of the
antibody-antigen combining event are indirect, necessa-
rily involving the use of reagents admixed with analyte,
and therefore cannot be seen as routes to development of
‘‘True’’ IMFETs. Nevertheless, such reagent-dependent,
indirect-sensing IMFETs may offer real commercial
advantages over the current generation direct-acting
IMFET readout technologies. The clinical diagnostic field
offers real opportunities for the exploitation of IMFET,
but because it is a highly competitive and well-established
market, those who wish to introduce new products must
carefully target their market niche. IMFETs will have to
compete with such technology on the basis of factors such
as cost, ease of use, sensitivity, operational stability,
robustness, and shelf-life.
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INTRODUCTION

Immunotherapy of cancer, infectious disease, and autoim-
mune disease has opened a new area for disease manage-
ment. This approach has developed very fast lately due to
the advances and involvements of modern technology in
molecular biology, cell biology, immunology, biochemistry,
and bioengineering. Adoptive T cell immunotherapy of
cancer involves passive administration of lymphoid cells
from one host to another, or back to itself in order to
transfer tumor immunity for cancer treatment. It was first
realized >20 years ago that adoptive immunotherapy
may be feasible to treat human malignancies. However,
the early form of this practice was quite simple. It could be
as easy as a straightforward blood cell transfer. The appar-
ent inefficiency of antitumor immune responses, and the
failure to successfully combat the disease laid the founda-
tion for current concepts of immunotherapy. It did not take
too long before it was realized that boosting the antitumor
immune response by deliberate vaccination could increase
the potential benefits of immune cell-based therapies. In
addition, activation of lymphoid cells with monoclonal
antibodies (mAb) toward the molecules involved in T cell
signaling pathways has resulted in therapeutic effector T
cells. The use of immune adjuvants coadministrated with
the cell infusion has enhanced the antitumor efficacy of the
transferred cells and has made adoptive cellular immu-
notherapy a promising strategy for cancer treatment. Stu-
dies on the trafficking of adoptively transferred cells in vivo
as well as the identification and characterization of T cell
subsets responsible for antitumor reactivity have provided
valuable insights toward the development of novel immu-
notherapeutic strategies. The adoptive immunotherapy of
established tumors with the transfer of tumor-reactive
lymphoid cells has now been shown to be highly effective
against significant tumor burdens both in animal models
and in clinical trials. This is, at least in part, due to recent
developments in this area, such as treating cancer in
special settings (e.g., in lymphopenic hosts induced by prior
conditioning); redirecting the effector cells to tumor
through genetic engineered chimerical T cell receptors
(TCRs) or by transferred tumor antigen-specific TCRs;
and the use of these strategies in combination. This article
intends to review the above developments that have made
adoptive T cell immunotherapy an attractive alternative
for cancer treatment.

INDUCTION OF TUMOR-REACTIVE PRE-EFFECTOR
T CELLS IN VIVO

Successful induction of tumor-reactive ‘‘pre-effector‘‘ cells
in a tumor-bearing host represents the first step toward the
conduct of an effective adoptive T cell immunotherapy of
cancer. This procedure provides a source of ‘‘pre-effector’’
cells for subsequent T cell activation and expansion in vitro

to generate large numbers of ‘‘effector’’ cells to be infused
back to the tumor-bearing host or cancer patient for
therapy. Due to the relative lack of immunogenicity and
potential immunosuppressive mechanisms of human
malignancies, application of tumor T cell therapy in the
clinical setting has been hampered for a long time by
difficulties to reliably isolate tumor-sensitized lymphoid
cells from the cancer-bearing host. Nevertheless, recent
observations in animal studies and clinic trials have led to
the development of strategies to induce T cell sensitization
in vivo.

Peripheral blood lymphocytes (PBL) represents a con-
venient source of pre-effector cells. However, in most cases,
particularly in the case of solid tumors, the frequency of
tumor-specific pre-effector cells in PBL is extremely low,
generally far below what is observed in response to viral
infection. Experimental studies and clinical experience
with adoptive immunotherapy have demonstrated that
tumor-draining lymph node (TDLN) cells are potentially
effective antitumor reagents. Chang et al. was the first to
evaluate vaccine-primed LN (VPLN) as a source of lym-
phoid cells that could be secondarily sensitized by in vitro
methods to generate effector cells capable of mediating
regression of established tumors upon adoptive transfer
in clinical trials (1–3). These trials included subjects with
metastatic melanoma, renal cell cancer, and head and neck
squamous cell cancers, and have resulted in prolonged,
durable, complete responses.

In murine models, it has been observed that TDLN
harbor lymphoid cells that are functionally capable of
mediating rejection of immunogenic tumors in adoptive
transfer after in vitro activation (4,5). However, both
tumor-infiltrating lymphocytes (TIL) and TDLN cells were
found to be incapable of mediating the regression of poorly
immunogenic tumors such as the B16–BL6 melanoma, a
highly invasive tumor of spontaneous origin. It was then
discovered that the subcutaneous inoculation of B16–BL6
tumor cells admixed with the bacterial adjuvant, Coryne-
bacterium parvum, resulted in reactive TDLN cells that
differentiated into therapeutic effector T cells upon activa-
tion in vitro (6,7). Upon adoptive transfer, these LN cells
successfully mediated the regression of established
tumors. In addition to the ability to mediate regression
of experimentally induced pulmonary metastases, these
activated cells were effective in the treatment of sponta-
neous visceral metastases originating from a primary
tumor, a condition that more closely approximates human
malignancy. These studies thus demonstrated that vacci-
nation of animals with irradiated tumor cells admixed with
a bacterial adjuvant was capable of inducing tumor-
reactive T cells in the draining LN.

We have applied these methods to generate vaccine-
primed LN in patients with advanced melanoma and renal
cell cancer (RCC) for therapy (3,8). Patients with RCC or
melanoma received intradermal inoculation of irradiated
autologous tumor cells admixed with Bacillus Calmette–
Guerin (BCG) as a vaccine. Seven to ten days later, drain-
ing LN were removed for in vitro activation and expansion.
Activated LN cells were then administrated intravenously
with the concomitant administration of IL-2 for immu-
notherapy with defined success (3).
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Studies demonstrated that tumor cells genetically mod-
ified with immunostimulatory genes are capable of sensi-
tizing T cells. Transfection of cytokine genes into murine
tumor cells have resulted in reduced tumorigenicity follow-
ing inoculation of the modified tumor cells into animals (9).
In these studies, animals that rejected the inoculum of
modified tumor cells also rejected a subsequent challenge
of unmodified parental tumor cells, thus demonstrating the
development of tumor immunity. We performed a clinical
study of patients with melanoma to evaluate the immuno-
biological effects of GM–CSF transduced autologous tumor
cells given as a vaccine to prime draining lymph nodes (10).
There was an increased infiltration of dendritic cells (DCs)
in the GM–CSF-secreting vaccine sites compared with the
wild type (WT) vaccine sites. This resulted in a greater
number of cells harvested from the GM–CSF–VPLNs com-
pared with the WT–VPLNs. Patients received adoptively
transferred GM–CSF–VPLN cells secondarily activated
and expanded in vitro. A complete clinical response was
observed in one of five patients. This work documented
measurable immunobiologic differences of GM–CSF-
transduced tumor cells given as a vaccine compared with
WT tumor cells.

Collectively, these observations suggested that TDLN
or VPLN cells may represent an ideal source of tumor-
reactive T cells. They also established the rationale for
developing tumor vaccines utilizing autologous tumors
admixed with bacterial adjuvant or genetically modified
with cytokine genes, which may prove useful in facilitating
the generation of immune T cells for adoptive immunother-
apy.

ACTIVATION AND POLARIZATION OF EFFECTOR
T CELLS IN VITRO

A major challenge in T cell immunotherapy of cancer is how
to activate and expand the relatively low numbers of
tumor-specific T cells obtained from the tumor-bearing
host. Previous studies demonstrated that freshly isolated
TDLN cells had defects in TCR-mediated signal transduc-
tion and were not immediately competent in adoptive
transfer models (11,12). It has therefore become a critical
prerequisite in adoptive immunotherapy to expand the pre-
effector cells into large numbers of effector cells while
augmenting their antitumor reactivity.

In vitro T cell activation using monoclonal antibodies in
the absence of antigen takes advantage of common signal
transduction pathways that are ubiquitous to T cells. This
principle has been used to expand tumor-primed T cells
contained within TDLN or VPLN. The initial efforts
involved the use of anti-CD3 mAb as a surrogate antigen
to activate tumor-primed lymphoid cells, followed by
expansion in IL-2 (12). This approach resulted primarily
in the generation of CD8þ effector cells that mediated
tumor regression in vivo. Subsequent clinical studies uti-
lizing this method to activate VPLN cells demonstrated
that this cellular therapy can result in achieving durable
tumor responses in subjects with advanced cancer (1,3). We
have extended these investigations in animal models and
with human samples by examining other mAbs that deliver

costimulatory signals in concert with anti-CD3 to activate
tumor-primed lymphoid cells. These other antibodies have
involved anti-CD28 and anti-CD137 (13–16). The results of
these investigations have indicated that costimulation can
increase the proliferation of tumor-primed lymphoid cells
and their ability to mediate tumor regression in vivo.

Several important principles in animal models that are
relevant for the treatment of human malignancies have
been identified. For example, the in vitro cytokine profiles
released by effector T cells when cocultured with tumor
cells are found to be predictive of their ability to mediate
tumor regression in vivo. Effector cells that mediate a type
1 (i.e., IFNg) and GM–CSF response to tumor antigen are
capable of eradicating tumor upon adoptive transfer. In
contrast, cells that demonstrate a type 2 profile (i.e., IL-10,
IL-4) appear suppressive, and do not mediate tumor regres-
sion (16,17). We have determined the importance of IFNg

in mediating tumor regression both in animal studies (16)
and in clinical trials (3). In a phase II adoptive cellular trial
in patients with advanced renal cell cancer, we demon-
strated that IFNg secretion and the IFNg: IL-10 ratio of
cytokine released by effector T cells in response to tumor
antigen was associated with clinical outcomes. Specifically,
activated T cells that have an increased IFNg:IL-10 ratio
correlated with tumor response (3). Although effector T
cells can be generated through antibody activation to
mediate tumor regression in animal models, clinical
responses in adoptive immunotherapy have been confined
to a minority of patients. One potential reason for these
limited responses is that antibody-activation procedures
generally stimulate T cells broadly without discriminating
between type1 and type 2 cells, presumably due to the
polyclonal expansion characteristics of antibodies directed
to the TCR common chain, for example, CD3e of the TCR/
CD3 complex or CD28. As a result, both type 1 cytokines,
such as IL-2, IFNg, and type 2 cytokines, for example,
IL-4, IL-5, and IL-10, are modulated (13,18). Therefore,
alternative protocols need to be defined that will prefer-
entially stimulate the type 1 cytokine profile to generate
more potent tumor-reactive T cells for cancer immunother-
apy. Toward this end, various in vitro strategies have been
investigated utilizing additional signaling stimuli to pro-
mote Th1/Tc1 cell proliferation and antitumor reactivity
(19,20). We reported that costimulation of TDLN cells
through newly induced 4-1BB and CD3/CD28 signaling
can significantly increase antitumor reactivity by shifting
T cell responses toward a type 1 cytokine pattern, while
concomitantly decreasing type 2 response (16). Using the
proinflammatory cytokines, we recently reported that IL-
12 and IL-18 can be used to generate potent CD4þ and
CD8þ antitumor effector cells by synergistically polarizing
antibody-activated TDLN cells toward a Th1 and Tc1
phenotype, and that the polarization effect was NF-kB
dependent (21).

The recognition and use of cell polarization strategies
during and /or post antibody activation of T cells represents
another significant change and addition to the traditional
practice of adoptive therapy. While adoptive immunother-
apy of cancer requires large numbers of therapeutic T cells
for transfer into cancer patients, the phenotype and cyto-
kine profile of these cells are crucial in determining the
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outcomes of the therapy. The use of polarizing reagents to
modulate T cell function toward the type 1 response pro-
vides a rational strategy to enhance the efficacy of cellular
therapy.

USE OF IMMUNE ADJUVANT IN CONCERT
WITH T CELL ADMINISTRATION

In the course of adoptive immunotherapy of cancer, admin-
istration of T cell growth factors accompanying T cell trans-
fer may promote T cell activation, proliferation, and tumor
killing, and therefore augment clinical outcomes for the
therapy. These growth factors, as well as other immune
modulatory reagents used in concert with T cell transfer,
function as immune adjuvants in eliciting antitumor acti-
vities in vivo. The most useful adjuvant to T cell transfer
to date has been the exogenous administration of IL-2
(1–3,22,23).

Nearly 20 years ago, Rosenberg and colleagues per-
formed a pilot protocol to investigate the feasibility and
practicality of immunotherapy of patients with advanced
cancer using TIL and recombinant IL-2 (22). The study
represents an initial attempt to use TIL plus IL-2 admin-
istration with enhanced tumoricidal capacity in the adop-
tive immunotherapy of human malignancies. Twelve
patients with melanoma, renal cell carcinoma, breast car-
cinoma, or colon carcinoma were treated with varying
doses and combinations of TIL, IL-2, and cyclophospha-
mide. Three partial responses (PR) to therapy were
observed. No toxic effects were directly attributable to
TIL infusions. However, the toxicities of therapy were
similar to those ascribed to IL-2. Indeed, the use of IL-2
has resulted in significant morbidity associated with cel-
lular therapies (3,24). Moreover, a few recent studies
showed that IL-2 may negatively regulate effector cells
through activation-induced cell death (23,25), expanding
the frequency of CD4þCD25þ T cells, or cause cell redis-
tribution secondary to Ag-induced cell death (26,27). These
studies suggest that novel reagents need to be identified to
serve as alternative immune adjuvants for adoptive T cell
therapy.

In a recent study (25), failed adoptive T cell therapy
could be reversed with low dose IL-15 administration, but
not IL-2. A related T cell growth factor, IL-15, protected T
cells against activation-induced cell death and promoted
homeostatic maintenance of memory T cells and, therefore,
may be advantageous to T cell-based cancer treatment.
Similarly, the role of IL-15 in early activation of memory
CD8þ CTLs has been described (28). In this study, memory
CD8þ T cells expressing OVA-specific TCR were trans-
ferred into IL-15-transgenic (Tg) mice, IL-15 knockout
(KO) mice, or control C57BL/6 mice followed by challenge
with recombinant Listeria monocytogenes expressing OVA
(rLM-OVA). In vivo CTL activities were significantly
higher in the IL-15 Tg mice, but lower in the IL-15 KO
mice than those in control mice at the early stage after
challenge with rLM-OVA. In vivo administration of rIL-15
conferred robust protection against reinfection via activa-
tion of the memory CD8þ T cells. In addition, IL-27 is a
novel IL-12 family member that plays a role in the early

regulation of Th1 initiation and synergizes with IL-12 in
IFNg production (29). Mechanistic studies revealed that
although a comparable proliferative response to IL-27 was
observed between STAT1-deficient and wild-type CD4þ T
cells, synergistic IFNg production by IL-27 and IL-12 was
impaired in STAT1-deficient CD4þ T cells. IL-27 also
augmented the expression of MHC class I on CD4þ T cells
in a STAT1-dependent manner (29).

Although the in vivo administration of proinflammatory
cytokines has demonstrated antitumor efficacy, their
potent antitumor activity is often achieved at the expense
of unacceptable toxicity. For example, IL-12 and IL-18
administration was found to be associated with lethal
organ damages, attributed in part to extremely high levels
of host-induced IFNg production (30). It is anticipated that
administration of low doses of proinflammatory cytokines
in the context of passively transferred TDLN cells will lead
to increased therapeutic efficacy. To this end, the adjuvant
effect of low dose cytokine administration over a long
period of time can be compared with that of a high dose
over a short period of time. These experiments should help
to determine if prolonged administration of low dose cyto-
kines can enhance the therapeutic efficacy by improving
trafficking, survival, and proliferation of the adoptively
transferred T cells.

While toxicity of traditionally used IL-2 limits its clin-
ical utility at high doses, use of novel cytokines at tolerable
low doses in conjunction with cellular therapy may provide
alternative strategies that are less toxic. If the newly
identified proinflammatory cytokines, such as IL-15 and
IL-27 prove to be useful adjuvants to T cell therapy, they
may result in more effective antitumor responses with
reduced morbidity.

TRAFFICKING AND PROLIFERATION OF EFFECTOR
T CELLS AFTER ADOPTIVE TRANSFER

Adoptive T cell therapy has been used for treatment of viral
and malignant diseases with encouraging results. How-
ever, little is known about the fate and trafficking of the
transferred effector cells. A study performed at NCI
assessed the trafficking of gp100-specific pmel-1 cells to
large, vascularized tumors that express or do not express
the target Ag (31). It was found that approximately equal
numbers of pmel-1 T cells infiltrated the Ag-positive and
-negative tumors. Massive infiltration and proliferation of
activated antitumor pmel-1 cells were observed in a variety
of peripheral tissues, including lymph nodes, liver, spleen,
and lungs, but not peripheral blood. However, T cell func-
tion, as measured by production of IFNg, release of per-
forin, and activation of caspase-3 in target cells, was
confined to Ag-expressing tumor. It was thus concluded
that adoptively transferred CD8þ T cells traffic indiscrimi-
nately and ubiquitously while mediating specific tumor
destruction.

We recently characterized the infiltration of adoptively
transferred TDLN cells in the host bearing pulmonary
metastases (21). The TDLN cells were activated with
anti-CD3/anti-CD28 followed by cell culture in IL-12 þ
IL-18 before transfer into tumor-bearing host. The TDLN
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cells were labeled with CFSE immediately before infusion.
Immunohistochemical evaluation of adoptively transferred
TDLN cells accumulating in pulmonary tumor nodules was
performed. Infused TDLN cells were observed to (1) attach
to venules, (2) mix with host leukocytes in perivenular
collections, and (3) infiltrate tumor nodules. Active migra-
tion of infused cells into pulmonary tumor nodules was
found to be correlated with significant tumor regression.
This corroborates a previous report by Plautz et al. showing
that infused TDLN cells must infiltrate pulmonary nodules
to suppress tumor growth (32).

Several other reports support the hypothesis that effi-
cient tumor regression needs the in situ accumulation of
transferred effector cells. Another study conducted at the
University of Michigan demonstrated that the infused cells
must accumulate in metastatic lesions to suppress tumor
growth, and that the process is dynamic (33). In studies
treating murine lung metastases with adoptively trans-
ferred TDLN cells, the TDLN donor cells were initially
confined to alveolar capillaries with no movement into
metastases after infusion. However, within 4 h, TDLN
cells began migrating across pulmonary postcapillary
venules and first appeared within metastases. After 24 h,
most donor cells in the lung were associated with tumor
nodules. Donor cell proliferation both within the lung and
in the lymphoid organs was detected. Importantly, T cells
that had proliferated in the lymphoid organs trafficked
back to the tumor-bearing lungs, accounting for � 50% of
the donor cells recovered from these sites. These studies
demonstrate that adoptively transferred TDLN cells
migrate directly into tumor-bearing organs and seed the
recirculating pool of lymphocytes after infusion. Cells that
have differentiated in lymphoid organs eventually migrate
into the tumor site. Additionally, in vitro-generated Melan-
A-specific CTLs were found to survive intact in vivo for
several weeks and localize preferentially to tumor (34).
Over all, these studies suggest that methods to improve
trafficking and recruitment of donor T cells to the tumor
may improve therapeutic efficacy of cellular therapy.

The availability of congenic strains of mice bearing T
cell markers that differ by epitopes that can be identified by
monoclonal antibodies allows us to track adoptively trans-
ferred cells in a semisyngeneic host. In order to perform
quantitative tracking studies of the infused cells, the con-
genic strain of B6 mouse that expresses CD45.1 can be used
to generate TDLN for transfer into CD45.2 hosts. Analysis
of the infiltrate can be performed by mechanical dissocia-
tion of the tumors in order to recover viable lymphoid
infiltrates. By FACS analysis, the number of transferred
CD4/CD8 T cells can be quantified. Proliferation of infused
cells can be assessed by labeling them with CFSE. Con-
firmed correlation between effective tumor regression and
the infiltration of infused cells to tumor should encourage
further attempts to modulate T cell trafficking by biochem-
ical controls or by genetic modification of well-identified
adhesion molecules, for example, LFA, ICAM, and selec-
tins. Furthermore, a very recent study described the reg-
ulation of T cell trafficking by sphingosine 1-phosphate
(S1P) receptor 1 (S1P1) (35). Mature T cells from S1P1
transgenic mice exhibited enhanced chemotactic response
toward S1P, and preferentially distributed to the blood

rather than secondary lymphoid organs, such as draining
lymph nodes. This work suggests that S1P1 affects
systemic trafficking of peripheral T cells, and therefore
makes the S1P/S1P1 signaling pathway a novel target for
T cell trafficking modulation.

IDENTIFICATION AND CHARACTERIZATION OF T CELL
SUBSETS RESPONSIBLE FOR ANTITUMOR REACTIVITY

The CD8þ CTLs have long been recognized as the effector
cells that mediate tumor regression. In addition, CD4þ

effector T cells and NK cells have also been identified to
directly or indirectly mediate tumor regression. We
reported that CD28 costimulation of tumor-primed lym-
phoid cells promotes the generation of potent tumor-reac-
tive effector cells, particularly CD4þ T cells. These anti-
CD3/anti-CD28 activated CD4þ TDLN cells could indepen-
dently mediate tumor regression in adoptive immunother-
apy (13,14,21).

It has to be presumed that any source of antitumor
reactive T cells derived from the tumor-bearing host, that
is, TDLN, will represent a small percentage of the total
population of retrieved cells. Therefore, a theoretically
practical approach would be the identification, isolation,
activation and expansion of subsets of T cells capable of
mediating tumor regression. In this endeavor, Shu and co-
workers found that the down-regulation of the homing
molecule L-selectin could serve as a surrogate marker for
the isolation of specific tumor-sensitized T cells (18). In
adoptive immunotherapy of established intracranial MCA
205 tumors, L-selectinlow (CD62Llow) cells displayed at least
30-fold greater therapeutic efficacy than unfractionated
cells. The L-selectinhigh cells did not demonstrate any anti-
tumor effects. These results demonstrate that the purifica-
tion of L-selectinlow cells led to the generation of immune
effector cells with unusually high therapeutic efficacy
against chemically induced tumors. After that, Plautz
et al. used advanced tumor models in a stringent compar-
ison of efficacy for the L-selectinlow subset versus the total
population of TDLN cells following culture in high dose IL-
2. L-selectinlow subset comprised 5–7% of the TDLN cells.
Adoptive transfer of activated L-selectinlow cells eliminated
14-day pulmonary metastases and cured 10-day subcuta-
neous tumors, whereas transfer of maximally tolerated
numbers of unfractionated TDLN cells was not therapeutic
(36). At the same time, it was identified that tumor-induced
L-selectinhigh cells were suppressor T cells that mediated
potent effector T cell blockade and caused failure of other-
wise curative adoptive immunotherapy (37). The treat-
ment failure using unfractionated TDLN cells was due
to cotransfer of the L-selectinhigh suppressor T cells present
in TDLN. However, the L-selectinhigh suppressor T cells
were only found in day-12 TDLN. In contrast, day-9 TDLN
and normal spleens lacked L-selectinhigh cells.

It was not long before a second surrogate marker was
identified for the isolation of tumor-specific T cells. Stool-
man et al. described that tumor-specific responses in TDLN
were concentrated in cells expressing P-selectin ligand
(Plighigh T cells) (38). This study found that the minor
subset of TDLN T cells expressing binding sites for the
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adhesion receptor P-selectin (Plighigh T cells) produced
T lymphoblasts with the most tumor-specific IFNg synth-
esis in vitro and antitumor activity following adoptive
transfer in vivo. The cultured Plighigh TDLN cells were
10- to 20-fold more active against established pulmonary
micrometastases than cultured, unfractionated TDLN, and
>30-fold more active than cultured TDLN cells depleted of
the Plighigh fraction. The Plighigh T cells expressed high
levels of CD69 and low levels of CD62L (L-selectinlow),
which agrees with the previous studies on L-selectin in
TDLN. Further supporting these observations is a recent
study indicating that recruitment of IFNg-producing cells
into the inflamed retina in vivo is preferentially regulated
by P-selectin glycoprotein ligand (39).

In a different attempt to selectively activate tumor-
sensitized T cells, superantigens were utilized in vitro to
stimulate effector cell generation in a murine model (40).
The TDLN cells stimulated with staphylococcal enterotox-
ins A (SEA), B (SEB) or C2 (SEC2) resulted in the selective
expansion of Vb3 and 11, Vb3 and 8, or Vb8.2 T cells,
respectively. Adoptive transfer studies revealed that SEB-
and SEC2-, but not SEA- stimulated cells mediated tumor-
specific regression. These results suggested that T cells
bearing Vb8 may preferentially respond to the growing
tumor than T cells bearing Vb3 or 11 elements of the T cell
receptor. Similarly, stimulating TDLN cells with different
anti-Vb mAbs instead of the pan-T cell reagent anti-CD3
mAb enabled the selective activation of Vb T cell subsets
(17). Enrichment of Vb subsets of TDLN cells revealed that
Vb8þ cells released high amounts of IFNg and GM–CSF
with minimal amount of IL-10 in response to tumor, and
mediated tumor regression in vivo. In contrast, enriched
population of Vb5þ, Vb7þ, and Vb11þ cells released low
amounts of IFNg and GM–CSF with high levels of IL-10,
and had no in vivo antitumor reactivity. In vitro depletion
of specific Vb subsets from the whole TDLN pool confirmed
that the profile of cytokine released correlated with in vivo
antitumor function. These studies indicate that functional
Vb subpopulations of effector cells express differential
antitumor reactivity, and that selective stimulation of
tumor-sensitized T cells is feasible and may represent a
more efficient method of generating therapeutic T cells for
therapy.

Application of cell subsets for successful T cell therapy
should include two approaches: identification of T cell
subsets responsible for mediating antitumor reactivity as
discussed above, and simultaneously, the elimination of
those subsets that are non-reactive or even suppressive.
Characterization of regulatory CD4þCD25þ T cell subpo-
pulation in terms of their potential suppressive effects on
anticancer effector cells would warrant further investiga-
tions in this area. A current study showed that CD8þ T cell
immunity against a tumor self-antigen is augmented by
CD4þ T helper cells, but hindered by naturally occurring
CD4þCD25þ T regulatory cells (Treg cells)(41). Adoptive
transfer of tumor-reactive CD8þ T cells plus CD4þCD25�

Th cells into CD4-deficient hosts induced autoimmunity
and regression of established melanoma. However, trans-
fer of CD4þ T cells that contained a mixture of CD4þCD25�

and CD4þCD25þ Treg cells or Treg cells alone prevented
effective adoptive immunotherapy. These findings thus

suggest that adoptive immunotherapy requires the
absence of naturally occurring CD4þCD25þ Treg cells to
be effective, and the optimal composition of a cellular agent
should be composed of CD8þ cells plus CD4þCD25� cells.

ADOPTIVE T CELL IMMUNOTHERAPY OF CANCER
IN LYMPHOPENIC HOST

Studies in the late 1970s demonstrated that the induction
of lymphopenia by sublethal total body irradiation can be
beneficial for the treatment of tumors in mice (42). Chang
et al. reported that the adoptive transfer of immune cells in
the irradiated host confers improved therapeutic effects
compared to the normal host (43). The role of lymphodeple-
tion on the efficacy of T cell therapy is incompletely under-
stood and may depend on the destruction of CD4þCD25þ

regulatory cells, interruption of homeostatic T cell regula-
tion, or abrogation of other normal tolerogenic mechan-
isms. A report by Dummer et al. indicated that the
reconstitution of the lymphopenic, sublethally irradiated
murine host with syngeneic T cells triggered an antitumor
autoimmune response that required expansion within
lymph nodes (44).

There are several different animal models of lympho-
penia that can be utilized. These include the use of whole
body irradiation (WBI), chemotherapy-induced, or geneti-
cally altered hosts (i.e., RAG1 knockout mice) that are
deficient of T and B cells. The use of various chemother-
apeutic agents to induce lymphopenia would simulate the
clinical setting. Cyclophosphamide (CTX) is an agent that
has been extensively used in murine models and is actively
used in the therapy of certain human cancers. It has been
described to eliminate tumor-induced suppressor cells in
both animal and human settings.

A few years ago, a report described a phase I study of the
adoptive transfer of cloned melanoma antigen-specific T
lymphocytes for therapy of patients with advanced mela-
noma (45). Clones were derived from peripheral blood
lymphocytes or TILs of patients. Twelve patients received
two cycles of cells. Peripheral blood samples were analyzed
for persistence of transferred cells by TCR-specific PCR.
Transferred cells reached a maximum level at 1 h after
transfer, but rapidly declined to undetectable levels by 2
weeks. The lack of clinical effectiveness of this protocol
suggested that transfer of different or additional cell types,
or that modulation of the recipient host environment was
required for successful therapy. Relevant to these studies
is the clinical experience reported by Rosenberg and co-
workers who infused tumor-reactive T cells in melanoma
patients after a nonmyeloablative conditioning regimen
(cyclophosphamide/fludarabine) (46). Conditioning with
the nonmyeloablative chemotherapy before adoptive trans-
fer of activated tumor-reactive T cells enhanced tumor
regression and increased the overall rates of objective clini-
cal responses. Six of thirteen patients demonstrated signi-
ficant clinical responses as well as autoimmune melanocyte
destruction. In a follow up of this experience in 25 patients,
the conditioning regimen was given prior to adoptive T cell
therapy as before (47). Examination of the T cell persis-
tence through analysis of the specific TCR demonstrated
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that there was a significant correlation between tumor
regression and the degree of persistence in peripheral
blood of adoptively transferred T cell clones. Transferred
cells persisted for as long as 2 months in the lymphopenic
setting induced by the conditioning regimen. In contrast,
they presented in the blood for only 2 or 3 weeks without
the prior chemotherapy. These series of studies strongly
suggest that the lymphopenic host induced by the non-
myeloablative conditioning regimen may provide a better
environment for the functioning of the transferred T cells,
and hence improve their therapeutic efficacy. Examination
of the mechanisms involved in the reconstitution of the
lymphodepleted host after adoptive T cell transfer will be
important in identifying methods to improve the efficacy of
T cell therapies for cancer.

REDIRECT EFFECTOR T CELLS TO TUMOR

As mentioned earlier, the low precursor frequency of
tumor-specific T cells in patients hampers routine isola-
tion of these cells for adoptive transfer. To overcome this
problem, ‘‘targeted adoptive immunotherapy’’ or ‘‘genetic
adoptive immunotherapy’’ has become an attractive option
for cancer treatment. This strategy can be approached in
two ways: introduction of a chimeric TCR into effector cells;
or introduction of a tumor-specific TCR into naı̈ve cells.

The T-body approach uses patient-derived lymphocytes
transfected with chimeric receptor genes constructed with
the variable domains of monoclonal antibodies or cytokines
linked to the constant regions of TCR. The rationale for this
novel approach to redirect effector cells combines the
effector functions of T lymphocytes with the ability of
antibodies or cytokines to recognize predefined surface
antigens or cytokine receptors with high specificity and
in a non-MHC restricted manner.

Eshhar et al. (48) was one of the first to describe this
approach by developing a chimeric receptor gene which
recognized trinitrophenyl (TNP). Retroviral transduction
of the anti-TNP/TCR chimeric gene into a T cell hybridoma
line resulted in gene expression. These gene modified T cells
were cytolytic and released IL-2 in response to TNP-labeled
Daudi cells, but not unlabeled cells. Also among the pioneers
in this area, Hwu et al. (49) developed a recombinant
chimeric receptor against an epitope expressed on the
majority of ovarian cancer cell lines. The TIL were trans-
duced with this chimeric gene and evaluated for immuno-
logic function. The gene modified TIL showed specific lysis of
an ovarian carcinoma cell line, but not nonovarian cell lines.
In a direct comparison, the gene modified TIL showed
greater therapeutic efficacy in vivo than the nontransduced
TIL (49). Pinthus et al. evaluated the therapeutic efficacy of
anti-erbB2 chimeric receptor-bearing human lymphocytes
on human prostate cancer xenografts in a SCID mouse
model (50). Local delivery of erbB2-specific transgenic T
cells to well-established subcutaneous and orthotopic
tumors resulted in retardation of tumor growth and pro-
longation of animal survival. In a setting of metastatic
cancer (51), anti-erbB2 chimeric receptor-modified T cells
killed breast cancer cells and secreted IFNg in an Ag-specific
manner in vitro. Treatment of established metastatic dis-

ease in lung and liver with these genetically engineered T
cells resulted in dramatic increases in survival of the xeno-
grafted mice. In another report, CD4þ cells isolated from the
peripheral blood and engrafted with a recombinant immu-
noreceptor specific for carcinoembryonic Ag (CEA) effi-
ciently lysed target cells in a MHC-independent fashion,
and the efficiency was similar to that of grafted CD8þ T cells
(52). In an attempt to further improve the therapeutic utility
of redirected T cells, T lymphocytes were transferred with
CEA-reactive chimeric receptors that incorporate both
CD28 and TCR-zeta signaling domains. T cells expressing
the single-chain variable fragment of Ig (scFv)-CD28-zeta
chimera demonstrated a far greater capacity to control the
growth of CEAþ xenogeneic and syngeneic colon carcinomas
in vivo compared with scFv-CD28 or scFv-zeta transfected T
cells. This study has illustrated the ability of a chimeric scFv
receptor capable of harnessing the signaling machinery of
both TCR-zeta and CD28 to augment T cell immunity
against tumors (53).

In addition to antibodies, cytokines could also be used to
reconstruct chimeric TCRs. The IL-13 receptor alpha2 (IL-
13Ra2) is a glioma-restricted cell-surface epitope not other-
wise detected within the central nervous system. Kahlon et
al. (54) described a novel approach for targeting glioblas-
toma multiforme (GBM) with IL-13Ra2-specific CTLs. The
chimeric TCR incorporates IL-13 for selective binding to
IL-13Ra2. This represents a new class of chimeric immu-
noreceptors that signal through an engineered immune
synapse composed of membrane-tethered cytokine (IL-13)
bound to cell-surface cytokine receptors (IL-13Ra2) on
tumors. Human IL-13-redirected CD8þ CTL transfectants
display IL-13Ra2-specific antitumor effector function
including tumor cell cytolysis and cytokine production.
In vivo, the adoptive transfer of genetically modified
CTL clones resulted in the regression of established human
glioblastoma orthotopic xenografts.

The second genetic approach to redirect T cells involves
the introduction of tumor-specific TCRs into naı̈ve cells.
Genes encoding tumor antigen-specific TCRs can be intro-
duced into primary human T cells as a potential method of
providing patients with a source of autologous tumor-reac-
tive T cells. Several tumor-associated antigens have been
identified and cloned from human tumors, such as mela-
noma, breast cancers, and RCC. The antigens have been
identified by their ability to induce T cell reactivity by their
binding to the TCR ab complex. The subsequent cloning of
functional TCR genes capable of recognizing tumor-asso-
ciated antigens offers a potential opportunity to genetically
modify naive cells that have not been previously exposed to
tumor antigen and to become competent in recognizing
tumor. Cole et al. (55) transfected the cDNA for the TCR a

and b chains of an HLA-A2 restricted, melanoma-reactive
T cell clone into the human Jurkat T cell line. The trans-
fected line was able to mediate recognition of the melanoma
antigen, MART-1, when presented by antigen-presenting
cells. This represented the first report of a naive cellular
construct designed to mediate functional tumor antigen
recognition. A recent study explored the simultaneous
generation of CD8þ and CD4þ melanoma-reactive T cells
by retroviral-mediated transfer of a TCR specific for HLA-
A2-restricted epitope of the melanoma antigen tyrosinase
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(56). The TCR-transduced normal human peripheral blood
lymphocytes secreted various cytokines when stimulated
with tyrosinase peptide-loaded antigen-presenting cells or
melanoma cells in an HLA-A2-restricted manner. Rosen-
berg and co-worker (57) isolated the a and b chains of the
TCR from a highly avid anti-gp100 CTL clone and con-
structed retroviral vectors to mediate gene transfer into
primary human lymphocytes. The biological activity of
transduced cells was confirmed by cytokine production
following coculture with stimulator cells pulsed with
gp100 peptides, but not with unrelated peptides. The abil-
ity of the TCR gene to transfer Ag recognition to engineered
lymphocytes was confirmed by HLA class I-restricted
recognition and lysis of melanoma tumor cell lines. In
addition, nonmelanoma-reactive TIL cultures developed
antimelanoma activity following anti-gp100 TCR gene
transfer. Together, these studies suggest that lymphocytes
genetically engineered to express melanoma antigen-spe-
cific TCRs may be of value in the adoptive immunotherapy
of patients with melanoma.

The HPV16 (human papilloma virus type 16) infection of
the genital tract is associated with the development of
cervical cancer in women. The HPV16-derived oncoprotein
E7 is expressed constitutively in these lesions and repre-
sents an attractive candidate for T cell mediated adoptive
immunotherapy. In a recent study, Scholten et al. reported
that HPV16E7 TCR gene transfer is feasible as an alter-
native strategy to generate human HPV16E7-specific T cells
for the treatment of patients suffering from cervical cancer
and other HPV16-induced malignancies (58). These TCR
genes specific for HPV16E7 were isolated and transferred
into peripheral blood-derived CD8þ T cells. Biological activ-
ity of the transgenic CTL clones was confirmed by lytic
activity and IFNg secretion upon antigen-specific stimula-
tion. Most importantly, the endogenously processed and
HLA-A2 presented HPV16E7 CTL epitope was recognized
by the TCR-transgenic T cells. In a separate study, ovalbu-
min (OVA)-specific CD4þ cells were successfully generated.
Chamoto et al. (59) prepared mouse antigen-specific Th1
cells from nonspecifically activated T cells after retroviral
transfer of TCR genes. These Th1 cells transduced with the
a and b genes of the I-A (d)-restricted OVA-specific TCR
produced IFNg in response to stimulation with OVA pep-
tides or A20 B lymphoma cells expressing OVA as a model
tumor antigen. The TCR-transduced Th1 cells also exhibited
cytotoxicity against tumor cells in an antigen-specific man-
ner. In addition, adoptive transfer of TCR-transduced Th1
cells exhibited potent antitumor activity in vivo.

Genetic alteration of T cells with chimeric receptor
genes or antigen-specific TCR genes confers the redirection
of effector cells to the tumor for its destruction. These
approaches may offer novel opportunities to develop immu-
nocompetent effector cellular reagents and improve the
efficacy of adoptive immunotherapy of cancer.

COMBINED THERAPY

Cancer is a disease that involves multiple gene malfunc-
tions and numerous biochemical and cellular event errors
during its development and metastasis within an indivi-

dual. Therefore, it is difficult to achieve success utilizing
adoptive T cell transfer as a monotherapy. The above-
reviewed use of vaccination to induce tumor-reactive
pre-effector in vivo; the coadministration of immune adju-
vant with T cell transfer; and the gene therapy to redirect T
cells to tumor are all among the strategies taken to elicit
and/or strengthen the efficacy of T cell therapy. Combina-
tion therapy is a very common practice during the treat-
ment of diseases. Active vaccine therapy, for example, can
be used in concert with chemotherapy, radiotherapy, or
antibody therapy. Combining a glioma tumor vaccine engi-
neered to express the membrane form of macrophage
colony-stimulating factor with a systemic antiangiogenic
drug-based therapy cured rats bearing 7 day old intracra-
nial gliomas (60). We successfully demonstrated that
local radiotherapy potentiates the therapeutic efficacy of
intratumoral dendritic cell (DC) administration (61),
and that anti-CD137 monoclonal antibody administration
augments the antitumor efficacy of DC-based vaccines
(62).

In order to enhance the efficiency of T cell therapy,
various strategies have been employed accompanying cell
transfer. These combined therapies include cell transfer in
combination with intratumoral expression of lymphotactin
(63), DC vaccination (64), or blockade of certain molecules
expressed in tumor cells, such as B7-H1 (65).

One of the major obstacles to successful adoptive T cell
therapy is the lack of efficient T cell infiltration of tumor.
Combined intratumoral lymphotactin (Lptn) gene transfer
into SP2/0 myeloma tumors and adoptive immunotherapy
with tumor specific T cells eradicated well-established
SP2/0 tumors in six of eight mice, and dramatically slowed
down tumor growth in the other two mice (63). Cell track-
ing using labeled T cells revealed that T cells infiltrated
better into the Lptn-expressing tumors than non-Lptn-
expressing ones. These data provide solid evidence of a
potent synergy between adoptive T cell therapy and Lptn
gene therapy as a result of facilitated T cell targeting.
Dendritic cells are well-known potent antigen-presenting
cells. Hwu and co-workers (64) reported that DC vaccina-
tion could improve the efficacy of adoptively transferred T
cells to induce an enhanced antitumor immune response.
Mice bearing B16 melanoma tumors expressing the gp100
tumor antigen were treated with activated T cells trans-
genic for a TCR specifically recognizing gp100, with or
without concurrent peptide-pulsed DC vaccination. Anti-
gen-specific DC vaccination induced cytokine production,
enhanced cell proliferation, and increased tumor infiltra-
tion of adoptively transferred T cells. The combination of
DC vaccination and adoptive T cell transfer led to a more
robust antitumor response than the use of each treatment
individually. This work shows that in addition to their
ability to initiate cell-mediated immune responses by
stimulating naive T cells, dendritic cells can strongly boost
the antitumor activity of activated T cells in vivo during
adoptive immunotherapy. Certain cell surface molecules,
expressed either on tumor cells or on T cells, have demon-
strated have demonstrated potential suppressive impact
on the adoptive T cell immunotherapy. For example, dur-
ing the last few years, new members of the B7 family
molecules have been identified, for example, B7-H1, which
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is constitutively expressed on 66% of freshly isolated squa-
mous cell carcinomas of the head and neck (SCCHN) (65).
When B7-H1-negative mouse SCC line, SCCVII, was trans-
fected to express B7-H1, all of the animals succumbed to
B7-H1/SCCVII tumors even after adoptive T cell immu-
notherapy. However, the infusion of B7-H1 blocking mono-
clonal antibody with activated T cells cured 60% of
animals. The data support B7-H1 blockade as a new
approach to enhance the efficacy of T cell immunotherapy.
These findings also illuminate a new potential application
for the blockade of certain ‘‘negative costimulation mole-
cules’’ on T cells, for example, CTLA-4 and programmed
death-1 (PD-1) molecules. This kind of blocking may aug-
ment the therapeutic efficacy mediated by the transferred
T cells. The blockade can be done using specific monoclonal
antibodies, soluble ligands for CTLA-4 or PD-1, or by
synthesized antagonists. In addition, effector cells can be
derived from the animals deficient in the relevant mole-
cules for preclinical investigations.

Immune tolerance of tumor-bearing host represents
another major obstacle for the successful use of adoptive
T cell immunotherapy. A recent study examined the
requirement for assistance to the low affinity tumor-spe-
cific CD8þ T cells transferred into tumor-bearing mice
(66). The TCR transgenic mice expressing a class I-
restricted hemagglutinin (HA)-specific TCR (clone 1
TCR) were generated. Upon transfer into recipient mice
in which HA is expressed at high concentrations as a
tumor-associated Ag, the clone 1 TCR CD8þ T cells exhib-
ited very weak effector function and were soon tolerized.
However, when HA-specific CD4þ helper cells were co-
transferred with clone 1 cells and the recipients were
vaccinated with influenza, clone 1 cells were found to
exert a significant level of effector function and delayed
tumor growth. This work shows that in order to optimize
the function of low avidity tumor-specific T cells after
adoptive transfer, additional measures need to be taken
to help break the host tolerance.

Effective tumor therapy requires a proinflammatory
microenvironment that permits T cells to extravasate
and to destroy the tumor. Proinflammatory environment
can be induced by various chemical, physical, and immu-
nological protocols. Greater extent of success can be
expected by combining adoptive T cell therapy with the
traditional cancer treatment methods, for example, sur-
gery, chemotherapy, and radiation therapy, as well as with
different forms of immunotherapeutic strategies, such as
vaccine, antibody, cytokines, gene therapy, and so on. The
factors to be combined can involve two or more approaches.

In summary, adoptive immunotherapy utilizing tumor-
reactive T cells offers a promising alternative approach for
the management of cancer. Through the endeavors of
clinical and basic research scientists during the last two
decades, the process of adoptive T cell therapy of cancer has
evolved from its original single-step approach into its
current multiple-step procedure. Successful T cell immu-
notherapy of cancer is the outcome of this multi-step
process that depends on successful Ag priming, numerical
amplification of low frequency Ag-specific precursors, use
of immune adjuvants, and efficient infiltration of tumors in
all metastatic sites by effector T cells. New directions in

this field include the identification and application of
tumor-reactive subpopulation of T cells, creation of a lym-
phopenic environment in the recipient host, and the redir-
ection of the effector cells toward the tumor. Development
of these latter techniques and the combined use of different
therapeutic strategies may further improve the efficacy of
the immunotherapy of human cancer employing adoptive T
cell transfer. Studies and developments of immunotherapy
for cancer should accelerate the application of this strategy
in infectious disease, autoimmune disease and other dis-
ease managements.
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INTRODUCTION

Plethysmography is a volumetric method, that is, a method
for the assessment of a volume (the Greek words plethys
and plethora mean full and fullness, respectively). Impe-
dance plethysmography is based on the measurement of
passive electrical properties of biological tissues. Those
passive electrical properties are parameters of the so-called
bioimpedance. The first publication about impedance
plethysmography by Nyboer et al. (1) dates back to 1943.
Pioneering contributions to the basic understanding of the
relations between the assessment of volumes by impedance
plethymosgraphy and the electrical properties of biological
tissue have been provided by Schwan et al. (2) already in
1955. But already by the end of the nineteenth century
Stewart had used the recording of electrical conductivity to
study transit times between different sites of the body after
injection of saline into the circulation (3). Blood flow record-

ing is one of the most relevant fields for the clinical appli-
cation of impedance plethysmography nowadays.

Impedance plethysmography is a volumetric method
that aims to assess a volume or changes of a volume.
Usually, a volume is the filling volume of a space that is
enclosed by geometric boundaries. In this case, volumetry
means the determination of the boundaries with subse-
quent assessment of the volume within the boundaries.
Those boundaries can be determined by the impedance
method if the electrical properties of the substances on
both sides of the boundaries are different.

Impedance plethysmography, however, can also be
applied to the assessment of volumes that are not lumped
compartments within geometric boundaries, for example,
it can be used for the volumetric measurement of a certain
component within a mixture. Such components may be
cells (e.g., the volume of cells in blood), tissues (e.g., the
volume of fat tissue in the body), spaces with different
composition (e.g., intra- and extracellular spaces), or the
volume of the air that is enclosed in the alveoli of lung
tissue. In that case, volumetry means the estimation of the
space that would be occupied by the respective component
if it would be concentrated in one single lumped compart-
ment. Usually, this volume is estimated as a percentage of
the whole distribution volume, for example, the volume of
cells in blood or the content of water in the whole body. The
electrical properties of the respective component must be
different from those of all other components. The volu-
metric assessment does not require a homogeneous dis-
tribution of the considered component within the given
space if the actual distribution can be taken into account,
for example, by a model. Under certain conditions, a tissue
can be identified by specific features like morphological
structure and/or chemical composition if those features are
related with its electrical properties.

The typical application of plethysmography in clinical
routine is the diagnosis of those diseases for which the
measurement of volumes or changes of volume renders
possible the interpretation of functional disorders or func-
tional parameters. The most widely and routinely applied
diagnostic examinations are concerned with:

1. Heart: Cardiac mechanical disorders by impedance
cardiography (i.e., pumping insufficiency by measur-
ing cardiac stroke volume, including heart rate and
other cardiac parameters like ejection period). This
application is discussed in another article.

2. Peripheral circulation: Vascular disorders by impe-
dance rheography (i.e., deep venous thrombosis by
impedance phlebography, and estimation of blood
flow in the brain or other peripheral vessels).

3. Lung: Ventilatory disorders by impedance pneumo-
graphy (i.e., insufficient ventilation by monitoring
the tidal volume and/or respiratory rate).

METHODOLOGY

Impedance plethysmography is a noninvasive method that
employs contacting, usually disposable electrodes, in most
cases metal-gel electrodes, for example, with Ag/AgCl for

120 IMPEDANCE PLETHYSMOGRAPHY



the metal plate. Usually, the electrodes have circular
geometry; however, other geometries might be preferable,
for example, band-like geometry for segmental measure-
ment at the extremities. It must be considered that the
metal plates of electrodes are areas with the same poten-
tial, and therefore may affect the electromagnetic field
distribution in the considered object. Electrodes with small
areas help to reduce that effect, whereas electrodes with
large areas render it possible to reach a more homogenous
current field in the measured object.

Contacting electrodes can easily be attached to the skin
or surface of the measurement object, usually by an adhe-
sive material that is already fixed to the electrode. Only in
special cases, for example, for research purposes, does the
measurement require invasive application.

Different contactless measurement modes gain increas-
ing attention, for example,

1. Microwave-based methods with antennas as appli-
cators and measurement of the scattered electromag-
netic field.

2. Methods based on exploiting the magnetic instead of
the electrical properties: inductive plethysmography
that uses coils and records the changes in the induc-
tance and magnetic susceptibility plethysmography
that employs strong magnetic fields and records the
changes in the magnetic flux, for example, by super-
conducting quantum interference devices (SQUID).

All bioimpedance-based methods are aiming at record-
ing either the effect on the applied electromagnetic field by
the measurement object or the response of the measure-
ment object to the application of the electromagnetic field.
The directly measured quantities are electrical quantities,
for example, voltages or currents. Those quantities are
actually imaging electrical coefficients, for example, con-
ductivity, permittivity, or resistivity, which are material-
specific parameters of the tissue impedance and monitor its
morphological structure and/or chemical composition.
With these material-specific parameters the geometric
boundaries are determined and used for the estimation
of the volume or volume changes. Relations between the
measured electrical parameters and the volume are
usually based on models. The employed models can be very
simple, for example, described by simple geometric bound-
aries like cylinders, spheres, or ellipsoids. More complex
3D models may be described by the finite element method
(FEM) or similar approaches, which allows simulating the
distribution of the electromagnetic field in the measured
object, that is, the current pathways and the iso-potential
planes. Sophisticated iterative optimization procedures are
employed to match the simulated values with the mea-
sured ones (4).

Electrical impedance tomography (EIT) is a direct
approach for determining the 3D geometry of those com-
partments with the same material-specific parameters in a
biological object like the human torso or an extremity. This
technique uses multiple electrodes, usually arranged in a
plane. Mapping (or imaging) of the impedance distribution
in the examined cross-sectional layer requires the solution
of the inverse or back-projection problem. Actually, the

obtained 2D image is a pseudo-3D image since the current
pathways are not constrained to the examined layer. Elec-
trical impedance tomography supplies a comparable near-
anatomic cross-sectional image comparable to those of
other CT-based procedures [e.g., X-ray CT, NMR, or ultra-
sound (US)], however, with very poor spatial resolution.
Boundaries of compartments with the same material-spe-
cific coefficients are found by segmentation. Segmented
areas with assumed thickness of the single layers are used
for volume estimation. Changes in the volume can be
assessed by comparing the volumes obtained in consecutive
images.

It is a characteristic feature of all methods that record
the electrical bioimpedance that the evoked response
depends on the strength of the local electromagnetic field.
For this reason, it has to be taken into account that the
resulting current density may be inhomogeneous in the
considered tissue volume. Causes for such nonhomogeneity
may be geometric constraints (e.g., a nonregular shape of
the considered volume); the composition of the tissue
within the considered volume that may be a mixture of
tissues with different electrical properties (e.g., blood with
low resistivity, or bone with high resistivity, as compared
with skeletal muscle). Those different tissues may electri-
cally be switched in parallel or serial order; and the size
and the location of the current-feeding electrodes. The
current density is higher in regions near to the feeding
electrodes than in distant regions. Consequently, the
regions near to the feeding electrodes give the strongest
contribution to the measured voltage.

This requires (1) careful selection of the current-feeding
site. In the tetrapolar mode also the position of the voltage-
sensing electrodes must be taken into account; and (2)
appropriate consideration of the inhomogeneous distribu-
tion of the electrical parameters within the considered
tissue volume, that is, the course of blood vessels.

Special electrode arrangements have been developed for
certain applications in order to minimize the measurement
errors. Concentric multielectrode arrangements with the
outer electrodes on a potential different from that of the
inner electrode have been proposed with the objective to
optimize the current distribution in the measured volume.

The frequency that can be used for the measurement of
the passive electrical properties of biological tissue ranges
from very low frequencies to some gigahertz. The most
popular frequency band for impedance plethysmography is
between 1 kHz and 10 MHz. This frequency band encloses
the so-called b-dispersion, which is actually a dielectric or
structural relaxation process. The b-dispersion is also
known as Maxwell–Wagner relaxation. It is characterized
by a transition in the magnitude of the electrical para-
meters with frequency. This transition is caused by the fact
that cellular membranes have high impedance below and
low impedance above that b-dispersion. For frequencies
distinctly below the b-dispersion, the current flow is
restricted to the extracellular space. For frequencies dis-
tinctly above the b-dispersion, the current can pass
through the cellular membrane. Consequently, with fre-
quencies distinctly below the b-dispersion only the volume
or volume changes of the extracellular space will be mon-
itored, whereas with frequencies distinctly above the
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b-dispersion, the total volume (i.e., both extra- and intra-
cellular space) or changes of this total volume can be
recorded. Using at least one frequency below and another
one above the b-dispersion allows determining the ratio of
extra- and intracellular spaces, and hence also fluid shifts
between these spaces.

Special applications of this approach are the monitoring
of fluid exchange processes during hemodialysis (5) and
orthostatic challenges (6), the control and management of
fluid infusion therapy, the detection of lung edema, and the
viability surveillance of organs after blood flow has been
stopped during surgery or when the organs are preserved
for transplantation (7,8). The viability surveillance is
based on the fact that oxygen deficiency with the subse-
quent lack of energy-rich substrates causes a failure of the
active transmembraneous ionic transport mechanisms
and, as a consequence, leads to an intracellular edema
(i.e., an increase of the intracellular volume). This
approach has also been investigated for graft rejection
monitoring.

The passive electrical properties are specific for each
tissue. They are mainly depending on the content of water,
the ratio of extra- and intracellular space, the concentra-
tion of electrolytes, and the shape of the cells and their
orientation in the electrical field (e.g., of the fibers of
skeletal and cardiac muscle). Table 1 shows a compilation
of typical values of resistivity of various body tissues. It
must be taken into account, however, that these values do
not represent exact figures. Exact figures need detailed
information about species, preparation of the sample, time
after excision, measurement temperature, the employed
method, and the protocol for the measurement. Compre-
hensive data compilations with the supplement of those
details are found in Refs. 9 and 10.

These tissue-specific properties can be used for special
applications, such as the analysis of the tissue composition
or for tissue characterization by Impedance Spectroscopy.
Those methods are the subject of another article and will
not be discussed here in detail. A very popular application
is the determination of total body water (11) or of whole
body composition, for example, the determination of the
percentage of body fat in order to support adequate nutri-
tion management or control of physical exercises. Such
approaches aim for the estimation of the compartmental
volume of a certain tissue (e.g., fat) that is mixed with

another tissue (e.g. fat-free tissue) in a common space (i.e.,
the body or an extremity).

FUNDAMENTALS OF BIOIMPEDANCE MEASUREMENT

The most important principle for bioimpedance measure-
ments is the adequate modeling of the passive electrical
behavior of the tissue by an equivalent electrical circuit.
The validity of simple models is restricted to narrow fre-
quency ranges (e.g., the b-dispersion) and/or to simple
geometric shapes of the biological object (e.g., cylinders
as a model for extremities). The most widely accepted
models for the bioimpedance in the frequency range around
the b- dispersion are the RC-networks shown in Fig. 1.
These models represent the spatially distributed electrical
properties by discrete components. Actually, they are only
simplified 2D models. The network shown in Fig. 1a is
mimicking the biological system and its histological struc-
ture. It represents both the extracellular and intracellular
space by the resistors Re and Ri, respectively, and the cell
membrane by the capacitor Cm. Since the current passes
twice the membrane when flowing through the cell, the two
capacitors Cm* in series with Ri can equivalently be
expressed by one single capacitor Cm in series with Ri.
This network is usually replaced by the one shown in Fig.
1b in which Rs is arranged in series with the parallel circuit
of Rp and Cp. These components have no relation with real
histological structures. The parameter Rs corresponds to
the parallel circuitry of Re and Ri as can be demonstrated
for high frequencies. The parameter Rs can be considered to
be very small as compared with Rp. In many cases, RS may
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Table 1. Compilation of Typical Values of Resistivity (V�m) of Various Body Tissuesa

Frequency

10 Hz 100 Hz 1 kHz 10 kHz 100 kHz 1 MHz 10 MHz 100 MHz

Muscle, skeletal 9.6 8.8 8.1 7.6 2.0 1.8 1.6 1.4
Muscle, heart 9.6 9.3 8.0 6.0 2.1 2.0 1.6 1.5
Liver 10.0 8.7 8.6 7.6 4.6 2.8 2.8 1.7
Kidney 1.9 1.8 1.4 1.3
Brain 6.1 6.0 5.3 3.7 1.5
Fatty tissue 23.2
Blood 1.6 1.5 1.5 1.4 0.9 0.8

aNote that those values must not be assumed to represent exact figures since they do not consider important details like species, preparation of sample, time

after excision, temperature, or the procedure and protocol for their measurement. The values are compiled from many different sources and, if necessary

transformed to resistivity.

Figure 1. RC-networks modeling tissue impedance. The model in
(a) mimicks morphological structures, whereas the model in (b)
shows the electrically equivalent, but, more usual circuitry.



even be neglected for cases of simplification, that is, the
electrical model is simply a parallel circuit of a resistor and
a capacitor (e.g., RpkCp).

When using contacting electrodes, different approaches
are possible for the measurement of the bioimpedance. The
most important feature is the number of employed electro-
des, usually two or four electrodes. More than 4 electrodes,
up to 128 electrodes, are primarily used for CT-based
impedance imaging like EIT. The two-electrode configura-
tion is called the bipolar mode, and the four-electrode
configuration is the tetrapolar mode (Fig. 2). The bipolar
mode can be compared with the usual method for impe-
dance measurement by feeding a current into the measure-
ment object and recording the voltage or vice versa. In the
tetrapolar mode, two electrodes are the feeding electrodes
(usually the outer electrodes) and the other two electrodes
are the sensing electrodes (usually the inner ones). In the
tetrapolar mode, more than two sensing electrodes can be
employed, for example, if monitoring of serial segments at
the extremities are to be achieved.

The interface between the electrode with the metallic
plate on the one side and the electrolyte on the other side is
the boundary where a current carried by electrons is
transformed into a current carried by ions. The electrolyte
may either be contained in the gel of the electrodes or be the
electrolytic fluid in the tissue. The basic process of the
charge transfer from electrons to ions is a chemical reaction
(12). The simplest model of such an interface is again an
impedance consisting of a parallel circuit with a resistor RF

(the Faraday resistance) and a capacitor CH (the Helmholtz
capacitance), i.e., RFkCH (Fig. 3b). Real electrodes show a
polarization effect that is caused by a double layer of
opposite charges at the interface, actually the Helmholtz
capacitance (Fig. 3a). Therefore, the electrode model with
RFkCH has to be supplemented with an additional voltage
source EP. The steady-state condition is reached if the
tendency of metallic ions to enter the electrolyte and leave
behind free electrons is balanced by the electrostatic vol-
tage originating from the double layer. After disturbances,
for example, by charge transfer forced by an externally
applied voltage, another equilibrium for the double-layer
voltage is reached with a time constant depending on RF

and CH. All these components may have poor stability with
time, especially in the period immediately after attaching
the electrode on the skin. For surface electrodes, it must
also be taken into account that the impedance of the skin,
especially the stratum corneum, which is the outmost

epidermal layer, can be much larger than the impedance
of the deeper tissue (e.g., skeletal muscle), which is in a
complex parallel-serial arrangement with the skin. Sweat-
ing underneath the electrode lowers the electrode-tissue
transimpedance. For the measurement of the impedance of
deeper tissues the adequate preparation of the skin by
abrasion, stripping, or puncturing at the site of the elec-
trodes might be necessary in order to diminish the tran-
simpedance. This transimpedance depends on the size of
the electrode (i.e., the contacting area) and the measure-
ment frequency, and . . . additionally on the pressure with
which the electrode is attached to the skin. For electrodes, a
typical value for the transimpedance is �100–200 V�cm2.

In the bipolar mode, the two electrode–electrolyte inter-
faces are in series with the actual bioimpedance of the
measured object. Therefore, the recorded impedance is
always the sum of at least three impedances. The impe-
dance of the biological sample cannot be calculated as an
individual quantity from the recorded impedance value.
This is the most serious shortcoming of the bipolar mode.

In the tetrapolar mode, the electrode–electrolyte inter-
face usually can be neglected if the measurement is per-
formed with a device with high input impedance (i.e., with
very low current passing across the electrode–tissue inter-
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face). A drawback of the tetrapolar mode, however, is that
the measured impedance value cannot be exactly assigned
with a certain volume of the tissue between the sensing
electrodes, even if the sensing electrodes are positioned on
a straight line connecting the two feeding electrodes. Band
electrodes that are attached at the whole circumference
(e.g., at the extremities), yield more valid results. If cir-
cular electrodes are applied and both the feeding and the
sensing electrodes are placed on the circumference of a
cross-section (e.g., around the thorax or the head), it is
nearly impossible to assign the actually measured impe-
dance value with a certain volume within that cross-section
due to the complex current field. In those cases, the mon-
itored volume consists of a serial-parallel circuitry of dif-
ferent tissue layers with different electrical properties
(e.g., skin, subcutaneous soft tissue, bone, deeper tissues).
For this reason, the result of ventilation measurements
with electrodes, either disk or band electrodes, placed on
the thorax may be affected by the higher conductivity of
extra-thoracic muscles as compared with the very low
conductivity of the rib cage, which prevents the entrance
of current into the pulmonary tissue that is actually the
object of interest. Sweating may additionally cause another
low impedance parallel circuit along the skin and, thus,
yield considerable measurement errors. The situation is
similar for the measurement of brain parameters, for
example, brain–blood flow or brain edema, with electrodes
placed on the scalp. Since the conductivity of the extra-
cranial soft tissue (e.g., skin, muscle) is much higher than
the conductivity of the bony skull, only few current path-
ways will pass through the brain.

The different instrumental approaches for measuring
the bioimpedance in the frequency range of the b-disper-
sion are the impedance bridge (e.g., an extension of the
classical Wheatstone bridge); the self-balanced active
bridge; the resonance method that is mainly a compensa-
tion method; the pulse method that is a time domain
procedure and not widely used; the voltage-current
method, based either on feeding a constant voltage (i.e.,
from a generator with low source impedance) and monitor-
ing the resulting current or on feeding a constant current
(i.e., from a generator with a sufficiently high source
impedance, �100 kV since the load impedance may be
up to 1 kV) and monitoring the resulting voltage. If
employing the bipolar mode, it would be more correct in
this case to use the term transimpedance than impedance
for the actually measured quantity between the electrodes.

For the tetrapolar configuration only the voltage-cur-
rent method is applicable. Phase angle measurements
employ an ohmic resistor in series with the measuring
object as reference. Absolute phase angle measurements
are questionable even for the bipolar configuration since
the measured phase angle always includes the phase shifts
that are caused by the two electrode–skin contacts and
depend on the actual values of the Faraday resistance and
the Helmholtz capacitance. If the Faraday resistance is
small and the Helmholtz capacitance is fairly large, the
phase shift by the electrode–skin interface may become
negligible. This is one of the advantages of electrodes with
artificially increased surfaces, for example, electrodes with
porous or fractally coated surfaces that might be obtained

by sputtering or chemical processes, as compared with
polished surfaces.

Usually, the measurement is performed with a con-
stant-voltage generator for technical reasons. The applied
feeding signal, whether voltage or current, should be sinu-
soidal with a very low distortion factor (i.e., with a low
content of harmonics) and with high stability both in
amplitude and frequency. Any modulation of the feeding
signal may provoke an additional response for this unde-
sired modulation frequency that has to be avoided with
regard to the frequency dependence of the impedance
specific variables. The voltage amplitude is in the range
of some volts, the current amplitude is in the range of some
microamps to milliamps (mA to mA). The changes in the
impedance caused by volume changes can be very small,
<0.001%. This means that very small changes in the
measured current or voltage have to be processed. Hence,
the sensitivity and stability of the input amplifier must be
very high in order to detect such small changes in the
measured signal.

Independent from the measurement method, careful
consideration of measurement errors is necessary. A main
source of measurement errors may be parasitic compo-
nents, such as stray capacitances between neighboring
wires leading to the sensing electrodes, or between wires
and their shielding, or stray capacitances between metallic
components of the measuring system and ground, which
become the more effective the higher the measuring
frequency.

The risk for undesired stimulation of the heart or per-
ipheral nerves if such electrical voltages or currents are
applied for monitoring purposes, is negligible, both with
regard to the high frequency and the low current density.
Furthermore, heating and heat-induced secondary effects
can be neglected.

However, proper attention must be paid for the selection
of the equipment and its performance data for the intended
application. Furthermore, the employed devices must be
safe even in case of technical failure. Patient-near devices
are directly connected with the patient whereby the con-
necting impedance is rather low.

CHARACTERISTICS OF BIOIMPEDANCE

The microscopic electrical properties that describe the
interaction of an electromagnetic wave with biological
tissue are the complex conductivity s� with the unit
V�1�m�1, mho�m�1, S�m�1, or 1�(V�m)�1

s�ðvÞ ¼ s0ðvÞ þ js00ðvÞ

and the complex dielectric permittivity e� with the unit F/m

e�ðvÞ ¼ e0ðvÞ � je00ðvÞ

v is radian frequency with the unit hertz. The electrical
properties are depending on the frequency with strong
dependence in the range of a dispersion.

The relation between these two quantities can be
described in accordance with Ref. 13 by

s�ðvÞ ¼ jv e�ðvÞ
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With the conduction current that is related with the basic
conductivity s0, that is, the current carried by the mobility
of ions in the extracellular space, and the polarization
current (sometimes called displacement current) that is
related with permittivity, the following equations are
obtained

s0 ¼ s0 þ v e00ðvÞ
s00 ¼ v e0ðvÞ ¼ e0 erðvÞ

where e0 is the dielectric permittivity of free space with
e0 ¼ 8.85 
 10�12 F�m�1, and er is the relative dielectric
permittivity (with er ¼ 1 for the free space and er ¼ 81 for
water in the low and medium frequency range).

Instead of the complex conductivity s�, the inverse
complex resistivity r� with the unit V�m can be used.
The resistivity is usually preferred in the context of impe-
dance plethysmography:

r�ðvÞ ¼ r0ðvÞ þ j r00ðvÞ

The complexity of these quantities considers the fact that
in the alternating current (ac) range the biological tissue
cannot adequately be described by a simple resistance (or
its inverse conductance), but needs the extension to a
complex quantity, that is, impedance or admittance. Some
authors prefer the term Admittance Plethysmography
instead of Impedance Plethysmography (14,15). The
simplest adequate model for such an impedance is repre-
sented by a resistance and a reactance. The resistance
causes the loss in power, whereas the reactance causes
the delay (or 18 phase shift) between voltage and current.
The dominating reactance of bioimpedance in the fre-
quency range of interest is capacitive and becomes more
relevant for higher frequencies. Only for very high fre-
quencies that usually are not employed for impedance
plethysmography, can the reactance be composed by both
a capacitive and an inductive component.

Bioimpedance can be described like any technical impe-
dance in different forms, for example, by its magnitude (or
modulus) Z0 and its phase angle (or argument) w, (i.e., the
delay between voltage and current):

Z ¼ Z0 e jw

or by its real part (or resistance) Re{Z} and its imaginary
part (or reactance) Im{Z}:

Z ¼ RefZg þ j ImfZg

Alternating current voltages and ac currents, too, can be
expressed as complex quantities, that is, by their magni-
tude and phase angle, or by their real and imaginary part
although this is rather unusual. The magnitude of the
impedance Z0 corresponds to the quotient of the magni-
tudes of voltage V0 and current I0, that is,

Z0 ¼ V0=I0

Appropriate modeling of the electrical properties of biolo-
gical tissue by discrete and lumped electrical components
renders possible the proper consideration of multilayer or
compartmentally composed tissues with different electrical
properties of each layer or compartment. Such tissues can

be modeled as serial, parallel, or serial–parallel equivalent
circuits in 2D presentation. More recently, the modeling
has been extended to 3D models using the FEM or compar-
able approaches.

The impedance parameters can be depicted in different
modes as a function of frequency (Fig. 4). The presentation
of the magnitude (usually in logarithmic scale with regard
to its wide range) and the phase angle against the fre-
quency over several decades, and therefore in logarithmic
scale is known as the Bode plot. A similar presentation is
used for both the real and imaginary part versus the
frequency on the x axis. This mode of presentation is
sometimes called the spectrum (e.g., modulus spectrum
and phase angle spectrum). A different form of presenta-
tion is in a plane with the real part along the x axis and the
imaginary part along the y axis, both in linear scaling, with
the frequency as parameter. This mode of presentation is
frequently called the Cole–Cole-plot (but also the Nyquist
plot, locus plot, or Wessel graph). The same modes of
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Figure 4. Different modes for the presentation of impedance
quantities. (a) Shows the magnitude (in logarithmic scaling)
and the phase angle of impedance as functions of frequency in
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part of impedance depicted versus the frequency in logarithmic
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parameter along the curve. The results shown are not from
biological tissue, but calculated for the circuit of Fig. 1b with
Rs ¼ 500 V, Rp ¼ 5 kV, and Cp ¼ 500 nF.



presentation are possible for the complex quantities s�, r�,
and e�.

Usually, impedance plethysmography is accomplished
employing only a single measuring frequency or a few
discrete measuring frequencies. However, impedance
spectroscopy with a multitude of measuring frequencies
is gaining interest, especially for the determination of
spatially distributed volumes. Typical examples are the
determination of body composition, tissue, or organ
vitality monitoring in combination with cellular edema
as a result of hypoxemia, and monitoring of infusion
therapy.

Certain forms of electrotherapy are also utilizing the
passive electrical properties of biological tissue. Methodol-
ogy and technology for these forms of electrotherapy, how-
ever, are not discussed here.

MODEL-BASED RELATIONS FOR VOLUME
DETERMINATION

Valid relations between the monitored electrical quantities
and the searched volumetric parameters have to be used to
calculate a quantitative result that can be expressed in
units of volume (e.g., mL or cm3). Most of these relations
are based on models. Possibly the first model for the
interpretation of bioimpedance measurements has already
been developed for a suspension of cells in a fluid by Fricke
and Morse in 1925 (16).

The simplest model-based approach for establishing an
impedance–volume relationship is a cylindrical volume
conductor of radius r0, length L, and resistivity r*. It is
assumed that this volume conductor is surrounded by soft
material with significantly higher resistivity re* 
 r*, so
that it must not be considered as a parallel circuit and its
actual radial extension has no impact. This volume con-
ductor may be a blood vessel (e.g., an artery or vein)
surrounded by tissue that has higher resistivity than blood.
Furthermore, it is assumed that the inflow of the volume
DV into that cylinder expands the radius homogeneously
by Dr over the total length. It is also assumed that neither
the length L nor the resistivity r� are affected by the
volume injected into the volume conductor. For didactic
simplicity, only the real part r0 of the complex resistivity r�

is considered; that is, only the real part of the impedance is
taken into account. However, despite this simplification,
the variable is understood as impedance Z. This simplifica-
tion is generally valid for frequencies much lower than the
b-dispersion, since for these frequencies the phase angle is
small (< 108). For higher frequencies, the calculation must
be performed with proper consideration of the complex
quantities.

With these assumptions the following relations for Z
and V are valid:

Z0 ¼ r0L=½pr2
0 �

V0 ¼ Lpr 2
0

From these two equations the following equation can
easily be calculated

Z0 ¼ r0L2=V0

After the inflow of the volume DV and the increase of the
radius by Dr, the following relations are valid:

Z1 ¼ Z0 � DZ ¼ r0L=½pðr0 þ DrÞ2�
V1 ¼ V0 þ DV ¼ Lpðr0 þ DrÞ2

with Z1 < Z0 and V1 > V0 for Dr > 0.
With some simple mathematical operations it can be

shown that

r0L2Z ¼ ðr0L2 þ DV ZÞ ðZ � DZÞ

If the product DV DZ Z is neglected as a product of small
quantities, the result becomes:

DV ¼ r0ðL=ZÞ2 DZ

This is the well-known Nyboer equation that relates the
volume change DV with the change in impedance DZ as a
consequence of the blood inflow into a peripheral artery,
for example, into the aorta or carotid artery with each
heart beat.

For proper application all included simplifications must
carefully be taken into account. Only mathematical sim-
plifications, but no methodological constraints have been
mentioned here. Such a constraint may be that a part of the
injected volume is already flowing out of the measured
vessel segment before the inflow of the whole volume DV
into this vessel segment has been completed. This con-
straint must especially be considered if the segment is
short and the vessel wall rather stiff.

With regard to the surrounding tissue, a more realistic
model would be an arrangement of two concentric cylin-
ders of length L with different conductivities. The inner
cylinder with radius r1 and resistivity r1’ has the impe-
dance Z1 ¼ r01L=½p r2

1�, whereas the outer cylinder with
radius r2 and resistivity r2’ has the impedance Z2 ¼
r02L=½pðr2 � r1Þ2�. Electrically both cylinders are arranged
in parallel configuration. Hence, the total impedance is
obtained by Z0 ¼ Z1Z2=ðZ1 þ Z2Þ. The inner cylinder shall
be a vessel into which blood of volume DV is pumped,
causing a homogenous dilation of the vessel radius by Dr1

and a lowering of its impedance to Z�
1 ¼ Z1 � DZ1 ¼

r01L=½pðr1 þ Dr1Þ2�. Since Z2 shall not be affected, the total
impedance is Z�

0 ¼ Z�
1Z2=ðZ�

1 þ Z2Þ. The following steps
are similar to those leading to the Nyboer equation. Since
the resulting equation and its application to measurements
are more complicated, they will not be discussed here in
detail. Even this model is actually simplified, because in
reality the tissue around the vessel will neither be a cylinder
nor have a homogeneous resistivity. This last situation may
become relevant with a vein or a bone in the vicinity of the
artery.

With regard to the constraints of the Nyboer equation,
another approach has been used that finally leads to the
Kubicek equation (17). The model-based approach starts
again with the single-vessel model of length L. However, in
contrast to the Nyboer approach the assumption is not
made that the inflow of the volume DV into the considered
vessel segment is finished before the outflow starts. Here,
the basic assumption is that the inflow is constant during
the inflow time Tinf and that the outflow starts with some
delay, however, temporal overlap of outflow with inflow
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must not be excluded. With this assumption, the change in
the intravascular volume and, hence, in the impedance, is
maximal when there is only inflow into and no outflow from
the segment. This maximal change of the impedance can be
expressed by its first time derivative [i.e., by (dZ/dt)max].
The total inflowing volume DV can then be taken into
account by multiplying (dZ/dt)max with the inflow time
Tinf. With regard to the aorta this inflow time is equivalent
with the ejection time of the left ventricle. In many cases
even the inflow time can additionally be obtained from the
impedance curve. This leads finally to the Kubicek equa-
tion:

DV ¼ r0ðL=ZÞ2Tinf ðdZ=dtÞmax

Obviously, the only relevant difference in both approaches
is the Nyboer assumption that the total volume change DV
has already been injected into the measured vessel seg-
ment before the outflow starts against the Kubicek
assumption that this volume DV is entering the measured
vessel segment with constant rate during the whole inflow
period. The Kubicek equation is more realistic for a short
vessel segment with a rather stiff wall. For such vessels,
the Nyboer equation leads to an underestimation of the
real volume change. In contrast, if the inflow is decreasing
at the end of the inflow period, for example, at the end of the
ventricular ejection period, the Kubicek equation yields an
overestimation of the volume change.

All other model-based assumptions are identical or
comparable. Both approaches consider only a single vessel
with homogeneous dilation over the total length within the
measured tissue and neglect the surrounding tissue and its
composition with regard to nonhomogeneous resistivity.
Blood resistivity is taken as constant although there is
some evidence that it depends on the flow velocity.

Although the Kubicek equation has primarily been
proposed for the monitoring of cardiac output, both equa-
tions have also been applied to the monitoring of pulsatile
peripheral blood flow. Both models, however, do not con-
sider that in the peripheral circulation a basic or nonpul-
satile blood flow may exist as well.

Different modifications have been suggested in order to
overcome relevant drawbacks. Most of these modifications
are optimized with regard to the monitored quantity, geo-
metric constraints, modes of application, or positioning and
shape of electrodes. They will not be discussed here.

No valid impedance–volume models have been proposed
for the quantitative monitoring of ventilation by the appli-
cation of impedance plethysmography. Statistical models
are used for the impedance–volume relationship regarding
body composition. Some first approaches have been sug-
gested for the volume changes due to fluid shifts.

INSTRUMENTATION AND APPLICATIONS

The typical basic equipment for impedance plethysmogra-
phy consists of the signal generator, either a constant
voltage generator or a constant current generator; the
frequency-selective measuring device, either for current
or voltage, in combination with AD conversion. The equip-
ment may be supplied with more than one signal channel

for certain applications, for example, with two channels for
simultaneous and symmetric monitoring at both extremi-
ties or one channel for each frequency in multifrequency
measurements; the signal processor, for example, for pro-
cessing the impedance quantities; the processing unit for
calculating the volumetric quantities; the monitor and/or
data recorder; multiple electrodes and shielded leads; spe-
cific auxiliary equipment, for example, venous occlusion
machine with cuff and pump.

Devices for impedance plethysmography are small,
light, usually portable, and battery powered. The devices
for patient-near application are much cheaper than com-
petitive equipment based on nuclear magnetic resonance
(NMR), X ray, or US. Also, the running costs are much
lower than for the competitive technologies, usually these
costs are mainly required by the single-use electrodes.

Peripheral Hemodynamics

The objective is the detection of deficiencies either in the
arterial or venous peripheral circulation. The application
of impedance plethysmography to peripheral vascular stu-
dies has already been in the interest of Nyboer in 1950 (18).

In the peripheral circulation, the most interesting quan-
tity is arterial blood flow or perfusion. Impedance measure-
ment is performed either in the bipolar or, more frequently,
in the tetrapolar configuration. The tetrapolar configura-
tion requires a longer segment for measurement in order to
place the sensing electrodes in proper distance from the
feeding electrodes with the nonhomogenous current field in
their vicinity. Electrodes are either of the circular or disk or
the band type. Disk electrodes can be placed directly above
the monitored vessel and therefore provide high sensitiv-
ity, but the magnitude and the reproducibility of the mea-
sured signal in repeated measurements are strongly
dependent on exact electrode placement (19–21). Band
electrodes are preferred for the measurements at extremi-
ties because they can be placed around the extremities. In
this case, the measured object is the whole segment
between the sensing electrodes including the extravascular
tissue and may include more than only one vessel. Flow can
be estimated by application of the Nyboer, the Kubicek or
any modified impedance–volume equation. Competitive
methods are utilizing ultrasound Doppler, contrast X-ray
angiography, or NMR.

Some diagnostic information about the stiffness of the
arterial vessel wall can be obtained by the impedance
method from the measurement of the pulse wave propaga-
tion velocity, usually executed at two different sites of the
same arterial pathway. The pulse that is actually recorded
with the impedance method is the intravascular volume
pulse, that is, the dilation of the vessel with each heart beat
(22). Simple formalistic models are used to relate the pulse
wave propagation velocity with the stiffness of the vessel
wall. If the intravascular blood pressure is also monitored,
then it is possible to calculate the stiffness or its inverse,
the compliance as ratio of the volume change and pressure
change DV/Dp, directly.

Another problem is the diagnosis of proximal or deep
venous thrombosis and of other obstacles for the venous
return flow to the heart from the extremities (23). One
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approach is actually a modification of the venous occlusion
plethysmography that has already been introduced in 1905
by Brodie and Russel (24). A cuff is placed around the
extremity and connected with a pump. The cuff pressure is
enhanced abruptly so that it occludes the vein and stops
venous outflow without affecting the arterial inflow. The
volume increase following venous occlusion allows estimat-
ing the arterial inflow. When the occlusion is stopped after
� 20 s, the venous outflow starts again and thereby leads
to a reduction in volume. The slope or the time constant of
this postocclusion emptying process are used to assess the
outflow resistance, for example, the hydrodynamically
obstructive impact of deep venous thrombosis, or the
venous wall tension. However, other pathological effects
must be carefully considered, for example, increased cen-
tral venous pressure. For this reason, the recording is
frequently and simultaneously performed on both extre-
mities, so that the results can be compared with each other.
The measurement is usually executed with band electro-
des. Competitive methods are ultrasound Doppler, con-
trast X-ray venography, or NMR.

A similar impedance-based approach is employed to test
the performance of the drainage system in extremities.
Changes in the hydrostatic pressure are used to shift
volume between the trunk and an extremity, for example
first by bringing down an arm before raising it above the
head. The affected volume shifts can be recorded and
render possible the assessment of the performance of the
draining system. This approach is frequently used to study
fluid shifts caused by tilting experiments, during micro-
gravity experiments, or after long periods of bedrest.

Brain Perfusion and Edema

The most important objectives are monitoring of cerebral
bloodflow and the detection of cerebral edema. First pub-
lications about rheoencephalography are dating back to
1965 (25,26).

The volume of the brain with its enclosed fluid spaces,
for example, the intravascular volume and the cerebrosp-
inal fluid volume, is kept constant by its encapsulation in
the bony skull. The expansion of the volume of one com-
partment, for example, increase of the intravascular
volume by augmented arterial blood pressure, the space-
demanding growth of a brain tumor or intracerebral bleed-
ing, can only be compensated by the diminution of the
volume of other compartments. If the space-demanding
process is of nonvascular origin, the most affected compart-
ment will be the intravascular volume. Due to the compres-
sion of blood vessels, the cerebral bloodflow and thus
metabolism will be reduced.

Impedance measurements aiming for the brain as organ
are difficult because the encapsulating bony skull has a
very high resistivity as compared with the soft extracranial
tissue of the face and the scalp. If the tetrapolar mode is
used, more than two sensing electrodes may be applied.
Different electrode arrangements have been described to
force the current pathways through the skull into the
brain, but also the application of the feeding electrodes
to the closed eyelids. However, the measurement of the
transcephalic impedance has not become a routinely

applied clinical method with the exception of neonates in
which the thickness of the bony skull is very small. Com-
petitive methods based on NMR, X ray, US, and even
photoplethysmography have gained more attention in
the recent past. Some expectations are related to the
development of contactless applications, especially for
the continuous monitoring of edema (27). This might allow
control treatment by hyperosmolaric infusion therapy.

Ventilation and Lung Performance

Impedance pneumography were among the first applica-
tions of impedance plethysmography and had already been
described by Geddes et al. in 1962 (28,29).

The objective of impedance pneumography is to record
the tidal volume under resting conditions or during exer-
cise. Additionally, the breathing rate can be obtained by
the impedance method. The principle is based on the
measurement of the transthoracic impedance that
increases during inspiration as a consequence of increasing
alveolar air filling, and decreases during expiration (30).
The conductivity of lung tissue at the end of a normal
expiration is �0.10 V�1�m�1 as compared with
0.05 V�1�m�1 at the end of normal inspiration. The appli-
cation of impedance pneumography is very simple and also
applicable for critically ill patients, since it allows contin-
uous recording without requiring a breathing tube. How-
ever, the quantitative determination of the tidal volume is
difficult and needs calibration by another spirometric
method. No realistic model-based interpretation of quan-
titative assessment is available until now. Some expecta-
tions are related with multifrequency measurement (31).

The impedance measurement can be performed with the
bi- or tetrapolar configuration. It is usually performed
separately for each side of the lung in order to detect
differences. Even with more electrodes, however, the spa-
tial resolution is too poor to allow detection of regional
inhomogeneities of alveolar air filling. For that reason, this
field is gaining growing interest for the application of EIT
(4). Also, EIT has limited spatial resolution, as compared
with other CT-based imaging procedures. Despite this
drawback, it has some potential for the detection of regio-
nal inhomogeneities in ventilation. Such an approach
would be of high relevance for diagnostic purposes and
for the efficiency control of artificial ventilation. Serious
drawbacks for EIT, however, are the costs of the equipment
and the necessity to attach up to 64 or 128 electrodes
around the thorax.

Since pulmonary edema is usually a general and not a
localized phenomenon, its monitoring might be possible by
utilizing the transthoracic impedance measurement. Mea-
surement of extravascular lung water is investigated as a
methodological approach to guide the fluid management of
patients with noncardiogenic pulmonary edema (32). The
conductivity of lung edema fluid is �1 V�1�m�1, and there-
fore is distinctly different from alveolar tissue filled with
more or less air.

The impedance coefficients of tumor tissue are different
from normal lung tissue. Hence, cancer detection might be
possible by bioimpedance measurement. But with regard to
its poor spatial resolution, the bi- or tetrapolar transthor-
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acic impedance measurement is not qualified, but EIT
might become useful for some special applications. Other
imaging procedures were superior until now, primarily due
to the higher spatial resolution as compared with EIT.

Much work has been devoted to comparing impedance
pneumography with inductive pneumography. There is
some evidence that inductive pneumography is superior
concerning ventilation monitoring in newborn infants,
especially for risk surveillance with regard to SIDS. An
interesting approach tries to utilize inductive pneumogra-
phy in combination with the evaluation of the signal mor-
phology for the monitoring of airway obstruction (33).

Intercompartmental Fluid Shifts

Intercompartmental fluid shifts occur during dialysis, for
example, hemodialysis, but also during infusion therapy
and emergence of edema. The assessment of fluid shifts,
which are actually changes of volumes, by the measure-
ment of electric variables has been an outstanding objec-
tive very early in the scientific research and medical
utilization of bioimpedance and dates back to 1951 (34).

Hemodialysis is a therapeutic procedure that is em-
ployed in patients with renal insufficiency. The therapeutic
objective is to remove water, electrolytes, urea, and other
water-soluble substances in combination with the reestab-
lishment of a normal acid–base status. In a simplified
model, the water is first removed from the intravascular
volume, (i.e., the blood plasma). This means that the
hematocrit, and thereby the viscosity of blood, is increased
cousing the work load for the heart is enhanced. Also, the
osmotic pressure of the blood is raised, whereas the hydro-
static blood pressure is lowered. Both effects contribute to
the refilling of the intravascular space by a fluid shift from
the interstitial space (i.e., the extravascular extracellular
space). This fluid shift finally causes another fluid shift
from the intracellular space into the interstitial space. The
dynamics of these fluid shifts is primarily controlled by the
hydrostatic and osmotic pressure differences between the
different spaces, but also by the substance-specific perme-
ability of the different barriers between the spaces includ-
ing the dialysis membrane. If removal of water is too fast or
changes of ions like sodium, potassium, and calcium are too
large, the hemodynamics of the patient or the excitability of
tissues like the heart or central nervous system may
become disturbed. Impedance plethysmographic methods
have some potential for the control of those fluid shifts, that
is, may help to avoid critical disequilibrium syndromes like
hypotension, headache, and vomiting. The best results of
the plethysmographic measurement are achieved if seg-
mental measurement is performed at the extremities
instead of whole body measurements (5). Figure 5 shows
a schematic presentation of such segmented body. The
forearm accounts only for �1% of body weight, but con-
tributes 25% to whole body impedance.

Infusion therapy aims mainly to filling the intravascu-
lar volume by utilizing venous access. However, depending
on the control variables (e.g., hydrostatic pressure, osmotic
pressure, and permeability of the barriers), intercompart-
mental fluid shift cannot be avoided. Consequently, part of
the infused volume will not remain in the intravascular

system and help to stabilize blood pressure, but escape to
the extravascular space.

A special objective of intravenous infusion therapy with
hyperosmolaric fluid is the removal of fluid from the extra-
vascular space in order to avoid the emergence of edemas.
In the brain, such infusion may help to lower the intra-
cranial pressure that is caused by edema.

Body Composition

Most frequently this method is called bioelectric impedance
analysis (BIA). The interest in this methodological
approach has increased with the increased interest in
healthy life style in industrialized populations since the
first reports at the end of the 1980s (35,36).

The body consists of different tissues, for example, mus-
cle, fat, bones, skin, the nervous system, and connective
tissue. All these tissues contain intra- and extravascular
spaces. The extravascular space can be subdivided into the
extracellular or interstitial space and the intracellular
space. Chemically, the body consists of water, proteins,
carbohydrates, lipids, ions, rare elements, and some other
substances. The main objective of body composition analysis
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is the assessment of total body water, of lean or fat free
tissue mass, and of fat tissue. Those measurements have
clinical relevance, but they are also gaining growing atten-
tion in the field of sports, physical fitness, wellness, nutri-
tion, and for life science in aerospace research.

The methodological approaches are different, for exam-
ple bipolar or tetrapolar mode, single-or multiple-
frequency measurement, whole body or segmental mea-
surement. In single-frequency measurements, a sinussoi-
dal current with usually < 1 mA (range 0.02–10 mA) and a
frequency with typically 50 kHz (range 20–100 kHz) is
employed. The basic assumption is that resistivity of fat
tissue is higher than that of the so-called lean tissue that
has a higher content of water. In the nonclinical field, the
determination of body composition is frequently combined
with the measurement of body weight using a scale with
two integrated electrodes in the foot platform. In that case,
however, only the two legs and the lower part of the trunk
will be included into the estimation. In more advanced
devices, additional electrodes are available in the form of
hand grips. Detailed segmental measurements are more
valid since the trunk of the body may contribute �70% to
the total body weight and up to 90% to the total body fat,
but only 5% to the measured whole body impedance. More
sophisticated equipment utilize multifrequency measure-
ment (11).

The applied statistically based predictive equations are
of the linear regression type and consider individual para-
meters like sex, age, height, and weight. They are primar-
ily used to assess the lean muscle mass, the body fat, the fat
free mass, the water content, and the body mass index. For
physically based segmental calculations, the extremities,
the body trunk, and even the head are modeled by cyclind-
ric shape with uniform cross-section over the total length.

Competitive methods include antropometric measures
like the girth, simple skin-fold measurements by mechan-
ical calipers, but also highly advanced methods, such as
NMR, X ray (dual energy X-ray absorptiometry, or nuclear
imaging), and for certain purposes even the hydrostatic
weighing in a water tank that is assumed to be the most
accurate method.

Laboratory Applications

Blood Cell Counting. The employed methodological
principle is frequently called the Coulter principle (37).
Blood cells (e.g., erythrocytes, leucocytes) are passing
through a capillary (diameter < 100 mm) filled with blood
plasma. For frequencies below the b-dispersion the impe-
dance of the cell is higher than that of the surrounding
plasma. Consequently, the passage of each cell affects the
recorded impedance. Those impedance changes are used
for cell counting. In sophisticated devices the impedance
changes are quantitatively measured and allow cell volume
estimation, which also renders possible the determination
of the cell volume distribution function (frequently called
the Price – Jones distribution function with the cell dia-
meter as variable). Since the number of leucocytes is very
small compared with that of the erythrocytes (usually
< 0.1%), leucocytes do not really disturb the counting of
erythrocytes. In contrast, however, the erythrocytes must

be destroyed before the leucocytes can be counted. This is
usually achieved by chemical hemolysis of the erythro-
cytes. Furthermore, chemical substances are utilized to
render possible the differentiation between the different
populations of leucocytes (e.g., granulocytes, monocytes,
lymphocytes).

Hematocrit. The objective is the estimation of the
intracellular volume of blood. The hematocrit is defined
as the ratio of the volume of blood cells to total blood
volume, although frequently the hematocrit is taken as a
measure for the ratio of only the volume of erythrocytes to
total blood volume. However, since the partial volume of all
other blood cells (i.e., leucocytes, platelets) is very small
compared with that of the erythrocytes, the results are not
distinctly different. Determination of the ratio between the
extracellular volume and the total blood volume is possible
by application of at least one measuring frequency below
and another one above the b-disperion. Problems that need
further consideration as possible sources of error are the
electrolytic conductivity of blood plasma, which is depen-
dent on the actual concentration of ions, and the sedimen-
tation of the cells as a consequence of their higher specific
weight that may take place during the measuring period.
The measurement requires the withdrawal of a sample of
blood from a vein or another blood vessel. Measurement of
the hematocrit can be achieved either with the impedance
or the dielectric technique (38).

Several modifications of the impedance method for the
noninvasive determination of the hematocrit have been
proposed. In one approach, impedance measurement is
performed at the finger by application of two different
frequencies (i.e., 100 kHz and 10 MHz). The hematocrit
is determined by an algorithm that uses both the pulsatile
and the baseline component of both measuring frequencies
(39). In another remarkable methodological approach, the
patient puts a finger in a temperature-stabilized bath. A
fluid with gradually increasing ionic concentration is
pumped through the bath chamber, thus leading to a
decrease in the impedance of the bath fluid. The pulsatile
volume changes of the finger are recorded by impedance
measurement in the bath chamber. These pulsatile impe-
dance fluctuations disappear only if the impedance of the
bath fluid is identical with that of the blood in the finger.
The conclusion is made from the actual impedance of the
bath fluid on the hematocrit (40).

Others

Cell Imaging. Nanotechnology-based on bioimpedance
sensing, chip devices have been described that allows us
to rapidly detect and image cells with a specific pheno-
type in a heterogeneous population of cells (41). This might
be useful for screening purposes, recognition of cell irre-
gularities, and detection of risk patients like human
immunodeficiency virus (HIV)-infected individuals. Cell
identification is made possible by administration of marker
substances. A promising measurement procedure is elec-
trochemical cyclic voltammetry. When a sinusoidal voltage
with constant amplitude and a variable frequency in the
range of some kilohertz is applied, the impedance is plotted
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in the spectrographic mode. Among other effects, volume
changes might be the dominating measured effect if the
marker binds with a receptor in the cell membrane, and
herewith affects membrane properties like its permeability
for water or ions or the transmembraneous active ion
transport mechanisms.

Inductive Plethysmography. Inductive plethysmogra-
phy is employed for respiratory monitoring, so-called
respiratory inductance plethysmography (RIP). It is based
on the measurement of the thoracic crosssection that is
enclosed by coils and includes both the rib cage and abdom-
inal compartments (42–45). In the medium frequency
range (30–500 kHz), changes in the volume are monitored
by the influenced inductance. In the higher frequency
range (�100 MHz), the inductively provoked signals (i.e.,
eddy currents depending on the alveolar air filling) are
recorded by appropriately arranged coils.

Magnetic Susceptibility Plethysmography. Magnetic sus-
ceptibility plethysmography is a contactless method. It is
based on the application of a strong magnetic field and
monitors the variation of the magnetic flux. The measure-
ment is accomplished with superconduting quantum inter-
ference device (SQUID) magnetometers. This approach
may primarily be utilized for the assessment of blood
volume changes in the thorax, but until now it is not
employed for clinical routine (46).

SUMMARY

In comparison with biomedical engineering as a recognized
discipline, the research activities in the field of bioimpedance
are much older. It can be assumed that Nikola Tesla, a former
student of physics in Graz (Austria) and the inventor of the ac
technology, already knew about the passive electrical proper-
ties of biological tissues when he demonstrated his famous
and public performances with the administration of high
voltage pulses ‘‘���I demonstrated that powerful electrical
discharges of several hundred thousand volts which at that
time were considered absolutely deadly, could be passed
through the body without inconvenience or hurtful conse-
quences’’ in the 1880s. This knowledge was utilized by
d’Arsonval since 1892 for therapeutic purposes, mainly aim-
ing for heat induction in certain parts of the body. In 1913,
Rudolf Hoerber, at that time a physiologist at the University
of Kiel (Germany), measured the electrical conductance of
frog muscle at 7 MHz and found that at this frequency the
membrane resistance is short circuited.

Since its beginning, bioimpedance remained to be a
challenge to physicists, medical doctors, and of course
engineers. The most relevant basic research was performed
in the second half of the twentieth century. The progress
that has been reached has been and is still utilized both for
diagnostic and therapeutic purposes in medicine. Impe-
dance plethysmography is one of the different fields of
bioimpedance application. If impedance plethysmography
is correctly understood, it does not only mean the determi-
nation of a solid volume with well-defined boundaries, but
also the volumetric determination of one component con-
tained in a mixture of different components.

Progress in technology has rendered possible applica-
tions that are of great interest for medicine. The most
relevant progress is in the field of signal acquisition,
including advanced electrode technology, signal proces-
sing, and model-based signal interpretation. Not all
attempts to utilize the passive electrical properties of
biological tissue for diagnostic purposes have been success-
ful. In many cases, other technologies have been shown to
be superior. But there is no doubt that the whole potential
of impedance plethysmography has not been exhausted.
New challenges in the medical field are cellular imaging
and possibly even molecular imaging. In all applications,
however, impedance plethysmography will have to prove
its validity and efficiency.
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INTRODUCTION

Impedance spectroscopy (IS), also referred to as electro-
chemical impedance spectroscopy (EIS), is a versatile
approach to investigate and characterize dielectric and
conducting properties of materials or composite samples
(1). The technique is based on measuring the impedance
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(i.e., the opposition to current flow) of a system that is being
excised with weak alternating current or voltage. The
impedance spectrum is obtained by scanning the sample
impedance over a broad range of frequencies, typically
covering several decades.

In the 1920, researchers began to investigate the impe-
dance of tissues and biological fluids, and it was early
known that different tissues exhibit distinct dielectric
properties, and that the impedance undergoes changes
during pathological conditions or after excision (2,3).

The advantage of IS is that it makes use of weak
amplitude current or voltage that ensures damage-free
examination and a minimum disturbance of the tissue.
In addition, it allows both stationary and dynamic elec-
trical properties of internal interfaces to be determined,
without adversely affecting the biological system. The
noninvasive nature of the method combined with its high
information potential makes it a valuable tool for biome-
dical research and many medical applications are currently
under investigation and development; this will be reviewed
at the end of the article.

This article starts with providing a general introduction
to the theoretical background of IS and the methodology
connected to impedance measurement. Then, the focus will
be on applications of IS, particularly devises for in vitro
monitoring of cultured cell systems that have attracted
widespread interest due to demand for noninvasive, mar-
ker-free, and cost-effective methods.

THEORY

Impedance, Z, is a complex-valued vector that describes
the ability of a conducting medium to resist flow of alter-
nating current (ac). In a typical IS experiment (Fig. 1), a
sinusoidal current I(t) signal with angular frequency v

(v ¼ 2pf ) is passed through the sample and the
resulting steady-state voltage U(t) from the excitation is

measured. According to the ac equivalent of Ohm’s law, the
impedance is given by the ratio of these two quantities

Z ¼ UðtÞ
IðtÞ (1)

The impedance measurement is conducted with use of
weak excitation signals, and in this case the voltage
response will be sinusoid at the same frequency v as the
applied current signal, but shifted in phase w. Introducing
complex notation, Eq. 1 translates into

Z ¼ U0

I0
expðiwÞ ¼ jZjexpðiwÞ (2)

with U0 and I0 being the amplitudes of the voltage and
current, respectively, and i ¼

ffiffiffiffiffiffiffi
�1

p
being the imaginary

unit. Thus, at each frequency of interest the impedance
is described by two quantities: (1) its magnitude jZj, which
is the ratio of the amplitudes of U(t) and I(t); and (2) the
phase angle w between them. The impedance is measured
over a range of frequencies between hertz and gigahertz,
dependent on the type of sample and the problem to study.

The measured impedance can be divided into its real
and imaginary components, that is, the impedance contri-
bution arising from current in-phase with the voltage and
908 out-of-phase with the voltage

R ¼ ReðZÞ ¼ jZjcosðwÞ; X ¼ ImðZÞ ¼ jZjsinðwÞ (3)

The real part is called resistance, R, and the imaginary
part is termed reactance, X. The reactive impedance is
caused by presence of storage elements for electrical
charges (e.g., capacitors in electrical circuit).

In some cases it is convenient to use the inverse quan-
tities, which are termed admittance Y ¼ 1/Z, conductance
G ¼ Re(Y), and susceptance B ¼ Im(Y), respectively. In
the linear regime (i.e., when the measured signal is pro-
portional to the amplitude of the excitation signal), these
two representation are interchangeable and contain the
same information. Thus, IS is also referred to as admit-
tance spectroscopy.

INSTRUMENTATION

The basic devices for conducting impedance measurements
consist of a sinusoid signal generator, electrodes, and a
phase-sensitive amplifier to record the voltage or current.
Commonly, a four-electrode configuration is used, with two
current injecting electrodes and two voltage recording
electrodes to eliminate the electrode–electrolyte interface
impedance. As discussed below, some applications of IS
make use of two-electrode arrangements in which the same
electrodes are used to inject current and measure the
voltage.

Since the impedance is measured by a steady-state
voltage during current injection, some time is needed when
changing the frequency before a new measurement can be
performed. Therefore, it is very time consuming if each
frequency has to be applied sequentially. Instead, it is
common to use swept sine wave generators, or spectrum
analyzers with transfer function capabilities and a
white noise source. The white noise signal consists of the
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Figure 1. Schematic of a two-electrode setup to measure the
frequency-dependent impedance of a sample that is sandwiched
between two parallel plate electrodes.



superposition of sine waves for each generated frequency,
and the system is exposed to all frequencies at the same
time. Fourier analysis is then used to extract the real and
imaginary parts of the impedance.

The electrodes used for impedance experiments are
made from biocompatible materials, such as noble metals,
which in general is found not to have deleterious effect on
biological tissue function. Electrode design is an important
and complicated issue, which depends on several factors,
including the spatial resolution required, the tissue depth,
and so on. It falls beyond the scope of this article to go
further into details. The interested readers are referred to
the book by Grimnes and Martinsen (4) for a general
discussion.

Common error sources in the measurements include
impedance drift (e.g., caused by adsorption of particles
on the electrodes or temperature variations). Ideally, the
system being measured should be in steady-state through-
out the time required to perform the measurement, but in
practice this can be difficult to achieve. Another typical
error source is caused by pick-up of electrical noise from the
electronic equipment, and special attention must be paid to
reduce the size of electric parasitics arising, for example,
from cables and switches.

DATA PRESENTATION AND ANALYSIS

The most common way to analyze the experimental data is
by fitting an equivalent circuit model to the impedance
spectrum. The model is made by a collection of electrical
elements (resistors, capacitors) that represents the elec-
trical composition in the system under study.

As a first step, it is useful to present the measured data
by plotting log jZj and w versus log f in a so-called Bode-
diagram (Fig. 2a), and by plotting ImjZj versus RejZj
named a Nyquist diagram or an impedance locus (Fig.
2b). The examples provided in Fig. 2 are made for an
electrical circuit (insert Fig. 2b). While the first way of
presenting the data shows the frequency-dependence
explicitly, the phase angle w is displayed in the latter.

The impedance spectrum gives many insights to the
electrical properties of the system, and with experience it is
possible to make a qualified guess of a proper model based
on the features in the diagrams (cf. Fig. 4). Similar to other
spectroscopic approaches like infrared (IR) or ultraviolet
(UV)/visible (vis), the individual components tend to show
up in certain parts of the impedance spectrum. Thus,
variations in the values of individual components alter
the spectrum in confined frequency windows (Fig. 3).

For a given model, the total impedance (transfer func-
tion) is calculated from the individual components with use
of Ohm’s and Kirchhoff’s laws. The best estimates for the
parameters, that is, the unknown values of the resistors
and capacitors in the circuit, are then computed with use of
least-square algorithms. If the frequency response of the
chosen model fits the data well, the parameter values are
used to characterize the electrical properties of the system.

In order to fit accurately the equivalent circuit model
impedance to the impedance of biomaterials, it is often
necessary to include nonideal circuit elements, that is,

elements with frequency dependent properties. Such ele-
ments are not physically realizable with standard technical
elements. Table 1 provides a list of common circuit ele-
ments that are used to describe biomaterials with respect
to their impedance and phase shift. The constant phase
element (CPE) portrays a nonideal capacitor, and was
originally introduced to describe the interface impedance
of noble metal electrodes immersed in electrolytic solutions
(5). The physical basis for the CPE in living tissue (and at
electrode interfaces) is not clearly understood, and it is best
treated as an empirical element. Another example is the
Warburg impedance s that accounts for the diffusion lim-
itation of electrochemical reactions (4).

It is important to place a word of caution concerning the
equivalent circuit modeling approach. Different equivalent
circuit models (deviating with respect to components or in
the network structure) may produce equally good fits to the
experimental data, although their interpretations are very
different. It may be tempting to increase the number of
elements in a model to get a better agreement between
experiment and model. However, it may then occur that the
model becomes redundant because the components cannot
be quantified independently. Thus, an overly complex
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Figure 2. Different representations of impedance spectra. (a and
b) visualize the frequency-dependent complex impedance of the
electrical circuit shown in (b) with the network components:
R1 ¼ 250 V; R2 ¼ 1000 V; C1 ¼ 10 mF; C2 ¼ 1 mF. (a) Bode-
diagram presenting frequency-dependent impedance magnitude
jZj together with the phase shift w of the sample under
investigation. (b) Wessel diagram locus of the same electrical
network. The imaginary component of the impedance
(reactance) is plotted against the real component (resistance).
The arrow indicates the direction along which the frequency
increases.



model can provide artificially good fits to the impedance
data, while at the same time highly inaccurate values for
the parameters. Therefore, it is sound to use equivalent
circuits with a minimum number of elements that can
describe all aspects of the impedance spectrum (6).

Alternatively, the impedance data can be analyzed by
deriving the current distribution in the system with use of
differential equations and boundary values (e.g., the given
excitation at the electrode surfaces). The parameters of the
model impedances are then fitted to the data like described
above. An example of this approach is be presented below,
where it is used to analyze the IS of a cell-covered gold film
electrode.

IMPEDANCE ANALYSIS OF TISSUE AND SUSPENDED CELLS

The early and pioneering work on bioimpedance is asso-
ciated with the names of Phillipson, et al. (5). In these
studies blood samples or pieces of tissue were examined in
an experimental setup as shown in Fig. 1, and the dielectric
properties of the biological system were investigated over a
broad range of frequencies from hertz to gigahertz.

To understand the origin of bioimpedance, it is neces-
sary to look at the composition of living material. Any
tissue is composed of cells that are surrounded by an
extracellular fluid. The extracellular medium contains
proteins and polysaccharides that are suspended in an
ionic solution and the electrical properties of this fluid

are determined by the mobility and concentration of the
ions, primarily Naþ and Cl�. The cell membrane marks the
boundary between the interior and exterior environment,
and consists of a 7–10 nm phospholipid bilayer. The mem-
brane allows diffusion of water and small nonpolar mole-
cules, while transport of ions and polar molecules requires
the presence of integral transport proteins. On the inside,
the cell contains a protein-rich fluid with specialized mem-
brane-bound organelles, like the nucleus. For most pur-
poses the fluid behaves as a pure ionic conductor. Thus, the
cell membrane is basically a thin dielectric sandwiched
between two conducting media and in a first approximation
its impedance characteristics are mainly capacitive.

The simplest possible explanatory model for biological
tissue (Fig. 4a-1) therefore consists of two membrane capa-
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Figure 3. Calculated spectra of the
impedance magnitude jZj for the
electrical circuit shown in the
insert of Fig. 2b when the network
parameters have been varied
individually. The solid line in each
figure corresponds to the network
parameters: R1 ¼ 250 V; R2 ¼
1000 V; C1 ¼ 10 mF; C2 ¼ 1 mF. (a)
Variation of C1: 10 mF (solid), 20 mF
(dashed), 50 mF (dotted). (b) Vari-
ation of C2: 1 mF (solid), 0.5 mF
(dashed), 0.1 mF (dotted). (c)
Variation of R1: 1000 V (solid),
2000 V (dashed), 5000 V (dotted).
(d) Variation of R2: 250 V (solid),
500 V (dashed), 1000 V (dotted).

Table 1. Individual Impedance Contributions of Ideal and
Empirical Equivalent Circuit Elements

Component of
Equivalent
Circuit Parameter

Impedance,
Z

Phase
Shift, w

Resistor R R 0
Capacitor C (ivC)�1 �p/2
Coil L ivL þ p/2

Constant phase
element (CPE)

a(0 � a � 1) 1/(iCv)a 	 � ap/2

Warburg impedance, s s s(1 � i)v�0.5 � p/4



citors Cm1 and Cm2 in series with a resistor of the cytosolic
medium Rcyt, which in turn acts in parallel with the
resistance of the conducting extracellular medium Rext.
Since the two series capacitances of the membrane cannot
be determined independently, they are combined to an
overall capacitance Cm. The equivalent circuit model of
this simple scenario (Fig. 4a-2) gives rise to a characteristic
impedance spectrum, as shown with the Bode-diagram
(Fig. 4b) and the Nyquist diagram (Fig. 4c). Impedance
data for biological tissue is also often modeled by the so-
called Cole–Cole equation (7)

Z ¼ R1 þ DR

1 þ DRðivCÞa DR ¼ R0 � R1 (4)

This simple empirical model is identical to the circuit of
Fig. 4, except that the capacitor is replaced by a CPE
element. The impedance spectrum is characterized by four
parameters ðDR;R1;a; tÞ, where R0;R1 is the low- and
high frequency intercepts on the x axis in the Nyquist plot
(cf. Fig. 4d), t is the time constant t ¼ DR 	 C, and a is the
CPE parameter. The impedance spectrum will be similar
to Fig. 4b, c, but when a 6¼ 1, the semicircle in the Nyquist
diagram is centered below the real axis, and the arc will
appear flattened. For macroscopically heterogeneous
biological tissue, the transfer function is written as a
sum of Cole–Cole equations.

The features of the impedance spectrum Fig. 4b can be
intuitively understood: at low frequencies the capacitor
prevents current from flowing through Rcyt and the mea-
sured impedance arises from Rext. At high frequencies,
with the capacitor having a very low impedance, the cur-
rent is free to flow through both Rcyt, Rext. Thus, there is a

transition from constant-level impedance at low frequen-
cies to another constant level. This phenomenon is termed
dispersion, and will be discussed in the following.

A homogenous conducting material is characterized by a
bulk property named the resistivity r0 having the dimen-
sions of ohm centimeters (V	cm). Based on this intrinsic
parameter, the resistance may be defined by

R ¼ r0L

A
(5)

where A is the cross-sectional area and L is the length of
the material. Thus, by knowing the resistivity of the mate-
rial and the dimensions of the system being studied, it is
possible to estimate the resistance. Similarly, a homoge-
neous dielectric material is characterized by an intrinsic
property called the relative permittivity e0, and the capa-
citance is defined by

C ¼ e0 e0 A

d
(6)

where e0 is the permittivity of free space with dimension
F/m, and A, d are the dimensions of the system as above.
For most biological membranes, the area-specific capaci-
tance is found to be quite similar, with a value of 
 1mF 	
cm�2 (8).

For historical reasons the notation of conductivity s0

with dimensions S	m�1 and conductance (G ¼ s0A=d) has
been preferred over resistance R and resistivity r, but the
information content is the same, it is just expressed in a
different way.

It is possible to recombine e0 and s0 by defining a complex
permittivity e ¼ e0 þ e00, with ReðeÞ ¼ e0 and ImðeÞ ¼ e00. The
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Figure 4. (a) Schematics of the
impedance measurement on living
tissue. The arrows indicate the
pathway of current flow for low
frequencies (solid line) and high
frequencies (dashed). Only at high
frequencies the current flows
through the cells. The electrical
structure of tissue can be directly
translated into equivalent circuit
1, which can be simplified to
equivalent circuit 2. (b) Bode-
diagram for network 2 in Fig. 4a,
using Rext ¼ 1000 V; Rcyt ¼ 600 V;
Cm ¼ 100 nF. (c) Impedance locus
generated with the same values.



imaginary part accounts for nonideal capacitive behavior,
for example, current within the dielectric due to bound
charges giving rise to a viscous energy loss (dielectric loss).
Therefore, e00 is proportional to s0, when adjusted for the
conductivity that is due to migration s0 (9)

e00 ¼ s0 � s0

2p f e0
(7)

When a piece of biological material is placed between two
electrodes, it is possible to measure the capacitance of the
system and thereby to estimated the tissue permittivity e0.
In general, e0 quantifies the ratio of the capacitance when a
dielectric substance is placed between the electrodes, rela-
tive to the situation with vacuum in between. The increase
of capacitance upon insertion of a dielectric material is due
to polarization in the system in response to the electric
field. For direct current (dc) or low frequency situations e0 is
called the dielectric constant. When the frequency is
increased, e0 often shows strong frequency dependence
with a sigmoid character in a log–log plot of e0 versus
frequency. This step-like decrease of the permittivity is
referred to as a dielectric dispersion. The frequency fc at
which the transition is half-complete is called the charac-
teristic frequency, and is often expressed as time constant t
with

t ¼ 1

fc
(8)

Going back to Fig. 4c, the characteristic frequency is found
directly as the point when the phase angle is at maximum.

The origin of dielectric dispersion in a homogeneous
material is due to a phenomenon termed orientation polar-
ization. Dipolar species within the material are free to
move and orient themselves along the direction of the field,
and therefore they contribute to the total polarization.
However, when the frequency becomes too high, the dipoles
can no longer follow the oscillation of the field, and their
contribution vanishes. This relaxation causes the permit-
tivity e0 to decrease.

For heterogeneous samples like tissue additional
relaxation phenomena occur, leading to more complex
frequency dependence. In 1957, Schwan (10) defined three
prominent dispersion regions of relevance for bioimpe-
dance studies called a, b, and g, which is shown in
Fig. 5. The dispersions are generally found in all tissue,
although the time constant and the change in permittivity
De0 between the different regions may differ (9).

Briefly stated, the a-dispersion originates from the
cloud of counterions that are attracted by surface charges
of the cell membrane. The counterions can be moved by an
external electric field, thereby generating a dipole moment
and relaxation. The b-dispersion, which is also called
Maxwell–Wagner dispersion, is found in a window between
kilohertz and megahertz (kHz and MHz). It arises due to
the accumulation of charges at the interface between
hydrophobic cell membranes and electrolytic solutions.
Since the aqueous phase is a good conductor, whereas
the membrane is not, mobile charges accumulate and
charge up the membrane capacitor, thus, contributing to
polarization. When the frequency gets too high, the char-
ging is not complete, causing a loss of polarization. Finally,

the g-dispersion is due to the orientation polarization of
small molecules, predominantly water molecules.

Most IS measurements are performed at intermediate
frequencies in the regime of the b-dispersion. In this
frequency window, the passive electrical properties of
tissue are well described with the simple circuit shown
in Fig. 4 or by the Cole–Cole equation. The measurements
can be used to extract information about extra- and inter-
cellular resistance, and membrane capacitance. For exam-
ple, it has been shown that cells in liver tissue swell, when
the blood supply ceases off (ischemia) and that the swelling
of the cells can be monitored as an increase in the resis-
tance of the extracellular space Rext (11). Cell swelling
compresses the extracellular matrix around the cells,
and thereby narrows the ion pathway in this region. Based
on experiments like these, there is a good perspective and
prognosis that IS may serve as a routine monitoring tool for
tissue vitality even during the surgery.

APPLICATION: MONITORING OF ADHERENT CELLS
IN VITRO

The attachment and motility of anchorage dependent cell
cultures is conveniently studied using a microelectrode
setup. In this technique, cells are grown directly on a
surface containing two planar metal electrodes, one micro-
electrode and one much larger counter electrode. The cells
are cultured in normal tissue culture medium that serves
as the electrolyte.

When current flows between the two electrodes, the
current density, and the measured voltage drop, will be
much higher at the small electrode. Therefore the impe-
dance measurement will be dominated by the electrode
polarization of the small electrode Zel. Instead, no signifi-
cant polarization takes place at the larger counter elec-
trode and its contribution to the measured impedance may
be ignored. The electrode polarization impedance Zel acts
physically in series with the resistance of the solution Rsol.
Since the current density is high in a zone (the constric-
tional zone) proximal to the microelectrode, the electro-
lytic resistance will be dominated by the constriction
resistance Rc in this region (Fig. 6). The total measured
impedance may therefore be approximated by Z
Zel þ Rc

(4). If necessary, Rc may be determined from high fre-
quency measurements where the electrode resistance is
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Figure 5. Frequency-dependent permittivity e0 of tissue. The
permittivity spectrum e0(f) is characterized by three major
dispersions: a-, b-, and g-dispersion.



infinitely small, that is, ReðZelÞ! 0, and subtracted from
the measured impedance to determine the impedance of
the electrode–electrolyte interface.

When cells adhere on the small electrode, they constrain
the current flow from the interface, increasing the mea-
sured impedance. The changes mainly reflects the capaci-
tive nature of nonconducting lipid-bilayer membrane
surrounding the cells. The cell membranes cause the cur-
rent field to bend around the cells, much like if they were
microscopic insulating particles. It is possible to follow both
cell surface coverage and cell movements on the electrode,
and morphological changes caused by physiological/patho-
logical conditions and events may be detected. The tech-
nique may also be used to estimate cell membrane
capacitances, and barrier resistance in epithelial cell
sheets. In addition, the method is highly susceptible to
vertical displacements of the cell body on the electrode with
sensitivity in the nanometer range.

INSTRUMENTATION

The technique was introduced by Giaever and Keese in
1984 and referred to as Electrical Cell-Substrate Impe-
dance Sensing (ECIS) (12,13). The ECIS electrode array
consists of a microdisk electrode ð
 5 � 10�4 cm2Þ and a
reference electrode ð
 0:15 cm2Þ; depending on the cell type
to be studied, the recording disk electrode may contain a
population of 20–200 cells. The electrodes are made from
depositing gold film on a polycarbonate substrate over
which an insulating layer of photoresist is deposited and
delineated. A 1 V amplitude signal at fixed frequency (0.1–
100 kHz) is applied to the electrodes through a large
resistor to create a controlled current of 1mA, and the
corresponding voltage across the cell-covered electrodes

is measured by a lock-in amplifier, which allows amplifica-
tion of the relatively small signals. The amplifier is inter-
faced to a PC for data storage. The impedance is calculated
from the measured voltage displayed in real time on the
computer screen (Fig. 7). During the measurements the
sample is placed in an incubator at physiological condi-
tions.

The ECIS system is now commercially available, and
the electrode slides allow multiple experiments to be per-
formed at the same time (14). Some modifications to the
technique have been described, such as a two-chamber
sample well, which permit simultaneous monitoring on a
set of empty electrodes being exposed to the same solution
(15), platinized single-cell electrodes (15), and inclusion of a
voltage divider technique to monitor the impedance across
a range of frequencies (16). More recently, impedance
studies have been performed using other types of electrode
design. One approach has been to insert a perforated
silicon-membrane between two platinium electrodes, there
by allowing for two separate electrolytic solutions to exist
on either side of the membrane (17). The results obtained
with these techniques are generally identical to those
obtained by the ECIS system.

MODEL OF ELECTRODE–CELL INTERFACE

To interpret ECIS-based impedance data, a model of the
ECIS electrode–cell interface has been developed that
allows determination of (1) the distance between the ven-
tral cell surface and the substratum, (2) the barrier resis-
tance, and (3) the cell membrane capacitance of confluent
cell layers (18). The model treats the cells as disk shaped
objects with a radius rc that are separated an average
distance h from the substrate (Fig. 8). When cells cover
the electrode, the main part of the current will flow through
the thin layer of medium between the cell and the elec-
trode, and leave the cell sheet in the narrow spacing
between cells. However, the cell membrane, which is mod-
eled as a capacitor (an insulating layer separating the
conducting fluids of the solution and the cytosol) allows
a parallel current flow to pass through the cells. The minor
resistive component of the membrane impedance due to the
presence of ionic channels is ignored in the calculations. By
assuming that the electrode properties are not affected by
the presence of cells, a boundary-value model of the current
flow across the cell layer may be used to derive a relation
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between the specific impedance of a cell-covered electrode
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where I0; I1 are the modified Bessel functions of the first
kind of order zero and one, Rb and r are the specific barrier
resistance and resistivity of the solution, and Zm ¼
�2i=ðvCmÞ is the specific membrane impedance of the cells.
A parameter a ¼ rcðr=hÞ0:5 is introduced as an assessment
of the constraint of current flow under the cells. The
impedance spectrum of an empty electrode and a cell-
covered electrode is used to fit the three adjustable para-
meters ðRb;a;CmÞ.

The model outlined above has been further refined to
describe polar epithelial cell sheets, treating separately the
capacitance of the apical, basal, and lateral membranes
(19). Some applications of the model will be discussed in the
following sections.

MONITORING ATTACHMENT AND SPREADING

As a cell comes into contact with a solid surface, it forms
focal contacts, primarily mediated by transmembrane
proteins that anchor structural filaments in the cell
interior to proteins on the substrate. During this process,
the rounded cell spreads out and flattens on the surface,
greatly increasing its surface area in contact with the
electrode. The cell will also establish contacts with neigh-
boring cells through particular cell–cell junctions, such as
tight junctions, where strands of transmembrane proteins
sew neighboring cells together, and gap junctions formed by
clusters of intercellular channels, connecting the cytosol of
adjacent cells.

The attachment process is normally studied using sin-
gle-frequency measurements. Figure 9a and b show Bode

plots for ECIS data of an empty electrode and an electrode
with a confluent layer of epithelial MDCK cells. It is seen
that the presence of cells primarily affects the impedance
spectrum for intermediate frequencies between 1 and 100
kHz (Fig. 9a). At the highest frequencies, the two plots
approach a horizontal plateau that represents the ohmic
solution resistance between the working and the counter
electrode. Within the relevant frequency window, the
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Figure 8. Model of current flow paths. The impedance changes
associated with the presence of cells, arise in three different
regions: from current flow under the cells quantified by a, from
current flow in the narrow intercellular spacings causing the
barrier resistance Rb. In parallel, some current will pass
through the cell membranes giving rise to capacitive reactance Cm.

Figure 9. (a, b) Bode-diagrams of an ECIS electrode with
confluent MDCK cells and an empty electrode. (c) Plot showing
the division of the measured resistance of an ECIS electrode with
confluent MDCK cells with the corresponding values of the empty
electrode plotted versus log f.



phase-shift plot for the data of the cell-covered electrode
displays two extrema. At frequencies 
 200 Hz, the phase
shift w is closest to zero, indicating that the contribution of
the cells on the measured impedance is mainly resistive. At
higher frequencies, the effect of the cell layer becomes more
capacitive, and w starts approaching �908. The impedance
spectrum of the empty electrode displays a single disper-
sion related to double-layer capacitance at the electrode
interface.

The ideal measurement frequencies, where the presence
of cells is most pronounced, are determined by dividing the
impedance spectrum of a cell-covered electrode with the
spectrum of a naked electrode. The same can be done for
the resistance or capacitance spectrum, respectively. The
most sensitive frequency for resistance measurements is
typically found between 1 and 4 kHz (Fig. 9c), where the
ratio Rcell(f) / Rel(f) is at maximum. The capacitive con-
tribution peaks at much larger frequencies, typically on the
order of 40 kHz, so that capacitance measurements are
often performed at this higher frequency.

During the initial hours following the initial electrode–
cell contact, the monitored impedance undergoes a char-
acteristic steep increase. Once the spreading is complete,
the impedance continues to fluctuate, reflecting the con-
tinuous morphological activities of living cells, for example,
movements of cells on the electrode, either by local protru-
sions or directed movements of the entire cell body, or cell
divisions (Fig. 10). The signal characteristics of the impe-
dance during the spreading phase are generally found to be
distinct for different cell cultures, both in terms of the
duration of the initial gradient and its relative size in
comparison to the impedance recorded from a the naked
electrode (20). Also, characteristic impedance curves can be
obtained by coating the electrode with different proteins
(e.g., fibronectin, vitronectin) (21).

Simultaneous optical monitoring of a transparent ECIS
electrode has allowed systematic comparison of cell con-
fluence and measured impedance (22). Analysis of data
from subconfluent MDCK epithelial cultures revealed a
strong linear association between the two variables with
cross-correlation coefficients > 0.9; the correlation was
found to be equally strong in early and late cultures. This
result indicates that 
 80% of the variance in the measured

resistance (4 kHz) can be attributed to changes in cell
coverage area (Fig. 11). Moreover, it was possible to link
resistance variations to single-cell behavior during cell
attachment, including cell-division (temporary impedance
plateau) and membrane ruffling (impedance increase). The
measured cell confluence was compared to the theoretical
model (Eq. 9), neglecting the barrier resistance (i.e.,
Rb ¼ 0), and the calculated values were found to agree
well with the data (Fig. 12). Studies like these might pave
the way for standardized use of ECIS to quantify attach-
ment and spreading of cell cultures.

IMPEDANCE SPECTROSCOPY AS A TRANDUCER
IN CELL-BASED DRUG SCREENING

Another application of impedance spectroscopy with strong
physiological and medical relevance is its use as transducer
in ECIS-like experiments for cell-based drug screening
assays. Here, the impedance readout can be used to moni-
tor the response of cells upon exposure to a certain drug or a
drug mixture. In these bioelectric hybrid assays the cells
serve as the sensory elements and they determine the
specificity of the screening assay while the electrodes are
used as transducer to make the cell behavior observable. In
the following example, endothelial cells isolated from
bovine aorta (BAEC ¼ bovine aortic endothelial cells) were
grown to confluence on gold-film electrodes since they
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Figure 10. Attachment assay of BSC and NRK fibroblastic cells
followed for an interval of 15 h. The graph shows the measured
resistance (4 kHz) as function of time; the spreading phase is
indicated with arrows.

Figure 11. Correlation between resistance and cell coverage. The
normalized resistance (4 kHz) versus time (upper panel), and the
electrode coverage versus time (lower panel) during the same time
interval. The measurement was started 32 h after the cells had
been seeded out; the cross-correlation factor was r ¼ 0.94.



express cell-surface receptors (b-adrenoceptors) that are
specific for adrenalin and derivatives (23,24). These b-
adrenoceptors belong to the huge family of G-protein
coupled receptors (GPCR) that are of great pharmaceutical
relevance and impact. By measuring the electrical impe-
dance of the cell-covered electrode, the stimulation of the
cells by the synthetic adrenaline analogue isoprenaline
(ISO) can be followed noninvasively in real time without
any need to apply costly reagents or to sacrifice the culture
(25). Experimentally, the most sensitive frequency for
time-resolved impedance measurements is first deter-
mined from a complete impedance spectrum along an
extended frequency range as depicted in Fig. 13. The figure
compares the impedance spectrum of a circular gold-film
electrode (d ¼ 2 mm) with and without a confluent mono-
layer of BAECs. The contribution of the cell layer to the
total impedance of the system is most pronounced at
frequencies close to 10 kHz, which is, thus, the most
sensitive sampling frequency for this particular system.
It is noteworthy that the most sensitive frequency may

change with the electrode size and the individual electrical
properties of the cells under study.

Figure 14a traces the time course of the impedance
magnitude at a frequency of 10 kHz when confluent BAEC
monolayers were either challenged with 10 mM ISO or a
vehicle control solution at the time indicated by the arrow.
The exchange of fluids produces a transient rise of the
impedance by 10–20 V that is not caused by any cellular
response, but mirrors the reduced fluid height within the
measuring chamber. As expected, no response of the cells is
seen in the control experiment. The cell population exposed
to 10 mM of ISO shows a significant increase in electrical
impedance that goes through a maximum 10 min after ISO
application, and then slowly declines. The reason for the
increase in impedance as observed after ISO stimulation is
similar to what has been described for three-dimensional
(3D) tissues above. The adrenaline derivative induces a
relaxation of the cytoskeleton that in turn makes the cells
flat out a bit more. As a consequence the extracellular space
between adjacent cells narrows and increases the impe-
dance of the cell layer. Note that the time resolution in
these measurements is 
 1 s so that even much faster cell
responses than the one studied here can be monitored in
real time. Moreover, no labeled probe had to be applied and
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Figure 12. Theoretical prediction of cell coverage. Theoretical
curve of normalized resistance plotted as function of cell coverage
on the electrode. Normalized resistance and corresponding cell
density are shown for four different registrations with circles.
Time points indicate when the recordings were initiated with
respect to the start of the culture; each circle corresponds to
average values for 15 min time intervals.

Figure 13. Frequency-dependent impedance magnitude for a
planar gold-film electrode (d ¼ 2 mm) with and without a
confluent monolayer of BAEC directly growing on the electrode
surface. The difference in impedance magnitude is maximum at a
frequency of 10 kHz.

Figure 14. (a) Time course of the impedance magnitude at a
sampling frequency of 10 kHz when a confluent monolayer of
BAECs is exposed to 10 mM ISO or a corresponding vehicle
control. (b) Dose-response relationship between the increase of
impedance magnitude DZ and the concentration of isoproterenol
applied. Quantitative analysis reveals an EC50 of 0.3 mM similar to
the binding constant of ISO to b-adrenoceptors.



the sensing voltages used for the measurement (U0 ¼ 10
mV) are clearly noninvasive.

From varying the ISO concentration, a dose-response
relationship (Fig. 14b) can be established which is similar
to those derived from binding studies using radiolabeled
ligands. Fitting a dose-response transfer function to the
recorded data returns the concentration of half-maximum
efficiency EC50 as (0.3 � 0.1) mM, which is in close agree-
ment to the binding constant of ISO to b-adrenoceptors on
the BAEC surface as determined from binding assays with
radiolabeled analogs (23).

These kind of electrochemical impedance measure-
ments are also used to screen for potent inhibitors of
cell-surface receptors. Staying with the example discussed
in the preceding paragraph, the blocking effect of Alpre-
nolol (ALP), a competitive inhibitor of b-adrenoceptors
(b-blocker), is demonstrated. Preincubation of BAEC with
ALP blocks the stimulating activity of ISO, as shown in
Fig. 15. The figure compares the time course of the impe-
dance magnitude at a frequency of 10 kHz when BAEC
monolayers were stimulated with 1 mM ISO either in
absence of the b-blocker (a) or after preincubation (b).

When the cell layers were incubated with 10 mM ALP prior
to the addition of 1 mM ISO, the cells do not show any ISO
response indicating that a 10-fold increase of ALP was
sufficient to block activation of the receptors. To prove that
the cells were not compromised in any way during these
experiments the same signal transduction cascade was
triggered via a receptor-independent way at the end of
each experiment. This can be easily done by application of
FOR, a membrane permeable drug that intracellularly
activates the same enzyme that is triggered by ISO binding
to the receptor. Forskolin stimulation of those cells that
had been blocked with ALP earlier in the experiment
induces a strong increase of electrical impedance indicat-
ing that the intracellular transduction pathways are func-
tional (Fig. 15b).

Besides screening for the activity of drugs in cell-based
assays, these kind of measurements are also used to check
for unspecific side effects of the compounds of interest on
cell physiology. Dosage of ALP and many of its fellow b-
blockers has to be adjusted with great care since these
lipophilic compounds are known to integrate nonspecifi-
cally into the plasma membrane. As shown in Fig. 15b,
application of 10 mM ALP does not show any measurable
side effects. Using ALP in concentrations of 100 mM induces
a transient but very pronounced reduction of the electrical
impedance (Fig. 16). This decrease in impedance may be the
result of the interaction of ALP with the plasma membrane
or an induced contraction of the cell bodies.

The preceding examples showed that impedance mea-
surements of cell-covered gold electrodes in which the cells
serve as sensory elements can be used in screening assays
for pharmaceutical compounds, but also for cytotoxicity
screening. The interested reader is referred to Ref. 26
and 27.

SUMMARY AND OUTLOOK

Impedance spectroscopy is a general technique with impor-
tant applications in biomedical research and medical
diagnostic practice. Many new applications are currently
under investigation and development. The potential of the
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Figure 15. (a) Time course of the impedance magnitude at a
sampling frequency of 10 kHz, when confluent BAEC are
exposed to 1 mM ISO. (b) Time course of the impedance
magnitude of a confluent monolayer of BAECs upon sequential
exposure to 10mM of the b-blocker ALP and 1mM ISO 20 min later.
The b-adrenergic impedance increase is omitted by the b-blocker.
Intactness of the signal transduction cascade is verified by
addition of forskolin (FOR), a receptor independent activator of
this signal transduction pathway.

Figure 16. Time course of the impedance magnitude at a
sampling frequency of 10 kHz when a confluent BAEC
monolayer is exposed to an over dose of the b-blocker alprenolol
(100 mM ALP). Addition of ALP is indicated by the arrow.



technique is obviously great, since it is noninvasive, easily
applied, and allows on-line monitoring, while requiring
low cost instrumentation. However, there are also diffi-
culties and obstacles related to the use of IS. Foremost,
there is no separate access to the individual processes and
components of the biological system, only the total impe-
dance is measured, and this signal must be interpreted by
some chosen model. There are many fundamental issues
yet to be solved, both connected with understanding the
origin of bioimpedance, methodological problems with
finding standardized ways of comparing different sam-
ples, as well as technical issues connected with the equip-
ment used to probe bioimpedance.

Prospective future in vivo applications include quanti-
fication of ischemia damage during cardiac surgery (28)
and organ transplantation (29), as well as graft rejection
monitoring (30). Impedance spectroscopy are also used
for tissue characterization, and recently a device for
breast cancer screening became commercially available.
Multifrequency electrical impedance tomography (EIT)
performing spatially resolved IS is a potential candidate
for diagnostic imaging devices (31), but due to poor resolu-
tion power compared to conventional methods like MR,
only few clinical applications are described.

The use of impedimetric biosensor techniques for in
vitro monitoring of cell and tissue culture is promising.
With these methods, high sensitivity measurements of cell
reactions in response to various stimuli have been realized,
and monitoring of physiological–pathological events is
possible without use of marker substances. The potential
applications cover pharmaceutical screening, monitoring
of toxic agents, and functional monitoring of food additives.
Microelectrode-based IS is interesting also for scientific
reasons since it allows studying the interface between cells
and technical transducers and supports the development of
implants and new sensor devices (32).

Finally, affinity-based impedimetric biosensors repre-
sent an interesting and active research field (33) with
many potential applications, for example, immunosensors
monitoring impedance changes in response to antibody–
antigen reactions taking place on electrode surfaces.
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INCUBATORS, INFANTS

ROBERT WHITE
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INTRODUCTION

Providing newborn infants with appropriate thermal pro-
tection is known to improve their growth rates (1–3),
resistance to disease (4,5) and survival (6–11). Keeping
premature, sick, or otherwise high risk babies warm is
particularly critical and, when their care precludes cover-
ing them with protective swaddling clothing, especially
difficult. Incubators are devices used during the care of
such high-risk infants and are designed with the intent of
producing environmental conditions that are consistently
suitable to each unique infant’s particular needs. There are
many different kinds of incubators that differ in detail in
the way they are constructed, heated, and controlled
(12–16). All provide a mattress for the infant to lie upon,
surrounded by a warmed microclimate that is controlled by
a logical system governing the amount of heat needed to
keep the environmental temperature within a limited
range. In some incubators, this microclimate is produced
within a rigid walled chamber; such devices are called
closed incubators. When they are heated by using a fan
to force air over a metallic heating coil prior to its entry into
the infant’s chamber, these closed incubators are also
called forced convection incubators. There also are open
incubators; those have no walls and, therefore, no chamber
surrounding the mattress. There is nothing delimiting the
convective environment in an open device, so they need to
be heated by using a radiant warmer directed to the
mattress area. These devices, therefore, are commonly
called open radiant incubators, radiant warmer beds, or
radiant heaters.

Each of these types of incubators provides certain
unique advantages. The convectively heated incubator

provides a caretaker with a far easier method for control-
ling the humidification of the infant’s microclimate, when
compared to the open radiant warmer bed. Therefore, a
baby under an open radiant heater loses more body fluid
than does an infant within a closed convectively heated
chamber (17). But conversely, a baby in an open incubator,
while more complicated to care for in terms of medical
fluids administration, is physically more accessible in
terms of other kinds of care that sometimes are equally
important to the well being of sick babies. Current ‘‘top of
the line’’ incubators incorporate the advantages of both
types, utilizing a radiant warmer bed with a removable
enclosure that allows full physical access to the infant
when the incubator is operated in the radiant heater mode,
and better control of humidification and noise when the
enclosure is placed around the baby and operated in the
convectively heated mode.

An incubator, in many respects, is just a very little
house sized to fit the space and functional requirements
of an infant occupant. As choices must be made when
conditioning the environment in any house, different
options must be considered when designing the climate
control system in an incubator. In the following review,
some of these considerations will be explained from the
perspective of how environmental manipulators affect
newborn infants who are not just little human adults,
but also developing individuals with special physical,
physiologic, metabolic, and neurological capabilities
and limitations that make them unique. In great measure
incubator manufacturers have been successful in translat-
ing present day knowledge of babies and their special needs
into technical solutions that make today’s incubators
remarkably functional. But any infant caretaker or incu-
bator manufacturer can attest to the limitations of today’s
devices which, as they are approximate to our present
scientific knowledge and the existing level of technology,
are flawed by our considerable remnant ignorance and the
failure of existing technology to meet certain imperative
needs already known.

HISTORY

It is ancient knowledge that infants who are allowed to get
cold have a greater chance of dying than do infants kept
warm. Prior to the nineteenth century, keeping small
babies warm meant swaddling with multiple layers of
cloth, providing body contact with the mother, or place-
ment of the infant near a warm, roaring fireplace. Such
classic thermal care served lusty, healthy babies well, but
was inadequate to provide for the special needs of prema-
ture or otherwise enfeebled newborns. These special needs
were not met because, until the last century, there was
almost no recognizable major medical or social commit-
ment toward enhancing the survival of babies born pre-
maturely. The infant mortality rate was high and accepted.
However, in response to various politicosocial events that
occurred in the late 1700s and early 1800s, the value of
improving premature infant survival increased, stimulat-
ing the development of special incubators in which to care
for these fragile, newly valued babies.
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The first serious attempt to improve on the thermal
protection provided newborns was reflected in a warming
tub developed in 1835 by Johann Georg von Ruehl
(1769–1846) in Russia (Fig. 1). The von Ruehl tub was
simply a double-walled sheet-iron open cradle that was
kept warm by filling the space between the walls with
warm water. Variations on von Ruehl’s design were sub-
sequently developed throughout Europe, and this type of
primitive open incubator remained a standard device for
care until 1878.

Although the von Ruehl device must be recognized as a
developmental milestone, to be truly accurate, the devel-
opmental history of modern infant incubators must be
traced back centuries to Egypt where the artificial incuba-
tion of eggs was refined and remained a closely guarded
secret and uniquely Egyptian profession. Not until 1799
were these secrets introduced into Europe by members
of Napoleon’s expedition. Professor Stephane Tarnier
(1828–1897) of the Paris Maternity Hospital in 1878 saw
a chicken incubator at the Paris Zoo. The incubator, based
on old Egyptian designs, had been constructed by Odile
Martin. Dr. Tarnier perceived how such a device, with
modifications, could be used to keep premature infants
warm. Odile Martin subsequently built the first approx-
imation of the modern enclosed infant incubator initially
used at the Paris Maternity Hospital in 1880 (Fig. 2)

The Tarnier incubator was simple in its design. The
infant lay in the upper chamber of a two-chambered
double-walled box insulated to slow the loss of heat. The
infant chamber was topped with a removable cover through
which the infant could be observed while remaining pro-
tected from cooling room drafts. The heating of the upper
chamber was achieved by warming a large supply of water
contained in the lower chamber of the incubator. The water
was heated by an alcohol or gas lamp thermosyphon that
was external to the incubator chambers and connected by
piping that allowed convection driven water flow between
the heater and the water reservoir. Cool room air freely
flowed into the lower warming chamber where the air
picked up heat from the surface of the warm water reser-
voir and then, by natural convection, rose to enter and
warm the upper chamber containing the infant.

The Tarnier incubator was neither elegant nor efficient,
and even when within the device, infants needed the extra

protection of swaddling blankets. It did, however, reflect
the technology of its day and, in the climate of a new
commitment toward the study and welfare of feeble
infants, stimulated others to refine the basic Tarnier
design to correct deficiencies discovered through acquired
practical experience with the incubator in clinical settings.
The historical progression in this development has been
illuminated by Dr. Thomas Cone, and the reader is referred
to Dr. Cone’s excellent treatise for a more detailed descrip-
tion of the many design variations introduced and tested
along this early path leading to today’s equipment (18).

The modernization of incubators has not only led to
marked improvement in the thermal protection provided
infants, but it also has been pivotal in increasing our
knowledge of diseases unique to newborn babies. In turn,
each increment of knowledge has required manufacturers
to modify incubators in order to provide solutions to
problems the new scientific discovery imposed. For exam-
ple, when electric fans became available and forced air
convection systems were developed, incubator heating
became so improved that infants for the first time could
be undressed during care. This along with the use of new
transparent plastics in the construction of incubator walls
allowed clinicians to make observations that led to detailed
descriptions of illnesses about which little was known
when infants were hidden within the predominately opa-
que wooden and metal chambers of the past. But while the
employment of clear plastic in incubator construction
enhanced the ability to observe infants, its poor insulating
qualities made the task of maintaining the incubator
chamber in a warm and stable state more difficult. And
as improved visibility led to new lifesaving therapies, such
as the administration of intravenous fluids, the use of
respirators in care, and the development of new diagnostic
procedures and surgical interventions, the transparent
plastic walls that provided caretakers with visual access
to sick babies during these therapeutic processes also
served as impediments. Incubators had to be modified so
that catheters, tubes, and wires could be connected to an
infant’s body. Increasing numbers of access holes were
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Figure 1. von Ruehl warming tub (1835). Reprinted with per-
mission from T. E. Cone, Jr., History of the Care and Feeding of the
Premature Infant, Boston, MA: Little, Brown, 1985.

Figure 2. Tarnier incubator (1880). Reprinted with permission
from T. E. Cone, Jr., History of the Care and Feeding of the
Premature Infant, Boston, MA: Little, Brown, 1985.



drilled through the walls of the incubator to provide portals
of entry for these therapeutic tools, but the new fenestra-
tions also produced new exits for life-sustaining heat. More
modifications were needed and, as each problem was
solved, a new dilemma emerged.

Even today, infant caretakers and incubator manufac-
turers continue to struggle with these and other problems
contributing to the strengths and weaknesses in incubator
devices. In this article, the physiologic, clinical, and tech-
nical factors leading to the design of existing incubators
will be outlined further and some of the limitations of
incubators explained in greater detail. Throughout, we
hope that it remains clear that incubator development is
an ongoing process requiring frequent and critical review
of existing methods to assure that the thermal protection
being provided is still appropriate during the delivery of
other and especially newer forms of care also deemed
necessary to a baby’s well being. The ideal incubator of
tomorrow is one that neither impedes care nor can itself,
when providing thermal protection, be impeded by other
forms of care. This has always been and remains the major
challenge to health care providers and engineers com-
mitted to incubator development.

FACTORS CONSIDERED IN INCUBATOR DESIGN

Physiological Heat Balance

Even though some controversy exists concerning the exact
definition of the body temperature limits within which a
newborn’s body functions optimally, in general, any tem-
perature between 35.5 and 37.5 8C is probably within that
normal range and can be referenced to published data
available on the subject. Body temperature is determined
by the balance between the heat produced within and lost
from the body tissues. In order to design or even under-
stand the design and limitations of modern incubators, a
knowledge of these basic factors is required to provide the
context for how infants differ from adults in their thermo-
regulatory capabilities.

Heat Production

All animals, including human babies, produce body heat as
a by-product of the biochemical processes that sustain life.
The basic amount of heat produced by a newborn infant is

1.5–2 W	kg�1. During the first weeks of life, this minimal
rate of heat production is both weight and age related, with
smaller and younger babies capable of producing less heat
than larger and older infants (19–23).

In addition to this basic capacity, most healthy babies
have the capability to generate additional heat to a
maximum production rate of 
4.5–5 W	kg�1 (21–23). This
additional heat-producing capacity is often called upon for
protective purposes, as, for example, when the infant is
challenged to fight off infection or when stressed by situa-
tions that cause an exorbitant amount of heat to be lost
from the body. The capability to increase the amount of
heat produced to replace body heat losses is called home-
othermy. In contrast to homeotherms, some creatures,
such as lizards, reptiles, and fish, are poikilotherms that

do not produce more heat when cooled, but actually
decrease their metabolic rates when exposed to cold.

When considering thermoregulatory problems asso-
ciated with newborn care, both homeothermy and poi-
kilothermy must be understood, because under some
circumstances, it is possible for a homeothermic animal
to behave like a poikilotherm. Sometimes during the med-
ical care of humans this possibility is used to a patient’s
benefit; for example, during some heart operations patients
are given drugs that prevent their nervous systems from
responding to the cold. In this circumstance, it is desirable
to slow the body’s metabolic rate, which can be achieved by
cooling the drug treated patient who, by intent, has been
changed to a temporary poikilotherm.

At times, a homeotherm may revert temporarily to a
poikilothermic state. This is particularly common in imma-
ture or very sick newborns, and especially those with
neurologic damage (24) or with breathing problems that
lead to inadequate blood and tissue oxygen levels (25,26).
Poikilothermy in a newborn can also occur because of drugs
administered to a mother in labor with subsequent pla-
cental transport of those drugs to the infant (27).

In spite of their occasional reversion to poikilothermy, it
nonetheless is commonly advised that newborns should be
thought of as homeotherms and protected from environ-
ments that would unduly stimulate homeothermic tenden-
cies. This is because homeotherms increase heat
production by increasing metabolic work which can cause
excess utilization of finite fat, sugar, and protein stores
needed to sustain other vital body functions and to meet
growth and developmental milestones. Moreover, extra
metabolic work produces more than just extra heat; acidic
and other metabolic by-products produced at the same time
can cause severe imbalances in the body’s critical acid–base
balance (4). As a consequence of the self-protective reaction
to cold stress a newborn may, therefore, be faced with an
equally life-threatening biochemical stress (Fig. 3).

It has been suggested that one reason cold-exposed
infants have higher mortality rates is that they become
metabolically exhausted and incapable, in part because of
the consequent acidosis, to fight off the stresses placed on
their bodies by other threatening events. But problems can
arise when attempts are made to provide infants with
protection from cold stress, since it is unclear how to be
sure that a given environment minimizes the infant’s
metabolic efforts to maintain homeothermy. Theoretically,
this could be achieved by measuring the infant’s metabolic
rate continuously and making adjustments in the environ-
mental supports whenever the infant’s rate of metabolism
changed, but measurement of heat production by a new-
born is very difficult in the clinical setting.

In any case, few infant caretakers would consider the
infant’s metabolic rate as the only measure of success when
providing a baby with thermal protection. The infant’s
actual body temperature is also considered important
(21) and it is well known that metabolic rate is only one
factor contributing to the body temperature measured.
Body temperature also is influenced by the rate at which
heat is lost from the body and, if one wishes to produce a
device that contributes to the maintenance of an infant’s
body temperature, it is necessary, by virtue of its balancing
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effect on the final body temperature achieved, to under-
stand how heat loss occurs in newborns.

Heat Loss

In the final analysis, incubators actually protect infants
only by modifying the factors that contribute to heat loss
via the well-known conductive, convective, radiant, and
evaporative mechanisms.

The flow of heat occurs only when there is a difference in
the temperatures of adjacent structures. Heat can only be
lost by a warmer object to a cooler one. Conductive heat
losses occur when an infant comes in physical contact with
a cooler solid surface. A baby loses heat by conduction to a
cooler mattress, blanket, diaper, or other clothing.
Convective losses are similar to, but independent of, con-
ductive losses and occur when a baby is exposed to air
currents that are cooler than the infant. Convective losses
are influenced not only by temperature differences, but
also by the wind chill factor determined by speed at which
the air is flowing. In a practical sense, this means that if an
incubator has a fan as part of a forced convection heating
system, air movement produced by the fan can cause a
cooling effect in excess that which would occur if air at the
same temperature was still.

Heat loss in infants also occurs by radiation in the
infrared (IR) spectrum to cooler solid objects surrounding,
but not in contact with their skin. The incubator and room
walls, windows, and furniture all contribute to heat loss via
radiant mechanisms. Finally, evaporative heat losses occur

as infants transpire water from their skin into the sur-
rounding environment. They can also lose heat by evapora-
tion as residual amniotic fluid or bath water dries from
their skin and hair, and they lose heat from their lungs as
they exhale warm humid air.

Gross estimates of the magnitude of heat loss can be
calculated by physical heat-transfer equations for each
mechanism. The reader is referred to thermal transfer
books for the details of these mechanisms, but examination
of these equations here in a simplified form is a useful way
to discover some of the special features that influence heat
transfer as applied to newborn care.

All nonevaporative heat losses are quantitatively pro-
portional to the magnitude of the temperature difference
between the warmer object (To) losing heat and the cooler
environmental feature (Te) that will receive the heat in
transfer:

Heat loss ¼/ ðT0 � TeÞ

This equation becomes equality by adding to it an object
specific constant called a thermal transfer coefficient (k):

Heat loss ¼ kðT0 � TeÞ

Different materials at the same temperature lose heat
at different rates when exposed at the same thermal envir-
onment; for example, a block of wood has a lower thermal
transfer coefficient than a block of steel. Newborn infants
have higher thermal transfer coefficients than do adults
and therefore lose body heat more rapidly than adults
when exposed to any environment that is cooler than body
temperature, so in a room temperature that feels comfor-
table to an adult, a newborn can get cold.

It must be emphasized that the heat loss equation as
written above is grossly simplified and omits numerous
other factors important to actual heat exchange. A more
accurate equation would have to include a factor account-
ing for the infant’s exposed surface area, which is a quan-
tity that changes with changes in an infant’s position and is
modified if the infant is swaddled in blankets, wears a
diaper, booties, hat, or, if in the course of surgical care, has
a bandage applied. The equation as simplified particularly
fails to reflect the true degree of complexity describing the
thermal relationship between an infant’s skin and the
radiant surfaces of a room or incubator. The relationship
is modified, for example, by complex factors describing the
exact path and distance traveled by infrared (IR) waves in
their transfer from object to object.

Radiant heat loss is also modified by the emissivities of
the objects exchanging energy. Like black carbon, an
infant’s skin, no matter what its actual color, is presumed
to have an emissivity of 1, which means it absorbs and
emits IR rays perfectly and completely. The emissivities of
the materials used in incubator manufacture or in nursery
wall coverings also modify the amount of radiant exchange
occurring with the infant’s radiant surface. The emissiv-
ities of these objects become particularly important in an
incubator chamber in which the surface area of the interior
walls surrounds the exposed surface area of the infant’s
radiating skin.

The following equation, although still simplified, pro-
vides a better approximation of expected radiant losses (Hr)
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Figure 3. Schematic of homeothermy in newborns. On sensing
loss of body heat, the infant minimizes heat loss from the skin by
vasoconstricting blood vessels, changing body positions, and
increasing metabolic rate. The increase in metabolism can
produce acidosis and depletion of energy substrate stores.
Reproduced by permission from P. H. Perlstein, ‘‘Routine and
special care–Physical environment.’’ In A. A. Fanaroff and R. J.
Martin (Eds.), Behrman’s Neonatal-Perinatal Medicine, 3rd ed.,
St. Louis, MO: C. V. Mosby Co., 1983.



from an infant in an incubator (28). In this equation, Ab is
the exposed surface area of the infant, Ar is the area of the
walls surrounding the infant, Es is the emissivity of
the infant’s skin, and Er is the emissivity of the walls.
The symbol o is the Stefan–Boltzmann constant, 5.67 �
10�8 W�1	m�2	K�4. When using this equation, tempera-
tures are expressed in kelvin and the heat loss in watts.

Hr ¼ Ab
1

Es
þ Ab

Ar

1

Er
� 1

� 	� ��1

sðT4
s � T4

r Þ

Radiant exchange relationships are so variable because
of differences between infants and different incubator
environments that, even using this more complex equation,
only poor and static quantitative approximation of actual
radiant flux can be made in clinical settings. This proves to
be a practical problem when considering incubator designs,
since it has been documented that in many situations
radiant losses can account for >60% of the total heat loss
from an infant (29).

Evaporative heat losses are not specifically related to
temperature difference and occur instead because of differ-
ences that exist between the partial pressures of water in
the boundary layer of air next to the infant’s skin and that
in the environment beyond the boundary layer limits.

Evap loss ¼ Kðpartial pressure skin

� partial pressure airÞðaresÞ
Partial pressures are not the same as relative humid-

ities, so even in an environment at 100% relative humidity,
an infant can lose water and heat if the skin surface is
warmer than the environment. For each milliliter of fluid
lost from the body,
580 g	cal (2.4 kJ) of heat are lost in the
vaporization process. This route of heat loss accounts for

25% of the total heat loss when an infant is dry. When
lying unclothed on an open bed heated only by a radiant
heater, up to 300 mL�1	kg�1	day�1 of fluid can be lost by
evaporation from the skin of very immature infants in the
first days of life. In an enclosed incubator that is poorly
humidified, up to 150 mL�1	kg�1	day�1 of water can be lost
by this mechanism in very immature infants. Following
birth when the infant is wet with amniotic fluid, or follow-
ing a bath, this can become the predominant route of heat
loss (30–34,34).

Environmental Temperature

It should be obvious from the previous discussion that since
conduction, convection, radiation, and evaporation are
each relatively independent mechanisms, no single mea-
surable quantity can be used to calculate their combined
contribution to heat loss. Air temperature, for example, can
be used to estimate only the convective component of heat
loss from a baby, while measurements of incubator inside
wall temperatures can only be helpful in determining
approximate losses due to radiation. This means that if
the incubator walls are cold, a baby in an incubator can lose
heat even if the air temperature is warmer than the infant.
The only feature necessary for this to be true is for radiant
losses to be higher than convective heat gains.

Environmental temperature, although frequently used
loosely to describe any ambient thermal value, must be

understood to be a specific reference to the combination of
temperatures actually experienced by an infant in thermal
exchange relationships via multiple mechanisms. Unfortu-
nately, few guidelines exist at present to help caretakers
know the true environmental temperature for an infant
within an incubator in a clinical setting. When certain
conditions are met, however, some of the guidelines seem
to be useful. Dr. Hey, for example, determined that in a
well-humidified enclosed convectively heated incubator
with single-layer Plexiglas walls, the environmental tem-
perature perceived by a contained infant is 
1 8C lower
than the measured midincubator chamber air temperature
for every 7 8C difference that exists between the incubator
air temperature and the air temperature of the room
within which the incubator stands (35).

Heat Transfer within the Body

Since the skin of the newborn is the major heat-losing
surface in exchange with the environment, mechanisms
by which heat transfers from interior tissues to the skin
play an important part in the heat loss process. The rate at
which internally produced heat is transferred from the
body core temperature TB through body tissues to the outer
body skin surface at temperatures Ts is computed using the
following equation:

Heat transfer ¼ CðTB � TsÞ

Where C is an individual’s specific thermal conductance
coefficient, which is affected by the absolute thickness and
character of the skin, subcutaneous fat, and other subcu-
taneous tissue, and by the blood flow rate from the body
core to its surface. Obviously, babies are smaller and have
thinner body coverings than do adults, and, therefore, as
they lose heat more rapidly from their surfaces than do
adults, they also transfer heat more rapidly to their sur-
faces from their internal heat-producing organs. In addi-
tion, an infant’s blood vessels are relatively close to the
body surface. Since the vascularity of a particular body
surface determines the rate at which blood will shunt core
heat around intervening insulating tissues to the skin
surface, such shunting contributes heavily to the high
thermal conductance of a baby.

Heat can also be lost rapidly from an infant’s body core
via the respiratory system. This route of loss is of relatively
minor significance in a healthy and spontaneous breathing
infant, but in a baby who is ill and especially one being
mechanically assisted by a respirator, this can become the
major route by which body heat is lost or gained. Body heat
transferred by this route is dependent on the infant’s
temperature, breathing rate, the flow rate and tempera-
ture of gases reaching the lungs, and the water content of
the gas delivered to the airway. If temperatures and humi-
dification are not properly monitored and controlled, the
heat losses from the respiratory passages can be so great
that they exceed the capacity of the incubator heater.

The Concept of a Neutral Thermal Environment

Theoretically and as demonstrated by several authors
(21,36,37), it is possible for a competent homeothermic
baby to have a body temperature that is below the normal
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range at a time when the measured metabolic rate of the
infant is at a minimal unstimulated level. For example,
Brück (36) documented that during a period of cooling
associated with a falling environmental temperature, an
infant’s metabolic rate and heat production increased, but,
as soon as the cooling environment was caused to reheat,
the infant’s metabolic rate decreased to minimal heat-
producing levels, and this decrease occurred even before
the infant’s cooled body temperature returned to normal.
This was confirmed by Adamsons et al. (21) and again in
the study by Grausz (37).

The study by Adamsons et al. in particular provided
some insight into why homeothermic reactions are not
predicted only by examination of static body temperatures.
In this study, the metabolic rates of infants in various
thermal environments were determined and correlations
computed to determine the relative value of measuring
only rectal temperature, skin temperature, or environ-
mental temperature, or only the difference between the
skin and environmental temperatures, in reliably predict-
ing what the infant’s metabolic rates actually were at the
time the temperature measurements were made. The
study determined that no correlation existed between rec-
tal temperature and metabolic rate, a slightly better cor-
relation existed between environmental temperature and
metabolic rates, a still better correlation with skin tem-
perature existed, and an almost perfect correlation was
demonstrated between metabolic rate and the difference
between skin and incubator environmental temperatures
(Fig. 4). These results can be understood by recalling that
when body temperature is stable, heat production or meta-
bolic rate must be equal to the rate of heat loss from the
infant. If this balance does not exist, the infant will get
either warmer or cooler, depending on the direction of the
imbalance. So if heat production equals heat loss and heat
loss is proportional only to the difference between the
magnitude of the skin and environmental temperatures
and not to the magnitudes themselves, it follows that heat
production must also be related to the same temperature
difference and, similarly, should be relatively independent
of any single absolute temperature value.

These discoveries led to an approximate definition of
what might constitute an optimal thermal environment in
which to raise small infants. This environment is called a
neutral thermal environment, referring to that set of ther-
mal conditions existing when an infant is in a minimal
metabolic state and has a body temperature that is within a
normal range.

From the previous discussion, it might seem reasonable
that to provide an infant with a neutral thermal environ-
ment it is necessary then only to establish skin-to-envir-
onment temperature gradients documented in various
published studies to be associated with minimal metabolic
rates in infants with normal temperature. Unfortunately,
such references can provide only very rough guidelines,
since any one infant can achieve different minimal rates of
metabolism at different times and, if body temperature is to
be kept stable, each change in this minimal achievable heat
production rate must be balanced with a change in the
amount of heat loss allowed. When the minimal heat
production increases, the skin environmental temperature

difference needs to be increased, and when the minimal
heat production falls, the gradient needs to be decreased.
Although concepts such as the neutral thermal environ-
ment can be discussed using static equations, it must be
remembered that they actually are used only in dynamic
settings.

In any case, it is very difficult to provide an infant with
truly neutral thermal conditions and becomes practically
impossible in some common situations, such as when head
hoods or other auxiliary gas delivery devices are used
during care. Head hoods are small plastic boxes or tents
made to enclose the infant’s head when resting on a mat-
tress. The hoods are used to deliver and control the con-
centration of humidified oxygen to the infant. Since the
head of an infant can represent 20% of the infant’s body
surface, a significant amount of body heat can be lost if the
head if the head hood temperature is not carefully con-
trolled. Even if the temperature is controlled by prewarm-
ing the oxygen prior to its delivery into the head hood, the
infant can lose heat if the gas is delivered at a flow rate that
produces an excessive wind chill component to the convec-
tive heat flux. It also has been documented that even when
total body heat losses are less than usually needed to
stimulate a homeothermic response, any local cooling of
facial skin tissue can stimulate a baby to become hyper-
metabolic (36,38).
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Figure 4. Metabolic rate expressed as oxygen consumption (Vo2)
as correlated with rectal temperatures, skin temperature,
incubator environmental temperature, or the difference between
the skin and environmental temperature (DTs–e). Reproduced by
permission from P. H. Perlstein, ‘‘Routine and special care—
Physical environment.’’ In A. A. Fanaroff and R. J. Martin
(Eds.), Behrman’s Neonatal-Perinatal Medicine, 3rd ed., St.
Louis, MO: C. V. Mosby Co., 1983. Adapted from Adamsons
et al. (21).



Since no studies have been published to provide guide-
lines for establishing neutral thermal conditions in an
incubator containing auxiliary sources of heating and cool-
ing, and because such sources are very commonly used
during infant care, no incubator manufacturer can guar-
antee, when an auxiliary devices are used, that such con-
ditions can be produced by any incubator on the market
today. As a corollary, unless both body temperatures and
infant metabolic rates are continuously monitored, infant
caretakers and medical researchers are similarly con-
strained from claiming precision in their delivery of con-
tinuous and certifiable thermal protection that is
consistent with the concept of thermoneutrality.

Before we leave this subject, it should also be noted that
a significant number of knowledgeable baby care specia-
lists disagree with the idea that a neutral thermal envir-
onment represents an optimal goal for incubator control.
Their arguments are numerous, but most often include the
irrefutable fact that no one has ever documented scienti-
fically that such protection is really beneficial. They also
cite the studies by Glass et al. (2,3) in which it was
documented that babies tend to lose their very important
self-protective ability to react as homeotherms if not
exposed to periodic cold stresses. This means that one price
paid by an infant raised in a neutral thermal environment
is adaptation to that environment and, much as a pro-
longed stay in the tropics diminishes an adult’s capacity to
tolerate the northern winters, a baby so adapted may be
more susceptible to the damaging effects of unavoidable
occasional exposures to the cold.

It must be emphasized that the arguments against the
neutral thermal environment are not arguments in favor of
letting all babies stay cold; the debate primarily concerns
whether a baby is better off in an environment that
theoretically maximizes growth by reducing metabolic
work to an absolute minimum but might increase the
infant’s susceptibility to subsequent stresses, or better
off in an environment that very mildly stimulates the
infant to metabolically contribute to his own ongoing ther-
mal welfare so that important self-protective capabilities
are not forgotten. As yet there are insufficient scientific
data to resolve this issue. A more recent observation is that
the body temperatures of the fetus and older infant are
higher than the typical neutral thermal environment pro-
posed for preterm infants, and in both cases, follow a
circadian rhythm that is not observed or supported in
the typical infant incubator. These considerations imply
that while the ‘‘neutral thermal environment’’ is a useful
concept for current incubator design, it is not yet known
how the ‘‘optimal thermal environment’’ should be defined,
especially for the preterm infant.

INCUBATOR STUDIES

In spite of the difficulties encountered when attempting to
define, let alone achieve, the optimal environmental con-
ditions that are protective for small babies, it is clear that
babies raised in different environments do have different
survival rates. The scientific studies documenting these
differences in survival in different environments are worth

reviewing, since they have provided insight into features
distinguishing some incubators from others and ways in
which these features may produce environments that can
prove to be both protective to some infants and dangerous
for others. These studies have also been the major impetus
to changes in designs that have resulted in the kinds of
incubator devices in use today.

With few exceptions, until the early 1970s, incubator
designers relied only on convective heaters to warm the
chamber within which a baby was contained. Such devices
were relatively simple to construct and provided a method
whereby the chamber mattress could be kept warm thereby
limiting conductive heat losses, and a method to keep the
surrounding air warm, limiting convective losses. The use
of wet sponges early in the history, and later evaporation
pans, over which the convective currents of warmed air
passed before entering the infant’s chamber, provided the
humidity needed to limit evaporative losses. Additionally,
the warmed air contained in the chamber produced some
warming of the chamber walls thereby reducing to some
degree radiant heat losses from the infant. The heating
units in early models of these incubators were controlled
only by simple air temperature-sensitive thermostat
mechanisms.

Such an incubator with clear plastic walls for enhancing
visualization of the contained infant was used in a famous
series of infant survival studies published between 1957
and 1965. In this incubator, a fan was used to force the
convective air currents into the infant’s chamber after
passage over a heating element through a turbulence
producing baffle resting in a humidifying pan of water.
A highlight of these studies was published in 1958 by
Silverman et al. (7) who compared the survival rates of
two groups of premature infants cared for in this convec-
tively heated and humidified device. For one group of
infants the incubator air was heated to 28 8C and for the
other group the air was heated to a warmer 32 8C. The
study resulted in a conclusion that infants cared for in the
warmer incubator had a higher survival rate than did
infants cared for in the cooler incubator. During the study
it was observed that although babies in the warmer incu-
bator had a greater chance of surviving, not all of the
infants who survived in the warmer incubator had warm
body temperatures; in fact, 10% of the babies in the 32 8C
incubator had body temperatures 
35.5 8C. Dr. Silverman
deduced that the reason some of the babies got cold was due
to excessive radiant heat losses to the thin plastic chamber
walls that were cooled by virtue of their exterior surfaces
being exposed to the cooler nursery environment.

Dr. Silverman wished to test whether even better sur-
vival rates could be achieved by assuring that an infant
was not only in a warm incubator, but that the infant’s body
temperature also was always kept within a normal range.
Along with Dr. Agate and an incubator manufacturer he
helped develop a new incubator that was radiantly heated
to reduce the radiant losses observed when the incubator
was only convectively heated (39). To assure that the
contained infant’s temperature was maintained within
normal range, the new incubator employed an electronic
feedback servo-control mechanism that responded to
changes in the temperature of a thermistor attached to
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the infant’s skin surface, causing the incubator’s radiant
heater to turn on or off, depending on whether the trans-
duced skin temperature value was below or above an
absolute temperature value considered normal (Fig. 5).

Note that before settling on a servo-controlled, radiantly
heated and convectively ventilated system Agate and Sil-
verman did explore alternative methods whereby an incu-
bator could be equipped to guarantee that an infant’s
temperature was maintained within a normal range. In
particular, they considered simply using the well-
established convective heating system in the servo-control
loop but rejected this approach when they discovered that
when servo controlled in response to changes in skin
temperature, the convective heater produced massive
and unacceptable changes in air temperature within the
incubator chamber. The servo-controlled radiant heater,
however, produced an environment in which the air tem-
perature was quite stable, especially when compared to the
thermal cycling recorded within the convectively heated
servo-controlled system.

The radiantly heated, convectively ventilated, and skin
servo-controlled enclosed incubator was evaluated in two
independent studies, with results published in 1964 (9,10).
In these controlled trials, premature infants were divided
into two groups: one group of infants was provided care in
the new radiantly heated incubator that was servo
controlled to maintain the contained infant’s skin tempera-
ture at 36 8C, while the other group of like babies was cared
for using the simpler 32 8C air temperature thermostat-
controlled convectively heated incubator that Silverman’s
group concluded was the best incubator setup in their
previous study published in 1958. The two studies in
1964 reached a common conclusion; the skin tempera-
ture-controlled radiantly heated system produced higher
survival rates when used during the care of the infants
studied. Because of fabricating difficulties, though, this
radiantly heated incubator model was commercially mar-
keted for only a short period of time; soon after its intro-
duction, it was replaced on the commercial market
by a skin servo-controlled convectively heated enclosed
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Figure 5. Logic leading to development of skin servo-controlled radiantly heated convectively
ventilated incubator. (1) An unprotected baby loses heat from skin surfaces by conduction,
convection, evaporation, and radiation. (2) A radiant heater eliminates radiant and conductive
losses, but not those caused by convection and evaporation. (3) An unhumidified convectively heated
incubator eliminates convective and conductive losses, but not those caused by radiation and
evaporation. (4) Humidifying a convectively heated incubator eliminates all major losses except
for the losses by radiation. (5) Using a radiant heater to warm a convectively ventilated and
humidified incubator should eliminate all sources of heat loss from the infant’s skin. (6) Normal
infant temperature can be ensured by adding a controller to the incubator so that power is delivered
to the radiant heater whenever the infant’s skin temperature falls below a preset value. Reproduced
by permission from P. H. Perlstein, ‘‘Routine and special care—Physical environment.’’ In A. A.
Fanaroff and R. J. Martin (Eds.), Behrman’s Neonatal-Perinatal Medicine, 3rd ed., St. Louis, MO: C.
V. Mosby Co., 1983.



incubator that was easier to fabricate and, like the
radiantly heated device, was also capable of keeping an
infant’s skin temperature at a value considered normal.

The introduction of this convectively heated servo-
controlled device on the market was justified by an extra-
polated interpretation of the studies reported in 1964. This
common interpretation led to a conclusion that the studies
simply demonstrated that, in terms of survival, it was only
important to keep a baby’s skin temperature warm and
stable. The interpretation ignored the fact that more than
just a difference in skin temperatures distinguished the
two study groups. Infants in the two different study envir-
onments, the one produced by an air temperature refer-
enced thermostat controlling a convective heater and the
other by a skin temperature referenced servo system con-
trolling a radiant heater, were also, as previously well
discussed by Agate and Silverman, exposed to environ-
ments that differed in the frequency and amplitude of
thermal cycling produced by the different systems (39).
The radiantly protected infants, who survived better, not

only had warmer and more stable skin temperatures as a
group, but were also exposed to a much more stable envir-
onment than were the convectively protected infants with
the less favorable group outcomes.

The commercially released convectively heated and skin
temperature referenced servo-controlled incubator was the
most common incubator in clinical use during the late
1960s; not until 1970 was the characteristic rapidly chan-
ging air temperatures within the incubator chamber rede-
scribed and shown to cause some sick small babies to stop
breathing (40). These episodes of respiratory arrest, called
apneic spells, were specifically observed during the incu-
bator’s heating cycles. The mechanism whereby a sudden
rise in temperature causes some babies to become apneic
remains unknown, but was an observation well reported
even prior to the 1970 publication. Even without knowing
the mechanism of this relationship, it remains undisputed,
so incubator manufacturers have continued to search for
ways to produce stabilization of the incubator environmen-
tal temperatures (Fig. 6).
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Figure 6. Skin and air temperature characteristics recorded using four different incubator
systems.(1) A convectively heated and humidified incubator in which air temperature is
thermostatically controlled. This was the device studied by Silverman in 1958 (7). Note cyclie
variations in air temperature and wide variation in recorded skin temperatures.(2) A radiantly
heated convectively ventilated and humidified incubator that is servo controlled to maintain skin
temperature at specified value. This was the device studied by Day (9) and Beutow (10) in 1964. Note
that the walls are warm, limiting radiant heat losses and that air temperature is stable and skin
temperature variations are minimal. (3) A convectively heated and humidified incubator in which
the air temperature heating is servo controlled to maintain skin temperature at specified value. This
was the device reported to cause some babies to stop breathing (40) as a response to erratic heating
cycles that produces rapid increases in air temperature. (4) A convectively heated and humidified
incubator that is computer controlled using Alcyon algorithm (11). Note the stable air temperature
and minimal variability in skin temperature.



INCUBATOR DYNAMICS

There are many reasons why attempts to stabilize incu-
bator heating have been only partially successful. It is
fairly simple to build a box within which the temperatures
can be predictably controlled and stabilized for prolonged
periods of time if the box is never opened and the thermal
characteristics of both the box and its contents never
change, but these simplifying conditions never exist when
caring for a sick infant. When infants are cleaned, fed,
examined, or otherwise cared for, they must be touched,
and the incubator box must be entered. Infant’s body
positions frequently change, exposing different surface
areas with different shapes to the incubator environment
causing changes in convective flow patterns and altering
the view factors influencing radiant heat flow to the incu-
bator walls. Incubator openings necessitated by the need to
touch a contained infant cause both environmental cooling
and increased infant heat loss that, in an incubator heated
in response to either air temperature or infant temperature
changes, causes a logical increase in the incubator’s heat
output. If any such heating requirement is sustained, the
incubator heating element warms to the point where it will
retain and release heat even after the incubator is closed
and the need for additional heating has passed. Such heat
retention and release contributes to what is commonly
referred to as the thermal lag characteristic of a heating
system and can cause temperatures to overshoot, that is to
rise above the temperature level targeted when the heater
was activated. This is the same phenomenon observed
when an electric stove is turned off, and yet the heating
element continues to glow brightly prior to cooling. As with
an electric stove heating element, the heater in an incu-
bator is not only slow to cool, but also relatively slow to
warm up when first energized after the heater is turned on.
Again, just as unintended overheating can occur, the ther-
mal lag due to the mass of the heater can result in an
incubator getting colder than intended because of this
characteristic delay between action and reaction.

Besides the heater element, there are numerous other
places where heat is stored in the incubator system. For
example, heat storage occurs in the water used for humi-
dification and in the air masses between the heater and the
incubator chamber. Since these must be heated to a tem-
perature higher than the incubator chamber in order to
raise the chamber temperature, the heat stored in these
parts also will continue to raise the chamber temperatures
even after the heater power supply has been turned off.
Conversely, when the heater power is turned back on, not
only the heater but also the air in the spaces leading to the
chamber must heat up before the temperature of the air in
the chamber can rise.

It is these delays between the time the heater power is
changed and the time the air temperature responds that
determines the magnitude and frequency of the air tem-
perature cycles to which an incubated infant is exposed.
Thermal lag obviously contributes to the tendency for
incubator environments to become unstable and, thereby,
potentially threatening to the contained infant. Many
hardware and logical software solutions to this problem
have been tried in commercially available devices, but all

have been frustrated by the complex nature of newborn
care, which results in a degree of unpredictability beyond
the compensating capability of any solution thus far tried.
The implementation of feedback control on incubator heat-
ing is an example of one way to attempt to respond to many
of these problems. However, examining how servo mechan-
isms actually work in a little more detail provides a deeper
appreciation of why this logical technology often fails in the
dynamic setting of an incubator and may even contribute to
instability in the incubator environment.

Feedback Control

Feedback control systems are commonly referred to as
closed loop control systems, as contrasted to open loop
systems. A cooking stove again can be used to give an
example of each type of control system. Stove top heaters
are typically controlled by an open loop system. That is, a
dial is adjusted controlling the quantity of gas or electricity
going to the heater unit. In this manner, a fixed rate of heat
production by the heater unit is specified. This is called an
open-loop control system because after once setting the
rate of heat production, the heater will continue to produce
the same heat output regardless of how hot the object on
the stove gets.

In contrast, the oven of a modern stove is equipped with
a closed-loop temperature control system, in which a dial is
adjusted to specify the desired oven temperature. In con-
trol system parlance, this specified temperature is referred
to as the set point. A temperature sensor inside the oven
works in conjunction with the temperature setting dial to
control the rate of heat production in the oven heating unit
and when the temperature measured by the oven tempera-
ture sensor rises to the set point value on the control dial,
the oven heat production is reduced or stopped entirely.
After the heat production is stopped, the oven temperature
slowly falls as the heat escaped from the oven to the
surrounding area. At some point, the oven temperature
will fall below the temperature set on the control and the
heater will again be turned on; this on–off cycling will
continue as long as the oven is in operation.

Feedback Control and Incubators

An incubator heated in automatic feedback response to
changes in electronically transduced infant temperature is
called an infant skin servo-controlled (ISC) incubator. In
one type of ISC incubator the heater is instructed to turn
completely on when the infant’s skin temperature falls
below a preset lower limit or turn completely off when skin
temperature exceeds a defined upper limit. Because power
applied to the heater is either maximal or zero, this form of
servo mechanism is called nonlinear or ‘‘on–off control’’.
Another form of control is designated as linear proportional
servo control. In a proportional control system the amount
of power applied to the incubator heater is graduated in a
manner to be proportional in some linear fashion to the
transduced skin temperature deviation from a predeter-
mined value. The amount of power actually applied to the
heater for each incremental change in skin temperature
can be different in different realizations of this control
method, and this increment determines the amount of
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deviation in skin temperature that can occur before full or
zero power is applied.

The theoretical advantage of a proportional over an
on–off servo-control system is the possibility of limiting
the tendency that a large heating element has to overshoot
or undershoot a desired heater temperature. In a propor-
tional system, the heater is turned off slowly as the infant’s
skin temperature warms toward the set point temperature.
This contrasts with an on–off system that remains fully
energized until the set point is reached. In an incubator
system, a properly designed skin temperature referenced
proportional control unit will produce very stable environ-
mental temperatures as long as the infant is stable, the
temperature sensing the thermistor attached to the skin
remains undisturbed, and the incubator chamber is kept
closed and protected from outside environmental perturba-
tions. In a clinical setting such stable and undisturbed
conditions exists infrequently, so the theoretical advan-
tages of proportional control over on–off control are diffi-
cult to demonstrate. In fact, the cycling of temperatures
recorded within a proportionally controlled incubator in a
dynamic clinical setting can be indistinguishable from that
recorded in an on–off controlled incubator, and this func-
tional behavior is predicted in basic feedback control theory
(Fig, 7).

The thermal cycles recorded in servo-controlled incuba-
tors are produced as a combined consequence of (1) an
inherent characteristic of closed-loop feedback systems; (2)
periodic extreme perturbations of the skin thermistor that
trigger either full or zero energization of the incubator
heater; and (3) the incubator’s thermal lag characteristic,
which causes repetitive over-and undershoot of tempera-
tures targeted by the control logic. Following the initiation
of a cycling pattern, the time it takes the system to settle
down and reestablish stable control is variable and related
to the heat-dissipating speed of the heater material and the
thermal buffering capability of the homeothermic infant.
In some situations, the cycling, when induced by a single
perturbation, has been observed to continue for many

hours and, when an incubator is repeatedly perturbated,
for many days. The published evidence that some babies
react to these thermal cycles by becoming apneic justifies a
reminder that these characteristic thermal cycles repre-
sent a profound problem negating some of the advantages
intended when feedback control is applied in incubator
designs. At least in incubator servo systems that use skin
temperature as a reference value to determine heater
status, even the theoretical negative effects often outweigh
any theoretical or demonstrable effects that are positive.
This can be appreciated by recalling that a sine qua non of
optimal control in a skin temperature referenced servo
system is the reliable and accurate measurement of an
infant’s skin temperature and, using today’s technology in
a clinical setting, the ability to transduce skin tempera-
tures accurately for prolonged periods of time is marginal
at best and, perhaps, even impossible.

Skin Temperature Measurement

Skin temperature measurement accuracy is limited by
variability in the characteristics of infant, transducers,
and infant care techniques. The surface temperatures of
infants are not homogeneous because of difference in (1)
skin and subcutaneous tissue thickness over different body
parts, (2) differences in structures underlying different
skin surfaces, and (3) difference in the vascularity and
vasoreactivity-characterizing different body regions.
Different skin surfaces have different temperatures, and
when temperature transducers are connected to the skin
surface, they measure the temperature only at the specific
site of their connection. Moreover, thermistors are
attached using devices that can compression of superficial
skin vessels underlying the thermistor element. Thus, by
their very attachment, thermistors modify both the abso-
lute temperature they are expected to measure and the
spontaneous dynamic variability in the measured skin
temperature that is normally affected by the changing
amounts of warm blood flowing through the skin over
different time periods. Additional factors also affect ther-
mistor accuracy. Thermistors are faulted as precise
skin temperature measuring devices because they are
manufactured in various shapes and sizes and are pro-
tected using different materials so that each affects trans-
duction in a specific and different way. Thermistors also
generally measure temperature three dimensionally (3D).
They are affected not only by the temperature of the sur-
face to which they are attached, but also by the environ-
ment to which their unattached surfaces are exposed.
Depending on the amount and type of insulation used in
their manufacture, they are also affected by the tempera-
ture of the wires used to connect the thermistor to electro-
nic signal conditioners.

These inherent characteristics of thermistors, added to
the fact that they are freely moved during clinical care from
one site of attachment to another, provide sufficient cause
to explain why the skin temperature-dependent heater-
controlling servo mechanism in an incubator can easily be
directed into an unstable state that produces thermal
cycling in the environment. This environmental instability
is even further exacerbated by infant care practices that,
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Figure 7. Example of variations in dynamic air temperature
changes when an enclosed incubator that was initially servo
controlled to maintain a stable air temperature was switched to
a skin temperature referenced servo control mode and then
was perturbated by changing the site of attachment of the
skin temperature-sensing thermistor. The wide thermal cycling
illustrated as a consequence of this sequence continued for 3 h
before returning to a more stable pattern.



for examples, cause thermistors to be removed from the
skin when X rays are taken, or to be covered with sterile
towels during surgical procedures. During such care-
related events, the thermistor is fooled into measuring
environmental and not skin temperature. Obviously, if
the thermistor provides the servo electronics with misin-
formation, the servo control decisions based on this infor-
mation can be nonsensical.

THE NONTHERMAL ENVIRONMENT

Although infant incubators were initially designed solely to
maintain body temperature in high risk infants, they are
now seen in a much more complex role, as devices that
provide a complete ‘‘microenvironment’’ for high risk
infants. To one extent or another, they are used to modify
the sensory input an infant receives through visual, audi-
tory, olfactory, and kinesthetic pathways. In addition,
incubators are now appreciated as the source of exposure
to potentially unwanted environmental toxins, such as
electromagnetic radiation (EMR) and chemical compounds
used in the manufacture and operation of the incubator.
Closed incubators are often used as delivery systems for
oxygen and humidification, sometimes in ways unantici-
pated at the time of their design and manufacture.
Incubators have been developed for specialized purposes,
such as transport, use in an magnetic resonance imaging
(MRI) suite, or cobedding twin infants. Incubators have
increasingly been designed as a platform for a modular
system of support equipment including ventilators, IV
pumps, and monitors. As these devices become increas-
ingly controlled by digital components, they also gain the
capability of integrating their data output, so that incu-
bator-derived information, such as air temperature and the
infant’s skin temperature, can be continuously recorded in
an electronic medical record. Incubators have had a role in
infection control since their earliest days, but this function
is now being increasingly emphasized as infection has
emerged as the leading cause of late morbidity in prema-
ture infants. These multiple functions of modern incuba-
tors increase their complexity exponentially, since many of
these factors interact with one another, often in ways
unanticipated by either the designers or the users. Because
of the recent nature of these nonthermal applications of the
infant incubator, there is only a limited scientific founda-
tion to guide designers and caregivers, so not all of these
topics will be discussed in greater depth below.

The Infant Incubator as a Sensory Microenvironment

Although the comparison of an incubator to a uterus, the
environment it replaces, has been noted since the earliest
days of incubator design, it will be evident from the pre-
ceding sections of this article that temperature regulation
has been the first and primary design consideration: and
necessarily so, since it had immediate implications for
infant survival. When incubators became used as devices
for delivery of supplemental oxygen in the mid-twenteth
century, morbidity and mortality were again the primary
endpoints: first for improved survival as the benefits of
oxygen supplementation were identified, and then for

increased morbidity as an epidemic of oxygen-induced
blindness from retinopathy of prematurity followed, again
chronicled most eloquently by Dr. Silverman (41). Only
recently have the other environmental features of the
uterus been compared to the micro and macro environ-
ments of the NICU and the implications for design been
considered.

Taste, smell, and touch are the earliest fetal senses to
develop, beginning in the second trimester of pregnancy,
followed closely by auditory development, and finally by
visual development as the baby approaches term gestation.
While thus far there appears to be no reason to suspect that
the sense of taste is stimulated or influenced by the incu-
bator, there is accumulating evidence that the other senses
are indeed affected by this microenvironment.

Infants can develop a conditioned response to certain
odors that they come to associate with painful procedures,
such as alcohol, whereas a pleasant odor has been shown to
reduce apnea, and babies will orient preferentially to odors
from their mother (42).

In utero, infants are exposed to a fluid environment,
frequent movement with circadian rhythmicity, and as
they approach term, increasing contact with a firm bound-
ary, features absent in the typical incubator. After-market
adaptations that caused the bed or the entire incubator to
move in one fashion or another have been introduced
sporadically, often with the intent of reducing infant
apnea, but none have been documented to be efficacious.
Additional modifications of the infant mattress to make it
more suitable for the skin and developmental needs of
preterm infants have been introduced, again without clear
benefit to this point.

Sound is a constant although variable stimulus in the
uterus, and different in many ways from that of the modern
incubator. In utero sounds are delivered via a fluid medium
where lower pitched sounds predominate, and the mother’s
voice, heartbeat and bowel sounds are far more prevalent
than any extraneous noise. As such, there is a definite
circadian rhythm both to the sounds and to movement
associated with them. In the closed incubator, the predomi-
nant sound is that of the incubator fan that produces a
constant white noise, usually in excess of 50 dB, a level that
has been shown to interfere with infant sleep (43) and
speech recognition (44). Depending on the NICU in which
it is used, this may be louder or softer than the NICU
ambient noise level, so the closed incubator may be used
as a haven from a noisy NICU, or itself could be noisier than
the external environment, in which case the open radiant
warmer might provide a more suitable auditory environ-
ment. A number of after-market modifications have been
suggested to reduce both fan noise and intrusion of noise
from outside the incubator, including blankets or quilts to
cover the incubator and sound-absorbing panels (45,46), but
their use is problematic to the degree that they affect air flow
and other operating characteristics of the incubator.

The visual environment of the incubator may be pre-
sumed to be neutral, but incubators are often used to
control the visual environment of the NICU, particularly
in conjunction with the use of incubator covers, to produce
a dimly lit environment which may enhance infant sleep
(47). Light penetration into the incubator may also affect
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circadian rhythmicity in the preterm infant (48), and may
be a source of heat gain through the greenhouse effect.

Electromagnetic Radiation in the Infant Incubator

Any electrically powered device emits electromagnetic
radiation (EMR), usually at intensities far below those
considered to constitute a risk. Since the organs of preterm
infants are in a crucial and rapid phase of growth, however,
concern about EMR emitted by incubator and radiant
warmer heaters and other components has merited special
attention. Several studies have documented EMR levels in
incubators, with proposed strategies to reduce exposure
including shielding panels (49) and increasing the distance
between the baby and the EMR source (50).

Incubators for Specialized Purposes

The conventional closed incubator or radiant warmer is
used as a static device in the NICU, but the same needs for
temperature control and a safe microenvironment exist
for infants who require transport from one hospital to
another, or to an MRI suite. Transport incubators place a
premium on space (so that multiple modular components
can be mounted) and weight (especially those used for air
transport). Incubators developed for use in an MRI suite
must be similarly portable, but use almost exclusively
plastic materials and have an integrated coil for scanning
(51,52).

SUMMARY

Infant incubators are specially heated devices that provide
a bed surface or chamber within which an infant can be
cared for and kept warm. Throughout this article both the
positive and negative features of today’s incubators have
been noted and placed into both a context of what is
theoretically desirable and of what is practically feasible.
It is apparent that, at present, our knowledge of infant
physiology and the availability of technical solutions are
severely limited, and that all existing incubator devices
reflect and are faulted by these limitations. In historical
perspective, however, it is clear that incubators over the
past 100þ years have steadily been improved by manu-
facturers to incorporate new items of knowledge and
technology as they become available. This historical
path has been fruitful and provides, in its continuing
course, direction for the future in incubator development.
Future iterations of the infant incubator will need to
incorporate new information on the optimal microenvir-
onment for the high-risk newborn as well as new capabil-
ities made possible by the ongoing quantum changes in
digital technology.
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INTRODUCTION

Temperature can affect the electronic characteristics of
semiconductor devices. Although this is a disadvantage
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in many applications, especially for analogue devices, it
may be turned into an advantage if such a device is used as
a temperature sensor. In principle, any parameter in such
a device having a temperature coefficient can be used for
temperature measurement. For example, a temperature
telemetry capsule, in which a blocking oscillator frequency
varies with temperature, has been developed for measur-
ing gastrointestinal temperature (1). In this system, the
temperature affects the reverse-bias base-collector cur-
rent, which determines the period of relaxation oscillation.
However, it has been shown that the voltage across a p–n
junction of a diode or transistor under a constant forward-
bias current shows excellent linear temperature depen-
dency over a wide temperature range. Many conventional
or specially designed diodes or transistors composed of
Ge, Si, or GaAs have been studied for use as thermometers
(2–4).

The advantages of diodes and transistors as tempera-
ture sensors are their high sensitivity and low nonlinear-
ity. The temperature sensitivity under normal operation is
ca �2 mV/K, which is �50 times higher than that of a
copper-constantan thermocouple. The nonlinearity is low
enough for many applications, although its value depends
on the structure and material of the device. It is known that
a Schottky diode, which has a structure composed of a
rectifying metal-semiconductor contact, possesses good
voltage–temperature linearity (5). Some transistors used
as two-terminal devices by connecting the base to the
collector also possess good linearity (6,7), and a transistor
that has been especially developed for temperature sensing
is commercially available (8). This has a linearity that is
comparable to that of a platinum-resistance temperature
sensor.

It is advantageous to have a diode and a transistor
temperature sensor fabricated on a chip with associated
interfacing electronics using integrated circuit (IC) tech-
nology. Several integrated temperature sensors that pro-
vide either analogue or digital outputs have been developed
and are commercially available. A diode or transistor
temperature sensor fabricated on a central processing unit
(CPU) chip is especially useful when used to monitor the
temperature of the chip. Such a sensor has been used to
detect overheating, and to protect the CPU system by
controlling a fan used to cool the chip or to slow down
the clock frequency.

THEORY

The characteristics of p–n junctions are well known (9,10).
In p–n junction diodes, the current flowing through the
forward-biased junction is given by

I ¼ IsðeqV=mkT � 1Þ ð1Þ

where Is is the saturation current, q is the electron charge,
V is the voltage across the junction, k is the Boltzmann
constant, m is the ideality factor having a value between 1
and 2, which is related to the dominant current component
under the operating conditions used, and T is the absolute
temperature. At a temperature close to room temperature,
and when the current is relatively high, so that the current

due to the diffusion of the carrier dominates, m ¼ 1, and so
the second term in Eq. 1 given in parentheses can be
neglected. Equation 1 can then be simplified to

I ¼ IseqV=kT ð2Þ

The temperature dependence of the saturation current,
Is, is given by

Is ¼ Ae�Eg=kT ð3Þ

where Eg is the bandgap energy at T ¼ 0 K, and A is a
constant dependent on the geometry and material of the
device. Strictly speaking, A also depends on the tempera-
ture. However, the temperature dependency is very weak
compared to the exponential term in Eq. 3. Thus,

I ¼ AeðqV�EgÞ=kT ð4Þ

For a constant current, I, (qV–Eg)/kT is constant. Thus, the
voltage across a p–n junction, V, is a linear function of the
absolute temperature, T. On extrapolating to T ¼ 0, then
qV ¼ Eg.

The temperature coefficient of V can be derived from
Eq. 4 as

dV

dT

����
I ¼ const

¼ V � Eg=q

T
ð5Þ

Since the value of qV–Eg is always negative, V decreases
with increasing T. For silicon, Eg �1.17 eV, and for T �300
K, V �600 mV, and dV/dT ��1.9 mV/K. In actual diodes,
the current–voltage characteristics have been studied in
detail over a wide temperature range. The forward voltage
exhibits a linear dependence for T > 40 K for a constant
current (11). The observed value of dV/dT in a typical small
signal silicon p–n junction diode ranges between �1.3 and
�2.4 mV/K for I ¼ 100 mA (11). In germanium and gallium
arsenide p–n junction diodes, and for silicon Schottky
diodes, the forward voltage exhibits a similar sensitivity
(3–5).

In most p–n junctions, the current through the junction
contains components other than those due to carrier diffu-
sion, and therefore, Eq. 4 does not hold. The base-emitter
p–n junction in transistors is advantageous in this respect.
Here, the diffusion component forms a larger fraction of the
total current than that in diodes, even for a diode connec-
tion in which the base is connected to the collector. The
nonlinear temperature dependence in the forward voltage
in diode-connected transistors is lower than that of most
diodes (7). Further improvement in linearity is attained
under constant collector current operation, since only the
diffusion component flows to the collector, while other
components flow to the base (12).

From Eq. 2, one can obtain the following expression

ln I ¼ ln Is þ qV=kT ð6Þ

The value of T can be obtained from the gradient of a plot of
ln I versus V, as q and k are known universal constants.
This implies that the current–voltage characteristics can
be used as an absolute thermometer (6). If ln I is a linear
function of V, only two measurements are required to
determine the gradient. If V1 and V2 are voltages corre-
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sponding to different current levels, I1 and I2, the differ-
ence between these two voltages is calculated using

V1 � V2 ¼ ðkT=qÞlnðI1=I2Þ ð7Þ

Thus, the difference in voltage corresponding to the differ-
ent current levels for a constant ratio is proportional to the
absolute temperature, without any offset. Using this rela-
tionship, a thermometer providing an output proportional
to the absolute temperature can be realized, either by
applying a square wave current to a p–n junction (12),
or by using two matched devices operating at different
current levels (13).

FUNDAMENTAL CIRCUITS AND DEVICES

A schematic drawing of the fundamental circuit of the
thermometer with a short-circuited transistor or a diode
is shown in Fig. 1. A constant current is applied to the
transistor or diode in the forward bias direction, and the
voltage across the junction is amplified using a differential
amplifier. By adjusting the reference voltage applied to
another input of the differential amplifier, an output vol-
tage proportional to either the absolute temperature in
kelvin or in degrees Celsius or any other desired scale can
be obtained. The operating current of small signal diodes
and transistors is typically 40–100 A. If the current
becomes too high, a self-heating error may be produced
due to the power dissipated in the junction. If the current
becomes too small, problems due to leakage and the input
current of the first stage amplifier may become significant
(7).

The nonlinearity in the temperature dependency of the
forward voltage is not a serious problem for most applica-
tions, and it can be reduced by appropriate circuit design.
In a Schottky diode, this nonlinearity is < 0.1 K over the

temperature range �65 to 50 8C (5), and a comparable
performance is expected for diode-connected silicon tran-
sistors (7). Further improvement in the linearity can be
attained by linearization of the circuit. Linearization using
a logarithmic ratio module reduces the error to <0.05 8C in
the temperature range �65 to 100 8C (7). Linearity is also
improved using a constant collector current, as pointed out
previously. An example of an actual circuit is shown in
Fig. 2. In this circuit, the operational amplifier drives the
base-emitter voltage to maintain a constant collector cur-
rent. By applying a square-wave current and measuring
the amplitude of the resulting square-wave base-emitter
voltage, a linear output proportional to the absolute tem-
perature is obtained, as expected from Eq. 7(12). Further
improvement in accuracy can be attained by employing a
curve fitting with three-point calibration, the error due to
the nonlinearity can be reduced to 0.01 8C in the tempera-
ture range of �50 to 125 8C (14).

Three-terminal monolithic IC temperature sensors that
provide a voltage output proportional to temperature using
the Celsius scale are commercially available, examples
being LM45 (National Semiconductor) and AD22100/
22103 (Analog Devices). The LM45 device operates using
a single power supply voltage in the range 4–10 V, and
provides a voltage output that corresponds to the tempera-
ture in degrees Celsius multiplied by a factor of 10 mV, for
example, 250 mV ¼ 25 8C. The AD22100 and AD22103
devices provide a ratiometric output, that is, the output
voltage is proportional to the temperature multiplied by
the power supply voltage. For example, AD22100 has a
sensitivity of 22.5 mV/ 8C giving output voltages of 0.25 V
at �50 8C and 4.75 V at 150 8C when the power supply
voltage is 5.0 V.

Two matched transistors operated using different col-
lector currents can be used to obtain an output proportional
to the absolute temperature (15). The difference in the
base-emitter voltages of the two transistors is a linear
function of temperature, as shown in Eq. 7. Convenient
two-terminal current-output devices using this technique
are commercially available. Figure 3 shows an idealized
scheme representing such devices. If the transistors Q1 and
Q2 are assumed to be identical and have a high common-
emitter current gain, their collector currents will be equal,
and will constrain the collector currents Q3 and Q4. If Q3

has r-fold base-emitter junctions, and each one is identical
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Figure 1. A fundamental interfacing circuit of a thermometer
making use of a transistor or a diode as a temperature sensor to
provide a voltage output proportional to temperature, with a zero
voltage output at a specific temperature dependent on the
reference voltage selected.

Figure 2. A circuit for constant collector current operation in a
sensor transistor.



to that of Q4, the emitter current of a junction in Q3 is 1/r
that of Q4. From Eq. 7, the voltage across resistance R is
obtained from

RI ¼ ðkT=qÞln r ð8Þ

Thus, the total current, 2I, is proportional to the absolute
temperature. Although the actual components are not
ideal, practical devices are available as monolithic ICs,
such as AD590 and AD592 (Analog Devices) (16). In these
devices, r ¼ 8 and R is trimmed to have a sensitivity of
about 1 A/K. The output current is unchanged in the sup-
ply-voltage range 4.0 to 30 V. A voltage output proportional
to the absolute temperature can be obtained by connecting
a resistor in series with the ICs. For example, a sensitivity
of 1 mV/K is obtained by connecting 1 kV resistor in series.
By trimming the series resistor, the error in temperature
reading can be adjusted to zero at any desired temperature.
After trimming, the maximum error depends on the range
in temperature under consideration. For example, a max-
imum error of <0.1, 0.2, and 0.3 8C is obtained for tem-
perature ranges of 10, 25, and 50 8C, respectively (17).

Monolithic temperature sensors that provide a digital
output are also commercially available. For example,
TMP06 (Analog Devices) sensors provide a pulse-width
modulated output. The output voltage assumes either a
high or low level, so that the high period (T1) remains
constant at 40 ms for all temperatures, while the low period
(T2) varies with temperature. In the normal operation
mode, the temperature on the Celsius scale, T, is given by

T ¼ 406 � ½731 � ðT1=T2Þ	 ð9Þ

According to Analog Devices’ TMP06 data sheet, for an
operating supply voltage between 2.7 and 5.5 V, the abso-
lute temperature accuracy is 
1 8C in the temperature
range 0–70 8C, with a temperature resolution of 0.02 8C.

The National Semiconductor LM75 device is also a
monolithic temperature sensor that provides a digital out-
put. It includes a nine-bit analog-to-digital converter, and
provides a serial output in binary format so that the least
significant bit corresponds to a temperature difference of
0.5 8C.

Newer devices will come along in the future that may be
more appropriate than the ones mentioned here. Informa-
tion about such devices, together with their data sheets,
will be available from the internet sites of manufactures.

APPLICATIONS

Although thermistors are still widely used for thermome-
try in the medical field, IC temperature sensors have
potential advantages over thermistors. Integrated circuit
sensors can be fabricated using IC technology encompass-
ing interfacing electronics on a single IC chip, and many
general purpose IC temperature sensors are now commer-
cially available.

Current-output-type IC temperature sensors, such as
AD590, are convenient for use as thermometer probes for
body core and skin temperature measurements. Figure 4
shows a scheme for such a simple thermometer. According
to the manufacturer’s data sheet, although the sensitivity
and zero offset are adjustable independently in this circuit,
an accuracy of 0.1 8C is attainable with L- or M-grade
AD590 devices using a single-trim calibration if the tem-
perature span is 10 8C or less. If a regulating resistor is
included in the probe, interchangeability can be realized.
Because of the current output capacity, the resistance of
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Figure 3. An idealized scheme of a two-terminal IC temperature
sensor that provides a current output proportional to the absolute
temperature.

Figure 4. A simple thermometer that makes use of a two-
terminal current output-type IC temperature sensor.



the cable or connector does not affect the temperature
measurement.

This type of device is also convenient for temperature
measurements at many other points, especially when the
output data are processed using a PC. All the sensors can
be connected to a single resistor, as shown in Fig. 5, and by
switching the excitation the outputs from each sensor can
be multiplexed. To calibrate each sensor individually, all
the sensors are maintained at an appropriate temperature,
together with a standard thermometer. The outputs from
each sensor as well as that from a standard thermometer
are input into a PC. Then, the temperature offsets for each
sensor can be stored, and all the measurement data can be
corrected using these correction factors. Two-point calibra-
tion is also realized by using data at two known tempera-
tures. A matrix arrangement of the sensors can be formed
using two decoder drivers.

Temperature measurements at many different points
can be performed easier using IC temperature sensors that
generate serial digital outputs, such as TMP05/TMP06.
Connecting these devices as shown in Fig. 6 allows for the
realization of a daisy chain operation. When a start pulse is
applied to the input of the first sensor, the temperature
data from all the sensors is generated serially, so that the
temperatures of each sensor are represented in a ratio-
metric form, which is the ratio of the duration of the high
and low output levels for each period. It is a remarkable
advantage of this sensor that a thermometer can be rea-
lized without using any analogue parts.

An important application of IC temperature sensors is
the monitoring of CPU temperatures to protect a system
from overheating. The temperature of a CPU chip can be
detected by a p–n junction fabricated on the same silicon
chip as the CPU, as shown in Fig. 7. The advantage of
fabricating the temperature sensor on the CPU chip is to
make the temperature measurement accurate enough and
to minimize the time delay due to heat conduction so as to
prevent overheating. The CPU can be protected from over-
heating by controlling a cooling fan or by slowing down the
clock speed. Interfacing devices for this purpose are
commercially available. For example, the MAX6656 (Dal-
las Semiconductor) device can detect temperatures at three
locations, such as the CPU, the battery, and the circuit
board, and the output can be used to control a cooling fan.
To control the clock frequency, a specially designed fre-
quency generator can be used. For example, the AV9155
(Integrated Circuit Systems) device allows for a gradual
transition between frequencies, so that it obeys the CPU’s
cycle-to-cycle timing specifications.

FUTURE

It is �25 years since convenient IC temperature sensors
were introduced for scientific and industrial temperature
measurements. In medicine, the application of this type of
sensor is in its infancy. There are many applications where
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Figure 5. A multiplexing scheme for a current output-type IC
temperature sensor.
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Figure 6. (a) The connecting scheme for a
daisy chain operation of a serial-digital-
output-type temperature sensor, and (b)
the output waveform. The temperature
using the Celsius scale at each sensor
can be determined from the ratio of the
duration of the highest and lowest points
in each cycle.



these sensors can be used effectively, and undoubtedly
their use will be wide spread in the near future.

Digital output IC temperature sensors show the most
promise. Using such sensors, thermometers can be made
without using analog components, and digital signals are
convenient when a photocoupler is used for isolation.

Medical thermometry requires a relatively high degree
of accuracy within a narrow temperature range. An abso-
lute accuracy of 0.1 8C is required for body temperature
measurements. However, this is hard to attain without
individual calibration using most temperature sensors.
While adjustment of the trimmer resistor has been used
in many thermometer units, correcting data using a PC
employing initially obtained correction factors will be much
simpler, especially when many sensors are used, and digi-
tal output IC temperature sensors are advantageous for
such a purpose.

Fabricating different types of sensors, such as force and
temperature sensors, in one chip, and then applying them
in robot hands to mimic all the sensing modalities of human
skin, is another promising field. In such applications, the
digital output capability will be a great advantage.
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INTRODUCTION

The heart is a pump made of cardiac muscle or myocar-
dium. It has four pumping chambers, namely, a right and
left atrium and a right and left ventricle. The atria act as
primer pumps for the ventricles. The right ventricle pumps
deoxygenated blood returning from the body through the
pulmonary artery and into the lungs. This is called the
pulmonary circulation. The left ventricle pumps oxyge-
nated blood returning from the lungs through the aorta
and into the rest of the body. This is called the systemic
circulation.

The heart also has four one-way valves that prevent the
backward flow of blood. The tricuspid valve lies between
the right atrium and right ventricle while the pulmonary
valve lies between the right ventricle and the pulmonary
artery. Similarly, the mitral valve lies between the left
atrium and the left ventricle while the aortic valve lies
between the left ventricle and the aorta.
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Figure 7. A scheme for monitoring the temperature of a CPU to
protect it from overheating by fan control or by slowing down the
clock.



CARDIAC CYCLE

The heart pumps rhythmically. The cardiac cycle is the
sequence of events that take place in the heart during one
heartbeat (Fig. 1). Thus, the duration of the cardiac cycle
varies inversely with the heart rate. At a typical resting
heart rate of 60 beats per minute (bpm), the cardiac cycle
lasts 1 s or 1000 ms.

Mechanical Events

One cardiac cycle consists of a period of contraction called
systole followed by a period of relaxation called diastole.
The duration of systole, called the systolic time interval
(STI), is relatively constant, but the duration of diastole,
called the diastolic time interval (DTI), varies with the
heart rate. Thus, when the heart rate increases, the DTI
shortens.

When the left ventricle contracts, the pressure in the left
ventricle rises above the pressure in the left atrium and the
mitral valve closes. Soon afterward, the pressure in the left
ventricle rises above the pressure in the aorta and the
aortic valve opens. Blood flows from the left ventricle into
the aorta. The period between closing of the mitral valve
and opening of the aortic valve is called isovolumetric
contraction.

When the left ventricle relaxes, the pressure in the left
ventricle falls below the pressure in the aorta and the aortic
valve closes. This causes a momentary drop in pressure in
the aorta called the dichrotic notch. The period between the
opening and closing of the aortic valve is called ventricular
ejection. Soon afterward, the pressure in the left ventricle
falls below the pressure in the left atrium and the mitral
valve opens. Blood flows from the left atrium into the left

ventricle. The period between the closure of the aortic valve
and opening of the mitral valve is called isovolumetric
relaxation.

The left atrium contracts and relaxes just before the left
ventricle. This boosts the blood flow from the left atrium
into the left ventricle.

These events are mirrored in the right ventricle and
right atrium. However, the pressures in the pulmonary
circulation are much lower than the pressures in the
systemic circulation.

The movements of the chambers, valves and blood can
be imaged noninvasively using ultrasound and this is
called an echocardiogram.

Electrical Events

The rhythmical pumping of the heart is caused by waves of
electrical impulses that spread through the myocardium
from the atria to the ventricles. A recording of these waves
is called an electrocardiogram (ECG). The P wave repre-
sents atrial contraction. The R wave represents ventricular
contraction and signals the beginning of systole. The T
wave represents ventricular relaxation and signals the
beginning of diastole.

Acoustic Events

The opening and closing of the valves in the heart creates
sounds that can be heard at the surface of the chest using a
stethoscope. A recording of these sounds is called a pho-
nocardiogram. The first heart sound (S1) represents clo-
sure of the mitral and tricuspid valves and signals the
beginning of systole. The second heart sound (S2) repre-
sents closure of the aortic and pulmonary valves and
signals the beginning of diastole.

MYOCARDIAL OXYGEN BALANCE

The systemic circulation delivers oxygenated blood to the
body. Body tissues use oxygen to generate energy from the
oxidation of fuels. All tissues, including the myocardium,
need energy to function. The net delivery of oxygen to the
myocardium is called the myocardial oxygen balance.

MOB ¼ MOS � MOD

where MOB ¼ myocardial oxygen balance, MOS ¼ myocar-
dial oxygen supply, MOD ¼ myocardial oxygen demand. In
the healthy heart the myocardial oxygen balance is posi-
tive, that is supply exceeds demand. In the failing heart the
balance can be negative, that is demand exceeds supply.

Myocardial Oxygen Supply

The main blood supply of the myocardium comes from the
two coronary arteries and their branches. The small
amount of blood that reaches the myocardium transmu-
rally from within the chambers of the heart is insignificant.
The coronary arteries arise from the aorta just beyond
the aortic valve and ramify within the myocardium.
Myocardial oxygen supply depends on the coronary blood
flow and the amount of oxygen that can be extracted from
the blood.
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Figure 1. The relationship between the aortic pressure (A –
dashed line), the ventricular pressure (B – solid line), the
electrocardiogram (C) and the heart sounds (D). Region
1 ¼ isovolumetric contraction and Region 2 ¼ isovolumetric
relaxation, Region 3 (green) ¼ tension time index (TTI) and
Region 4 (yellow) ¼ diastolic pressure time index (DPTI). S1
represents the closing of mitral and tricuspid valves, S2
represents the closure of aortic and pulmonary valves.



When the heart contracts the coronary arteries are
compressed and the coronary blood flow is decreased.
The net driving force for coronary blood flow is called
the coronary perfusion pressure.

CPP ¼ AP � VP

where CPP ¼ coronary perfusion pressure, AP ¼ aortic
pressure, VP ¼ ventricular pressure. The coronary circula-
tion is unique because more blood flows during diastole
when the ventricular pressure is low than during systole
when the ventricular pressure is high. Thus, the coronary
blood flow depends on the coronary perfusion pressure, the
diastolic time interval and the patency of the coronary
arteries. Myocardial oxygen supply is represented by the
area between the aortic pressure wave and the left ven-
tricular pressure wave, called the diastolic pressure time
index (DPTI).

Myocardial Oxygen Demand

The myocardium uses energy to perform the work of pump-
ing. The work performed by the heart can be estimated by
the mean aortic blood pressure multiplied by the cardiac
output. Myocardial oxygen demand depends on the heart
rate, the systolic wall tension and the cardiac contractility.
Systolic wall tension is developed during isovolumetric
contraction and depends upon the preload, the afterload
and the wall thickness. The preload is the degree to which
the left ventricle is filled before it contracts, that is the left
ventricular end diastolic volume. The afterload is the
pressure in the aorta or the systemic vascular resistance
against which the left ventricle contracts. Myocardial oxy-
gen demand is represented by the area under the left
ventricular pressure curve, called the tension time index
(TTI).

The myocardial oxygen balance is represented by the
ratio DPTI:TTI.

THE PATHOPHYSIOLOGY OF LEFT VENTRICULAR
PUMP FAILURE

When the left ventricle begins to fail as a pump, the cardiac
output falls. Compensatory physiological mechanisms
bring about an increase in left ventricular end diastolic
volume, heart rate, and systemic vascular resistance. The
result is an increase in preload and afterload with a
decrease in coronary blood flow. Thus, the myocardial
oxygen demand increases while the myocardial oxygen
supply decreases. There may come a point when demand
exceeds supply resulting in a negative myocardial oxygen
balance. The left ventricle is then deprived of oxygen and
cannot generate sufficient energy to do the work required
of it. The pump failure is therefore exacerbated and this
can precipitate a downward spiral of decline eventually
ending in death. The therapeutic goal is to reverse this
decline and help the failing left ventricle to recover by
restoring a positive myocardial oxygen balance. Diuretics
to decrease the preload, inotropic drugs to increase the
myocardial contractility and vasodilators to decrease the
preload and afterload are the mainstay of treatment. How-
ever, in the most severely ill patients, pharmacological

measures alone may be insufficient and it is in these
extreme circumstances that counterpulsation therapy
may be effective.

THE PRINCIPLE OF COUNTERPULSATION

The principle of counterpulsation is the incorporation of an
additional pump into the systemic circulation in series with
the left ventricle. The pump is operated in synchrony, but
out of phase, with the cardiac cycle. Pump systole occurs
during ventricular diastole and pump diastole occurs dur-
ing ventricular systole.

The primary physiological effects of counterpulsation
are twofold (Fig. 2): A decrease in the aortic pressure
during systole (called systolic unloading). This is evidenced
by a decrease in the end diastolic pressure (EDP), the peak
systolic pressure (PSP) and the mean systolic pressure
(MSP). An increase in the aortic pressure during diastole
(called diastolic augmentation). This is evidenced by an
increase in the mean diastolic pressure (MDP).

Systolic unloading reduces the work of the left ventricle
because it pumps against a lower pressure. This decreases
myocardial oxygen demand. Diastolic augmentation
increases coronary blood flow because it increases the
coronary perfusion pressure. This increases myocardial
oxygen supply. Thus, the myocardial oxygen balance is
improved.

Among the secondary physiological effects of counter-
pulsation are increases in the stroke volume (SV, the
volume of blood pumped with each heartbeat), the CO
(equal to the SV multiplied by the heart rate) and the
blood flow to the other vital organs.

HISTORICAL PERSPECTIVE

Counterpulsation was first described in theory in 1958 by
Harken (1). It was to be achieved by cannulating the
femoral arteries, rapidly withdrawing a set volume of blood
during systole and rapidly reinfusing the same volume of
blood during diastole. Clauss et al. (2) reported this in
clinical practice in 1961 but it was unsuccessful because
the rapid movements of blood were difficult to implement
and caused severe hemolytic damage to the red blood cells.
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Figure 2. The relationship between the ventricular pressure with
counterpulsation (A – solid line), without counterpulsation (B-
dashed line), IABP balloon inflation (C) and ventricular systole
(D). Region 1 (green) ¼ systolic unloading and Region 2
(yellow) ¼ diastolic augmentation.



In 1958, Kantrowitz and McKennin (3) described coun-
terpulsation achieved by wrapping a part of the diaphragm
around the thoracic aorta and stimulating the phrenic
nerve, causing contraction of the diaphragm, during dia-
stole. Moulopoulos et al. (4) and Clauss et al.(5) described
counterpulsation achieved by intra-aortic balloon pumping
in 1962. Operative insertion of the balloon through a surgi-
cally exposed femoral artery was necessary. It was inflated
during diastole and deflated during systole. In 1968, Kan-
trowitz et al. (6) reported a successful clinical study.

In 1963, Dennis et al.(7) described external counter-
pulsation achieved using a pneumatic compression gar-
ment that enclosed the legs and lower torso. It was inflated
during diastole and deflated during systole. It was reported
to be as successful as the IABP in clinical studies but it is
not commonly used. Kantrowitz et al. (8) described coun-
terpulsation achieved by a permanently implantable intra-
aortic balloon in 1972. It was unsuccessful in clinical
practice because there remained the need for a connection
to an external pump and this provided a portal of entry for
infection.

In 1979, following the development of thinner catheters,
percutaneous insertion of the intra-aortic balloon through
a femoral artery puncture was introduced. This could be
performed at the bedside and avoided the need for a
surgical operation in most patients. Consequently, intra-
aortic balloon pumping became the most widely adopted
method of counterpulsation.

CLINICAL APPLICATIONS

Indications

The IABP was first used clinically in 1968 by Kantrowitz to
support patients with cardiogenic shock after acute myo-
cardial infarction(9). During the 1970s the indications
broadened (Table 1) and by 1990 �70,000 pump procedures
were performed worldwide each year (10) although there is
wide variation between different countries and centres.
The IABP support has been used successfully in patients
with left ventricular failure or cardiogenic shock from
many causes including myodarditis, cardiomyopathy,
severe cardiac contusions and drug toxicity but the com-
monest are myocardial infarction and following cardiac
surgery. The trend has been a move away from hemody-
namic support in pump failure towards the treatment, and
even prophylaxis of, acute myocardial ischaemia. Patients
can be maintained on the IABP for hours, days or even
weeks, particularly when used as a bridge to cardiac
transplantation or other definitive treatment (11). Of
those who survive to hospital discharge, long-term survival
is satisfactory (12).

An early series of 747 IABP procedures in 728 patients
between 1968 and 1976 was reported by McEnany et al.

(13). Over the course of the study, they observed that
cardiogenic shock or chronic ischaemic left ventricular
failure as the indication for IABP fell from 79 to 26% of
patients whilst overall in-hospital survival rose from 24 to
65% of patients. They also noted an increase from 38 to 58%
of patients undergoing cardiac surgery following IABP
insertion. They postulated that broadened indications
for, and earlier insertion of, the IABP together with more
aggressive surgical treatment of any underlying cardiac
lesion led to the improvement in survival. In the later
Benchmark Registry of nearly 17,000 IABP procedures
performed in 203 hospitals worldwide between 1996 and
2000, the main indications were support for coronary
angioplasty (21%), cardiogenic shock (19%), weaning from
cardiopulmonary bypass (16%), preoperative support in
high risk patients (13%), and refractory unstable angina
(12%) (14). The overall in-hospital mortality was 21%.

High risk patients undergoing cardiac surgery may
have a better outcome if treated preoperatively with IABP
therapy. In a series of 163 patients with a left ventricular
ejection fraction of <0.25 and undergoing coronary artery
bypass grafting (CABG), the 30 day mortality was reduced
from 12 to 3% (15). Similar results were obtained in a small
randomized study (16). In a series of 133 patients who
underwent CABG off cardiopulmonary bypass between
2000 and 2003, the use of adjuvant preoperative IABP
therapy in the 32 highest risk patients led to outcomes
comparable with the lower risk patients (17). The use of
IABP therapy to improve outcome after coronary angio-
plasty for acute myocardial infarction remains controver-
sial. Early studies suggested an improved outcome (18–20),
but two recent large randomized trials have shown no
benefit in haemodynamically stable patients (21,22). A
report from the SHOCK Trial Registry showed that the
in-hospital mortality in patients with cardiogenic shock
after acute myocardial infarction could be reduced from
77% to 47% by combined treatment with thrombolysis and
IABP, particularly when followed by coronary revascular-
ization (23).

IABP therapy is used infrequently in children, who
commonly suffer from predominantly right ventricular
failure associated with congenital heart disease. The
greater elasticity of the aorta may limit diastolic augmen-
tation and the more rapid heart rate may make ECG
triggering difficult. Echocardiographic triggering has
been used as an effective alternative (24,25). Survival
rates of 57% (26) and 62% (27) have been reported in small
series of carefully selected patients.

Contraindications

The only absolute contraindications to IABP therapy are
severe aortic regurgitation and aortic aneurysm or dissec-
tion. In patients with severe aorto-iliac vascular disease

INTRAAORTIC BALLOON PUMP 165

Table 1. Indications for IABP Therapy

Left ventricular failure or cardiogenic shock Preoperative support before cardiac or non-cardiac surgery
Refractory unstable angina or ischaemic ventricular arrhythmias Adjunct to coronary angioplasty or thrombolyis
Weaning from cardiopulmonary bypass Adjunct to off-bypass cardiac surgery
Bridge to cardiac transplantation



the balloon should not be inserted through the femoral
artery.

Complications

The IABP therapy continues to cause a significant number
of complications (Table 2), but serious complications are
uncommon and directly attributable deaths are rare.
Nevertheless, some have argued against its indiscriminate
use, feeling that for many patients the risks outweigh the
benefits. Kantrowitz reported rates of 41 and 4% for minor
and major complications, respectively, in his series of 733
patients. Of these, 29% were vascular (including 7%
hemorrhagic) and 22% were infections (28). Vascular com-
plications include haemorrhage from the insertion site and
lower limb ischaemia caused by the balloon catheter or
sheath occluding the iliac or femoral artery. The vascular
status of the lower limbs should be observed closely in
patients on IABP therapy. Ischaemia may resolve when the
catheter or sheath is removed but surgical intervention
including femoral thromboembolectomy, femorofemoral
bypass or even amputation is required in up to half of
cases (29).

Several risk factors for vascular complications have
been identified. They are female gender, diabetes, hyper-
tension, peripheral vascular disease, obesity, old age,
sheathed insertion, percutaneous insertion, and insertion
via the femoral artery compared to directly into the ascend-
ing aorta (13,14,19,28–30). In one study of patients with
peripheral vascular disease, the rate of vascular complica-
tions was 39% for percutaneous insertion compared to 18%
for open insertion (29).

Complications caused by perforation of the balloon are
rare, but potentially serious. Embolization of the helium
shuttle gas can result in stroke or death. Coagulation of
blood within the balloon can result in balloon entrapment.
In this situation the instillation of thrombolytic agents may
allow the balloon to be retrieved percutaneously but other-
wise open surgery is required. It is therefore mandatory to
remove the balloon immediately if any blood is detected
within the pneumatic system.

Thrombocytopenia (a reduction in the number of plate-
lets) developed in one-half of patients but they rapidly
recovered when the balloon was removed (31).

EQUIPMENT FOR CLINICAL APPLICATION

The IABP consists of a balloon catheter and movable drive
console. A monitor on the drive console displays the arterial
pressure wave and the ECG. Commercial consoles have

controls that allow the operator to select the assist ratio
and trigger mode and adjust the timing of inflation and
deflation and the inflation volume of the balloon. The drive
console also contains a helium tank for balloon inflation
and a battery as a backup power source in the event that
the mains electricity supply is interrupted. In common
with medical equipment the IABP console conforms to
international safety standards. Figure 3 shows a current
commercial model.

The balloon is made of inelastic polyurethane and is
cylindrical in shape. Balloons are available in volumes
from 25 to 40 cm3 and the correct size is selected according
to the height of the patient. The balloon is mounted at the
end of a double-lumen catheter. Modern catheters have an
outer diameter of 7–8 French gauge. The inner lumen is
open at the tip to allow insertion over a guidewire and
direct measurement of the aortic blood pressure after the
guidewire is removed. The outer lumen forms a closed
system connecting the balloon to a pneumatic pump cham-
ber within the drive console. Two views of a current balloon
catheter are shown in Fig. 4.

The balloon catheter is most commonly inserted percu-
taneously through the femoral artery in the groin over a
guidewire using a traditional or modified Seldinger tech-
nique. An intra-arterial sheath is used to secure and
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Table 2. Complications of IABP Therapy

Vascular Balloon-Related Other

Hemorrhage Gas embolism Infection
Aortoiliac dissection

or perforation
Entrapment Thrombocytopenia

Paraplegia
Limb ischaemia
Visceral ischaemia

Figure 3. A commercial IABP device. (Courtesy of Datascope
Corp.)



protect the access site before insertion of the balloon cathe-
ter. However, because the sheath has a larger outer dia-
meter than the balloon catheter it can increase the risk of
vascular complications and sheathless insertion has now
been introduced. Under fluoroscopic guidance the balloon
is positioned in the descending thoracic aorta just beyond
the origin of the left subclavian artery. Alternatively, the
balloon can be inserted through the iliac, axillary or sub-
clavian arteries or directly into the ascending aorta during
open surgery.

A shuttle gas is pumped back and forth between the
pump chamber and the balloon to cause inflation and
deflation. The ideal shuttle gas would have a low density
combined with a high solubility in blood. A dense gas is
slow to move along the catheter. This introduces a signifi-
cant delay between the opening of the valves in the pump
chamber and the inflation or deflation of the balloon mak-
ing correct timing more difficult to achieve. An insoluble
gas is unsafe if the balloon was to leak or burst allowing it
to escape into the blood. There it may form bubbles leading
to potentially fatal gas embolism. Originally, carbon diox-
ide was used as the shuttle gas. It is a dense gas but
dissolves easily in blood. More recently, helium has been
used as the shuttle gas. It is a less dense gas but dissolves
less easily in blood.

Pumping is initiated with an assist ratio of 1:2, which
means that one in every two heartbeats is assisted. This
allows the arterial pressure wave of each assisted beat to be
compared with an unassisted beat to facilitate correct
timing.

Pumping is continued with an assist ratio of 1:1, which
means that every beat is assisted. As the patient recovers,
they can be weaned from the IABP by periodically decreas-
ing the assist ratio until pumping is eventually disconti-
nued.

Weaning can also be achieved by periodically decreasing
the inflation volume of the balloon. However, this can lead
to problems with blood clotting in the folds of the under-
inflated balloon and it is not commonly used.

CONTROL OF IABP

The inflation/deflation cycle of the intra-aortic balloon
pump is controlled by a closed loop circuit as illustrated
in Fig. 5.

The physiological variables required for determining
triggering are measured, filtered and converted into digital
signals. These are used in enable the control strategy to
determine the appropriate inflation and deflation times of
the balloon. This information is then passed to the pneu-
matic circuit for balloon operation. The results of this
strategy are then feed back to the console via a new set
of patient variables. The actions of the controller are dis-

played on the console monitor. Additionally the control
strategy can be set by the clinician.

TRIGGERING

The drive console requires a trigger signal to synchronise
with the cardiac cycle. The trigger signal indicates the start
of ventricular systole.

Commercial consoles have several modes of triggering:
The ECG trigger, where the trigger signal is the R wave of
the ECG. This is the most commonly used mode of trigger-
ing. Blood pressure trigger, where the trigger signal is the
upstroke of the arterial pressure wave. This is used when
the ECG signal is too noisy to allow reliable R wave
recognition. Pacer trigger, where the trigger signal is
the pacing spike of the ECG. This is used when the patient
has an implanted cardiac pacemaker. Internal trigger,
where the trigger signal is generated internally by the
console at a set rate. This is used during cardiac surgery
when the heartbeat is temporarily arrested.

TIMING

The safety and efficacy of balloon pumping is dependent
upon the correct timing of balloon inflation and deflation
during the cardiac cycle. Inflation should occur during the
isovolumetric relaxation period of ventricular diastole. Too
early inflation is unsafe because it overlaps the ejection
period of ventricular systole, impedes ejection and
increases the work of the heart. Too late inflation is less
effective because it reduces diastolic augmentation.
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Figure 4. An IABP catheter. (Courtesy of Datascope Corp.) In
both inflated (top image) and uninflated (bottom image) modes.

Inflation &
Deflation  
strategy

Balloon 
inflation & 
deflation

Analogue to Digital 
Converters and Filters

Pneumatic 
System

Control Strategy

Monitor 
Console

Measurements of 
physiological variables

Information for 
displaying to user

Enhanced physiological 
measurements

Control strategy 
from user

Figure 5. Closed-loop circuit for IABP control. The arrows
indicate the flow of information for controlling the IABP.



Safe and effective inflation timing is fairly easy to
achieve because the systolic time interval is relatively
constant, regardless of heart rate or rhythm. The operator
is trained to adjust the time of inflation until it visibly
corresponds with the dichrotic notch on the arterial pres-
sure wave display.

Deflation should occur at the end of ventricular diastole
or during the isovolumetric contraction period of ventricular
systole. Too late deflation is unsafe because it overlaps the
ejection period of ventricular systole, impedes ejection and
increases the work of the heart. Too early deflation is less
effective because it reduces diastolic augmentation.

Safe and effective deflation timing is more difficult to
achieve because the length of diastole is variable, depend-
ing on the heart rate and rhythm. The operator is trained to
adjust the time of deflation until it visibly reduces the EDP
and PSP on the arterial pressure wave display. Commer-
cial consoles have two modes of timing:

Conventional Timing

Under conventional timing, the balloon is inflated and
deflated at set time intervals after the R wave is detected
(called manual timing). This copes badly with alterations
in heart rate of >10 bpm. The problem is that when the
heart rate increases, the diastolic time interval shortens
and the balloon now deflates too late. Conversely, when the
heart rate decreases, the diastolic time interval lengthens
and the balloon deflates too early.

Conventional timing can be improved by predicting the
duration of the current cardiac cycle by averaging the R–R
interval of the previous 5–20 heartbeats. The balloon is
then deflated at a set time interval before the next R wave
is predicted to arrive (called predictive timing). This copes
fairly well with alterations in heart rate and is the most
commonly used mode of timing.

Both manual and predictive timing cope badly with
alterations in heart rhythm, when the length of diastole
can vary from beat to beat in an entirely unpredictable
way. Unfortunately, cardiac arrhythmias such as atrial
fibrillation and frequent ectopic beats are common in these
patients making optimal timing difficult to achieve.

Real Timing

Under real timing (also called R wave deflation), the bal-
loon is deflated when the R wave is detected and inflated a
set time interval later. This copes very well with altera-
tions in heart rate and rhythm but it tends to cause too late
deflation. The problem is that when the R wave is detected
there may be insufficient time to fully deflate the balloon
before overlapping the ejection period.

The R wave deflation is usually used as a safety mechan-
ism in conjunction with conventional timing. It ensures
that the balloon is deflated if an R wave arrives unexpect-
edly due to a sudden change in heart rate or rhythm.

OPTIMIZATION

As was seen above the standard timing strategies both
suffer from problems in certain scenarios and thus control

of IABPs are not efficient in providing the best patient
treatment. A natural solution to this is to develop timing
strategies that optimize the balloon inflation regime
according to the current patient condition. Several teams
have reported work in this area.

Jaron et al. in 1979 (32) developed a multielement
mathematical model of the canine circulation and the
IABP. They expressed inflation and deflation times in
terms of the total duration of inflation (DUR) and the time
from the R wave to the middle of pump systole (TMPS).
Duration of inflation and TMPS were expressed in terms of
percentages of the duration of the cardiac cycle.

The model was validated by comparison with anesthe-
tized dogs. They varied DUR and TMPS and measured the
effects on EDP, MDP, and CO. Each of the three dependent
variables (z axis) were plotted against the two independent
variables (x and y axes) to create a three-dimensional (3D)
urface. In general, there was considerable similarity
between the surfaces obtained from the model and from
the dogs. In particular, the similarity was closer for mea-
surements of pressure (EDP, MDP) than for measurements
of flow (CO).

Their results indicated that the locations of the desired
optima for EDP (75% DUR, 45% TMPS) & CO (55% DUR,
75% TMPS) did not coincide. Furthermore, some combina-
tions of DUR and TMPS within the range used clinically
produced detrimental effects. Because not all variables
could be optimised at same time, they suggested that the
choice of timing settings involved balancing the clinical
needs of the patient.

Jaron et al. in 1983 (33) subsequently developed a
lumped model of the canine circulation and the IABP. It
was validated by comparison with their previous model.
They varied the timing of inflation and deflation, the speed
of inflation and deflation and the volume of the balloon. The
speed was either fast or slow, taking 7% or 33% of the
duration of the cardiac cycle, respectively. The fast speed
represented the ideal console with near instantaneous
balloon inflation and deflation. The slow speed represented
commercial consoles with significant inflation and defla-
tion delay due to the movement of the shuttle gas. They
measured the effects on EDP, SV, and coronary blood flow.

Inflation at end systole maximized SV and coronary
blood flow for fast and slow speeds. Deflation at end dia-
stole minimized EDP for fast speeds. At slow speed, defla-
tion timing involved a trade-off between decreased EDP
with early deflation and increased SV and coronary blood
flow with late deflation. The overall benefit of the IABP was
greater with fast speeds than slow speeds. It was also
proportional to balloon volume.

In later experiments (34), they classified dependent
variables as either internal, reflecting myocardial oxygen
demand, or external, reflecting myocardial oxygen supply.
Internal variables measured were TTI and EDP. External
variable measured were SV and MDP. They showed that
early deflation minimizes internal variables while late
deflation maximizes external variables.

Niederer and Schilt in 1988(35) used a mechanical mock
circulation and a mathematical model to investigate then
influence of timing of inflation and deflation, speed of
inflation and deflation and balloon volume on the efficacy
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of the IABP. Timing was again expressed in terms of
percentage of cardiac cycle duration. The default settings
of the model were fast inflation at 30% time, fast deflation
at 90% time and a volume of 40 cm3. These were found to
produce an increase in SV of 25%, a decrease in left
ventricular systolic pressure of 10% and an increase in
aortic diastolic pressure of 50%.

The time of inflation was varied between 20% and 50%.
This had little effect on SV when the speed was fast, but
inflation after 30% caused a slight decrease in SV compared
to default when the speed was slow. A time of deflation
before 80% caused a slight decrease in SV compared to
default. Fast inflation and deflation speeds caused opening
and closing shock waves that could be harmful were they to
occur in humans. Balloon volume was varied between 10
and 50 mL. There was a nonlinear relationship with SV,
but 40 mL was adequate for optimal performance in the
mock circulation.

Barnea et al. in 1990 (36) developed a sophisticated
computer simulation of the normal, failing and IABP-
assisted failing canine circulation. It included simple phy-
siological reflexes involved in the regulation of the cardi-
ovascular system. The failing heart was simulated by
reducing the contractility of the normal heart. Myocardial
oxygen supply and demand were calculated from the
model. They were balanced in the normal circulation
and imbalanced in the failing circulation. IABP assistance
of the failing circulation was shown to restore the balance.

Sakamoto et al. in 1995 (37) investigated the effect of
deflation timing on the efficiency of the IABP in anaesthe-
tized dogs. They compared a deflation time before the R
wave (during late diastole) with deflation times after the R
wave (during isovolumetric contraction). Deflation during
the middle of isovolumetric contraction was the most effec-
tive in obtaining optimal systolic unloading.

Morrow and Weller (38) successfully used genetic algo-
rithms and the fitness function proposed by Kane et al.(39)
to evolve a fuzzy controller that optimized cardiac assis-
tance in a computer simulation of the IABP-assisted failing
heart. The inputs were MDP and PSP and the output was
deflation time.

Automatic Control

Kane et al. in 1971 (39) proposed a performance index or
fitness function that reflected the overall benefit of IABP
assistance at different timing combinations. Inflation and
deflation times were expressed in terms of the delay before
inflation after the R wave and the duration of inflation. The
function included weighted MDP, MSP, and EDP.

Fitness ¼ k1MDP þ k2MSP þ k4dðk3 � EDPÞ2

where; k1 ¼ 100

MDP0
; k2 ¼ 100

MDP0
; k3 ¼ EDP0;

k4 ¼ �500
1

k3

� �2

; d ¼
1 ifðk3 � EDPÞ< 0

0 otherwise

�
MDP0 ¼ unassisted MDP; EDP0 ¼ unassisted EDP

It was tested in a mechanical mock circulation and
fitness was found to be a unimodal function of delay and

duration. An automatic controller was developed that used
a gradient descent search algorithm to improve the fitness
by adjusting the delay and duration at each heartbeat. The
performance of the controller was compared with the per-
formance of R wave deflation in simulated cases of heart
failure. The controller was considerably better in moderate
heart failure and marginally better in severe failure. In
severe failure the trade-off between systolic unloading or
diastolic augmentation was particularly apparent. In mod-
erate failure, the fitness function emphasized systolic
unloading (early deflation) while in severe failure it
adapted to emphasize diastolic augmentation (late defla-
tion). Thus, in severe failure the controller tended to
simulate R wave deflation.

Martin and Jaron in 1978 (40) developed a manual
controller for the IABP that allowed DUR and TMPS to
be adjusted. It was tested successfully on anesthetized dogs
and was capable of linking to a computer for automatic
control.

Jaron et al. in 1985 (34) suggested that SV and TTI
index were suitable choices for a fitness function for the fine
adjustment of inflation time. Both MDP and EDP were
suitable choices for the adjustment of deflation time. How-
ever, later work showed that PSP correlated better with
myocardial oxygen demand than EDP.

Barnea (41,42), Smith (43) and their co-workers in
1989 proposed a fitness function for optimal control of
deflation time. It included weighted MDP and PSP. The
permitted interval for deflation time was �200 ms to
þ100 ms relative to the predicted arrival of the next R
wave. An automatic controller was developed that used a
search and approximation algorithm to converge upon the
optimum fitness after a number of heartbeats. It was
tested successfully on computer simulations and anaes-
thetised dogs. It was able to follow a moving optimum,
both within the same patient over time and between
different patients.

Zelano et al. in 1990 (44) developed an automatic con-
troller for the IABP that used different trigger signals.
Balloon inflation occurred either upon detection of S2 or at
a set time prior to the predicted time of the next S2. Balloon
deflation occurred either during the P–R interval at a set
time after the P wave or after the R wave. The advantage of
using the P wave, R wave and S2 for triggering is that all
can be detected in real time. This allows the controller to
follow changes in heart rate and rhythm. It was tested
successfully in a semiautomatic open loop operation in
anaesthetised dogs with a coronary artery tied to simulate
a myocardial infarction. They proposed a fitness function
for automatic closed loop control. It used weighted MSP
and MDP.

Kantrowitz et al. in 1992 (45) reported a clinical trial of
automatic closed loop control of the IABP. They used a rule-
based algorithm to adjust the time of inflation and defla-
tion. Its safety was verified in anaesthetized dogs and it
was then tested on 10 human patients. Their aims were for
inflation to occur at dichrotic notch and for deflation to
overlap the first half of ventricular ejection. They were
successful in 99 and 100% of recordings respectively. Eight
of the patients survived. Neither of the two deaths was
attributed to the controller.
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Sakamoto et al. in 1995 (46) developed a new algorithm
to cope with atrial fibrillation, the most unpredictable
cardiac arrhythmia sometimes described as irregularly
irregular. The aim was for inflation to occur at the dichrotic
notch. They were able to predict the time of arrival of the
dichrotic notch from mathematical analysis of the R–R
interval from the previous 60 heartbeats. Deflation
occurred at the R wave. It was tested on ECG recordings
from real patients and performed better than conventional
timing.

FUTURE DEVELOPMENTS

The use of IABP therapy for preoperative support and as an
adjunct to coronary angioplasty or bypass and off-bypass
cardiac surgery is likely to increase although larger studies
are required to identify which patients will benefit most. The
role of the IABP in left ventricular failure is likely to decrease
with the increasing use of left ventricular assist devices.

Manufacturers recent research and development has
focused on: Improved automatic control algorithms that
better cope with alterations in heart rate and rhythm and
adjust inflation and deflation times to optimize cardiac
assistance. Better catheter designs that cause fewer vas-
cular complications and permit more rapid movement of
the shuttle gas.
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INTRODUCTION

Intrauterine surgery of the fetus or fetal adnexae is spread-
ing rapidly throughout the world. In a broad sense, intrau-
terine surgery includes any procedure in which a medical
device is purposely placed within the uterine cavity. For
most physicians, however, the concept of intrauterine sur-
gery excludes such commonly performed procedures as
amniocentesis and chorionic villous sampling. Rather,
the term usually refers to techniques requiring specialized
knowledge, experience, and most especially, instrumenta-
tion. Procedures most commonly mentioned in discourses
on intrauterine surgery include those specifically devel-
oped for the treatment of such serious anatomic defects
as congenital cystic adenomatoid malformation (CCAM),
sacrococcygeal teratoma (SCT), lower urinary tract
obstruction (LUTO), myelomeningocele, aortic or pulmonic
stenosis, gastroschisis, iatrogenic amniorhexis, twin-to-
twin transfusion syndrome (TTTS), and twins discordant
for severe anomalies. As no one person in the world is an
expert in every one of these procedures, the remainder of
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this chapter is divided into individual sections, each
authored by someone widely recognized as a leader in
the treatment of that particular anomaly.

CONGENITAL CYSTIC ADENOMATOID MALFORMATION
AND SACROCOCCYGEAL TERATOMA

Most prenatally diagnosed malformations are managed by
appropriate medical and surgical evaluation and treat-
ment following planned delivery near term, with some
cases requiring transfer of the mother to a tertiary referral
center with obstetrics, maternal fetal medicine, medical
genetics, neonatology, and pediatric surgery subspecialties.
Certain anatomic abnormalities can have significant fetal
developmental consequences, with emergency in utero ther-
apy being required due to gestational age and mortality
risks for the fetus. Open maternal fetal surgery poses addi-
tional risks to the mother. Maternal fetal surgery (1–4)
should not be attempted until (1) the natural history of
the fetal disease is established by following up on untreated
cases, (2) selection criteria for cases requiring intervention
are developed, (3) pathophysiology of the fetal disorder and
its correction are defined in fetal animal models, and (4)
hysterotomy and fetal surgery can be performed without
undue risk to the mother and her reproductive potential.

Congenital cystic adenomatoid malformation of the lung
(CCAM) (5) is a rare lesion characterized by a multicystic
mass of pulmonary tissue with proliferation of bronchial
structures. CCAM is slightly more common in males and is
unilobar in 80–95% of cases. CCAMs derive their arterial
blood supply from the normal pulmonary circulation.
CCAMs are divided clinically into cystic and solid lesions,
but have been divided traditionally into three types based
on their pathological characteristics. Type 1 CCAM lesions
account for 50% of postnatal CCAM cases and consist of
single or multiple cysts lined by ciliated pseudostratified
epithelium (5). These cysts are usually 3–10 cm in size and
1–4 in number (5). Type II CCAM lesions account for 40% of
postnatal cases of CCAM and consist of more numerous
cysts of smaller diameter, usually less than 1 cm. They are
lined by ciliated, cuboidal, or columnar epithelium (5).
Type III CCAM lesions account for only 10% of CCAM
cases and are usually large, homogenous, microcystic
masses that cause mediastinal shift. These lesions have
bronchiolar-like structures lined by ciliated cuboidal
epithelium separated by masses of alveolar-sized struc-
tures lined by nonciliated cuboidal epithelium (5). Prog-
nosis in Type III CCAM is related to size.

Sacrococcygeal teratoma (SCT) (6) is defined as a neo-
plasm composed of tissues from either all three germ layers
or multiple foreign tissues lacking an organ specificity.
SCT is thought to develop from a totipotent somatic cell
originating in Hensen’s node. SCT has been classified by
the relative amounts of presacral and external tumor pre-
sent, with Type I completely external with no presacral
component, Type II external component with internal
pelvic component, Type III external component with inter-
nal component extending into the abdomen, and Type IV
completely internal with no external component (7). A Type
I SCT is evident at birth and is usually easily resected and

has a low malignant potential (6). Type II and III SCTs are
recognized at birth, but resection may be difficult requiring
an anterior and posterior approach (6). A Type IV SCT can
have a delayed diagnosis until symptomatic at a later age
(6). SCT is one of the most common tumors in newborns and
has an incidence of 1 per 35,000 to 40,000 live births (6).

Evaluation of the fetal status for CCAM and SCT
requires multiple imaging and functional techniques
(8–10), including fetal ultrasound, fetal MRI, and fetal
echocardiogram with arterial and venous Doppler assess-
ments (umbilical artery, umbilical vein, ductus venosus).
Measurements include combined cardiac output, cardi-
othoracic ratio, descending aortic blood flow, inferior vena
cava diameter, placental thickness, umbilical artery sys-
tolic to diastolic Doppler ratio, and amniotic fluid index.
Presence of ascites, pleural or pericardial effusion, and
skin or scalp edema are important markers for the extent
of fetal hydrops and its overall effect on fetal stability.
Specific ultrasound imaging of the CCAM and SCT looks
for the percentage of cystic and solid components in the
tumors as well as an overall mass volume (cc) estimate (AP
cm � transverse cm � height cm � 0.52). The SCT consis-
tency and size can be reflected directly in the combined
cardiac output and amount of vascular shunting. The
CCAM overall size can cause mediastinal shift with cardiac
dysfunction and pulmonary deformation. Validated ratio of
CCAM/head circumference (CVR) can be used for prognosis
and follow-up planning (10). The specific lobar location for
the CCAM may have a differential impact on cardiac
function. The development of fetal hydrops is due mainly
to cardiac dysfunction secondary to compression.

The physiologic changes required in the fetal status to
move from expectant management to open maternal fetal
surgery is generally dictated by fetal (gestational age and
extent of fetal hydrops) and maternal factors (8–10). Cri-
teria for consideration of maternal fetal surgery for CCAM
resection (fetal lobectomy) require the absence of maternal
risk factors for anesthesia and surgery, a singleton preg-
nancy with a normal karyotype (amniocentesis, chorionic
villus sampling, or percutaneous umbilical blood sampling),
no other anatomical abnormalities beyond the associated
hydrops, gestationalageof21–31weeks,andmassivemulti-
cystic or predominantly solid CCAM (CVR > 1.6) (8–10). In
selected cases, the failure of in utero therapy techniques,
such as thoracoamniotic shunting or cyst aspiration for the
large Type I lesions, to reverse the fetal hydrops would be
required. Criteria for consideration of maternal fetal sur-
gery for debulking of a SCT require the absence of maternal
risk factors for anesthesia and surgery, a singleton preg-
nancy with a normal karyotype, the absence of significant
associated anomalies, evidence of impending high output
cardiac failure, gestational age of 21–30 weeks, and favor-
able SCT anatomy classification (Type I or II) (9).

The technique for maternal hysterotomy to allow access
to the fetus has been well described and has evolved over 25
years of experimental and clinical work (1,8,9). The uterus
is exposed through a maternal low transverse abdominal
incision. If a posterior placenta is present, superior and
inferior subcutaneous flaps are raised and a vertical mid-
line fascial incision is made to expose the uterus for a
convenient anterior hysterotomy with the uterus remaining
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in the abdomen. Conversely, the presence of an anterior
placenta necessitates the division of the rectus muscles so
the uterus can be tilted out of the abdomen for a posterior
hysterotomy. A large abdominal ring retractor (Turner–
Warwick) is used to maintain exposure and prevent lateral
compression of the uterine vessels. Sterile interoperative
ultrasound is used to delineate the fetal position and pla-
cental location. The edge of the placenta is marked under
sonographic guidance using electrocautery or a marking
pen. The position and orientation of the hysterotomy is
planned to stay parallel to and at least 6 cm from the
placental edge but still allow exposure of the appropriate
fetal anatomy. The hysterotomy is facilitated by the place-
ment of two large monofilament sutures (PDS II 1 Ethicon;
Somerville, NJ) parallel to the intended incision site and
through the full thickness of the uterine wall and mem-
branes under sonographic guidance. The electrocautery is
used to incise the myometrium between the two stay sutures
down to the level of the amniotic membranes. A uterine
stapler device (US Surgical Corporation; Norwalk, CT) with
absorbable Lactomer staples is then directly introduced
through the point of fixation and into the amniotic cavity
by using a piercing attachment on the lower limb of the
stapler. The stapler is fired, thereby anchoring the
amniotic membranes (chorion, amnion) to the uterine wall
creating a hemostatic hysterotomy. Careful evaluation for
the membrane adhesion status and for any myometrial
bleeding sites is undertaken. If required, interrupted PDS
sutures are used to control bleeding and membrane
separation. The fetus and the internal uterine cavity
are continually bathed in warmed lactated Ringers at
38–408C using a level I warming pump connected to a
red rubber catheter that is placed in the uterine cavity
through the hysterotomy.

For CCAM resection (1,8,11), once the appropriate fetal
area is visualized in the hysterotomy site, the fetal arm is
brought out for pulse oximeter monitoring, IV access, and
fetal position control. Intraoperative fetal echocardiogra-
phy is used throughout to monitor cardiac function. The
fetal chest is entered by a fifth intercostal space thoracot-
omy. The lesion usually decompresses out through the
thoracotomy wound consistent with the increase in the
thoracic pressure from the mass (8). Using techniques
initially developed on experimental animals, the appropri-
ate pulmonary lobes containing the lesion are resected
(1,11). Fetal resuscitation is performed if needed through
intravenous administration of crystalloid, blood, and code-
blue medications with fetal echocardiography providing
functional information. The fetal thoracotomy is closed
and the fetal arm is returned to the uterus.

The technique for debulking of an external fetal SCT has
been described in detail previously (1,9,12,13). The fetal
foot is used for pulse oximeter monitoring and IV access
with intraoperative echocardiography. The fetal SCT is
exposed and a Hagar dilator is placed in the rectum. Fetal
skin is incised circumferentially around the base of the
tumor and a tourniquet is applied to constrict blood flow.
The tumor is debulked externally, usually with a 90 mm
thick tissue stapler (US Surgical Corporation; Norwalk,
CT). The objective of the fetal SCT resection is to occlude
the tumor vascular supply and remove the low resistance

tumor vascular bed from the fetal circulation. No attempt is
made to dissect the intrapelvic component of the tumor or
to remove the coccyx (done with a second procedure after
birth). Fetal resuscitation is performed if needed through
intravenous administration of crystalloid, blood, and code-
blue medications with fetal echocardiography providing
functional information. The fetal sacral wound is closed.

Repair of the hysterotomy after fetal surgery (1–4) uses
a water-tight two-layered uterine closure, with interrupted
full thickness stay sutures placed first and untied using
PDS II 1 (Ethicon; Somerville, NJ), and the uterus is then
closed with a running continuous stitch PDSII 0 (Ethicon;
Somerville, NJ) including the chorion-amnion membrane
layer. The interrupted stay sutures are then tied after the
amniotic fluid volume has been corrected with warm lac-
tated Ringers through a red rubber catheter and volume
confirmed by ultrasound visualization. The omentum is
sutured in place over the hysterotomy closure to help seal
the hysterotomy site with vascularized tissue and to pre-
vent bowel adherence to the site, especially when a poster-
ior hysterotomy is performed. The maternal laparotomy
incision is closed in layers. It is important to use a sub-
cuticular skin closure covered with a transparent dressing
so that monitoring devices can be placed on the maternal
abdomen postoperatively.

In some specific cases, when the CCAM lesion is not
resected in utero, it continues to be a large space-occupying
lesion with mediastinal shift. Thus, it might be anticipated
that respiratory compromise will be present at birth, the
delivery may be facilitated with an EXIT procedure
(ex utero intrapartum therapy) (14). Uterine relaxation
is maintained by high concentration inhalational anes-
thetics, with additional tocolysis if necessary. The EXIT
requires only the head and chest to be initially delivered
through, preferably, a low transverse hysterotomy wound
thereby preserving uterine volume with the lower fetal
body and continuous warmed lactated Ringers infusion to
prevent cord compression. These maneuvers preserve the
uterine-placental circulation and continue placental gas
exchange. The EXIT procedure can be done through an
anterior or posterior hysterotomy, but its location in the
uterus may require that all future pregnancies be delivered
by cesarean section with no trial of labor if a low anterior
transverse location is not available.

All future pregnancies following maternal hysterotomy
for maternal-fetal surgery require cesarean section at term
with no trial of labor. Maternal obstetrical risks in a
subsequent pregnancy are similar to risks following for a
classic cesarean section (15).

LOWER URINARY TRACT OBSTRUCTION

The diagnosis and treatment of fetal lower urinary tract
obstruction (LUTO) requires knowledge of the differential
diagnosis and the natural history of the condition, a thor-
ough understanding of the criteria for therapy, and man-
agement expertise. Fetal LUTO is one of the most
commonly diagnosed birth defects. Untreated, and depend-
ing on the level of the obstruction, it may lead to hydro-
nephrosis, renal dysplasia, pulmonary hypoplasia, and

INTRAUTERINE SURGICAL TECHNIQUES 173



perinatal death (16,17). The prognosis depends on the
extent of preexisting renal damage and the effectiveness
of therapy. Treatment with fetal urinary diversion proce-
dures is aimed at preventing renal damage and pulmonary
hypoplasia (18–20).

Obstruction to urine flow has been shown in animal
models to result in hydronephrosis and renal dysplasia
(21). Release of the obstruction is associated with no or
variable renal damage depending on the timing of the
release or the creation of the defect (21,22). Pulmonary
hypoplasia is another major potential complication of
fetuses with obstructive uropathy (23). The association
probably results from the attendant oligohydramnios.

Urethral obstruction may result from posterior urethral
valves (PUV), anterior urethral valves, megalourethra,
urethral duplications, urethral atresia, obstructive ureter-
ocele, or cloacal dysgenesis. Posterior urethral valves
(PUV), first described by Young et al. (24), constitute the
most common cause of lower urinary tract obstruction in
male neonates, with an incidence of 1:8000 to 1:25,000
livebirths (25). The lesions occur only in males because
the female counterpart of the verumontanum, from which
the valves originate, is the hymen.

In utero therapy is usually limited to fetuses with
bladder outlet obstruction. Fetuses with unilateral
obstruction are not typically considered candidates for in
utero therapy, regardless of the magnitude of the obstruc-
tion or renal findings. In these patients, the risk/benefit
ratio of in utero intervention favors expectant manage-
ment, even if it means loss of the affected renal unit.

Fetal renal function may be assessed by analysis of fetal
urinary parameters via vesicocentesis. Patients are con-
sidered candidates for in utero therapy if fetal urinary
parameters are below the threshold for renal cystic dys-
plasia. If the values are above the threshold, therapy
should not be offered.

The application of selection criteria in patients with
fetal LUTO for possible in utero therapy results in a sig-
nificant attrition rate. Disqualification from therapy may
result both from ‘‘too healthy’’ or ‘‘too sick’’ conditions.
Examples of too healthy conditions include normal amnio-
tic fluid volume or suggestion of nonobstructive dilatation
of the urinary tract. Examples of too sick conditions include
sonographic evidence of renal cystic dysplasia, abnormal
fetal urinary parameters, abnormal karyotype, or the pre-
sence of associated major congenital anomalies. Of 90
patients referred to the Florida Institute for Fetal Diag-
nosis and Therapy from October 1996 to October 2003,
more than one-half were disqualified from therapy from
single or overlapping conditions.

Percutaneous ultrasound-guided vesicoamniotic shunt-
ing of fetuses with LUTO began in the early 1980s
(16,19,23). The goal of therapy is to avoid development
of pulmonary hypoplasia from the attendant oligohydram-
nios as well as to preserve renal function. Fetal bladder
shunting should be offered only to patients without sono-
graphic or biochemical evidence consistent with renal cys-
tic dysplasia, normal karyotype, and lack of associated
major congenital anomalies.

The procedure can be performed under local, regional,
or general anesthesia. A minimal skin incision is made.

Ultrasound is used to identify the ideal site of entry into the
fetal bladder, below the level of the umbilicus. Color Dop-
pler ultrasonography is used to identify the umbilical
vessels around the distended bladder and avoid them.
Under ultrasound guidance, the trocar is directed through
the maternal tissues and up to the fetal skin. Fetal analge-
sia is achieved with pancuronium 0.2 mg/kg and fentanyl
10 mcg/kg. The trocar stylet is used to enter the fetal
bladder with a sharp, swift, and controlled maneuver. If
a prior vesicocentesis had been performed, it is advisable to
obtain a sample of fetal urine for microbiological purposes
to rule out preexisting infection. A sample of fetal urine is
sent for further biochemical testing. Placement of the
double-pigtail catheter is monitored with ultrasound. After
the distal loop is deployed in the bladder, the trocar is
retrieved to the level of the bladder wall. A small amount of
the straight portion of the catheter may be advanced into
the bladder to avoid retracting the distal loop into the
bladder wall. The trocar shaft is retrieved slowly while
simultaneously maintaining pressure on the catheter to
deploy the straight portion within the bladder wall and
fetal skin. Once the shaft of the trocar reaches the fetal
skin, entrance of the catheter, including the proximal loop,
can be safely deployed. If complete anhydramnios is pre-
sent prior to insertion of the catheter, it is advantageous to
attempt an amnioinfusion with an 18 gauge needle prior to
shunting to create the space for deployment of the proximal
loop. Amnioinfusion is aimed at preventing misplacement
of the proximal loop within the myometrium and fetal
membranes.

Despite adequate placement, malfunction of vesicoam-
niotic shunting may occur up to 60% of the time (26). The
shunt may pull from the skin into the fetal abdomen,
resulting in iatrogenic ascites, or out of the fetal bladder,
with no further drainage of urine. The shunt may pull out
of the fetus altogether as well. Replacement of the shunt is
associated with an additive risk of fetal demise, chorioam-
nionitis, premature rupture of membranes, and miscar-
riage or preterm delivery, for a total perinatal loss rate of
approximately 5% per instance.

In 1995, we proposed the use of endoscopy to assess the
fetal bladder for diagnostic and surgical purposes (27,28).
Endoscopic visualization of the fetal bladder with a larger
endoscope can be justified during vesicoamniotic shunting.
Currently, we use a 3 mm or a 3.9 mm trocar with a
2.7 mm or 3.3 mm diagnostic or operating endoscope. This
diameter is slightly larger than the 14 gauge (approxi-
mately 2.1 mm) needle used for the insertion of the dou-
ble-pigtail catheter. Access to the fetal bladder allows
remarkable evaluation of the bladder, ureteral orifices,
and urethra as well as the opportunity to perform surgical
procedures.

In normal fetuses, the urethra is not dilated, appearing
as a small hole within the bladder. In patients with a true
urethral obstruction, endoscopy will show a variable dila-
tation of the urethra at the level of the bladder neck. The
urethra is located using a 258 or a 708 diagnostic rigid
endoscope. Alternatively, a flexible/steerable endoscope
may be used. The anatomical landmarks to identify at this
level include the verumontanum and the urethral valves.
The diagnostic endoscope is then exchanged for a rigid
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operating endoscope. A 600 mm YAG-laser fiber is passed
through the operating channel of the endoscope, and then
ablated using 5–10 w and 0.2 s pulses in successive steps.
The fiber is placed as anterior and medial as possible. It is
not necessary to evaporate the entire valvular tissue.
Instead, only a few defects to either side of the midline
are necessary to establish urethral patency (27,29). The
dilated urethra may collapse intraoperatively once patency
is re-established, which may obscure the field of view and
require frequent instillation of saline to the side port of the
trocar to distend it. Color Doppler may also be used to
document fetal urination through the penis.

A urethrorectal fistula may occur from thermal
damage beyond the posterior wall of the urethra into
the perirectal space. To avoid this complication, only 5–
10 w of energy in short bursts should be used while ablat-
ing the valves.

The management of fetuses with lower obstructive
uropathy continues to be one of the most challenging
subjects in fetal therapy. The difficulties include establish-
ing the correct differential diagnosis, accurately predict-
ing subsequent renal function, and providing the best
treatment.

MYELOMENINGOCELE

Myelomeningocele results from the failure of caudal neural
tube closure during the fourth week of gestation. The lesion
is characterized by protrusion of the meninges through a
midline bony defect of the spine, forming a sac containing
cerebrospinal fluid and dysplastic neural tissue. Affected
infants exhibit varying degrees of somatosensory loss,
neurogenic sphincter dysfunction, paresis, and skeletal
deformities (30). Virtually all such infants also have the
Chiari II malformation, and up to 95% develop hydroce-
phalus (31). Although myelomeningocele is not a lethal
disorder, the neurologic sequelae are progressive, and
worsen until the lesion is closed. Observational and cohort
studies have demonstrated improvement of the Chiari II
malformation (32,33), decreased hydrocephalus (34), and
improved lower extremity function after intrauterine
repair of myelomeningocele (35).

On the day of surgery, the pregnant patient is taken to a
standard obstetrical operating room. An epidural catheter
is placed and, after induction of general endotracheal
anesthesia, she is prepared as if for a cesarean section.
Many of the general anesthetic agents cross the placenta
and provide analgesia for the fetus, and the epidural
catheter enables the administration of continuous post-
operative analgesics if needed. The gravid uterus is
exposed with a Pfannenstiel incision and exteriorized.
The uterine contents are then mapped with a sterile ultra-
sound transducer, and the location of the fetus and the
placenta are determined. Initial uterine entry is obtained
with a specialized trocar developed at Vanderbilt Univer-
sity Medical Center (Cook Incorporated; Bloomington, IN).
The Tulipan–Bruner trocar consists of a tapered central
introducer covered by a peel-away Teflon sheath. Use of
this trocar has demonstrated to reduce operative time and
blood loss while providing atraumatic entry into the uter-

ine cavity (36). Two through-and-through chromic sutures
are passed through the uterine wall and membranes on
either side of the selected entry point. The introducer is
then passed into the uterine cavity under direct ultrasono-
graphic guidance using a modified Seldinger technique.
The central introducer is then removed, leaving only the
trocar sheath. Excess amniotic fluid may be aspirated and
stored in sterile, warm syringes. The footplate of a U.S.
surgical CS-57 autostapling device (United States Surgical
Corporation; Norwalk, CT) is then inserted through the
peel-away sheath, and the sheath is removed, leaving the
stapler in proper position. When activated, the stapler
creates a 6–8 cm uterine incision. At the same time, all
the layers of the uterine wall are held together, much like
the binding of a book.

The fetus is directly visualized and manually positioned
within the uterus so that the myelomeningocele sac is
located in the center of the hysterotomy. Proper position
is maintained by grasping the fetal head and trunk
through the flaccid uterine wall. During the procedure,
the fetal heart rate is monitored by continuous ultrasono-
graphic visualization.

The myelomeningocele is closed in routine neurosurgical
fashion. Approximately 20% of patients will not have a well-
formed myelomeningocele sac, but a crater-like lesion
termed myeloschisis. As fetuses with myeloschisis have less
viable skin for closure, it may be necessary to use bilateral
vertical relaxing incisions in the flanks to create bipedicular
flaps that can be advanced and closed over the dural sac. The
resulting full-thickness cutaneous defects are covered with
cadaveric skin (37).

After repair of the spina bifida lesion, the uterus is closed
in layers using #1 PDS sutures. The first layer incorporates
the absorbable polyglycolic acid staples left by the autosta-
pling device. As the last stitches of this layer are placed, the
reserved amniotic fluid or physiologic crystalloid solution,
mixed with 500 mg of nafcillin or an equivalent dosage of an
antibiotic effective against Staphylococcus species, is
replaced in the uterus. The sterile, warm fluid is added
until the uterine turgor, as determined by manual palpa-
tion, is restored to the preoperative level, which is followed
by an imbricating layer. A sheet of Interceed absorbable
adhesion barrier (Johnson & Johnson Medical, Inc.; Arling-
ton, TX) or omentum is attached over the incision to prevent
adhesion formation. The uterus is returned to the abdomen.
The fascial layer is closed in routine fashion, and the dermis
closed with a running subcuticular suture or staples. The
fetus is monitored postoperatively using continuous elec-
tronic fetal monitoring (EFM) and intermittent transab-
dominal ultrasonography.

Postoperative uterine contractions are monitored using
continuous EFM. Uterine contractions are initially con-
trolled with intravenous magnesium sulfate and oral or
rectal indomethacin, and subsequently with subcutaneous
terbutaline or oral nifedipine, supplemented by indo-
methacin as needed. Patients are monitored with weekly
transabdominal ultrasonographic examinations. Delivery
of each child is accomplished via standard cesarean section.
Although the same abdominal incision is used for the
cesarean section as for the fetal surgery, the fetus is
preferably delivered via a lower uterine segment incision.
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The uterus and abdominal incisions are closed in routine
fashion.

VALVULOPLASTY

Severe aortic stenosis in midgestation may lead to left
ventricular myocardial damage and can ultimately result
in hypoplastic left heart syndrome. Paradoxically, in these
fetuses, which are likely to progress to HLHS, the left
ventricle initially appears normal in size, or even enlarged,
in the setting of left ventricular systolic dysfunction. As
gestation progresses, diminished flow through the diseased
left ventricle leads to decreased flow, and the ventricle
experiences growth arrest, resulting in left heart hypopla-
sia at birth. Early relief of fetal aortic stenosis may pre-
serve left heart function and growth potential by
maintaining flow through the developing chamber. To this
end, a number of operators have developed techniques to
perform fetal aortic valvuloplasty in second trimester
fetuses.

The mother is placed under general anesthesia in a
supine position with left lateral uterine displacement.
Transabdominal ultrasound imaging and external manip-
ulation are employed to achieve ideal fetal position. In this
position, a line of approach from the anterior abdominal
surface traverses the apex of the fetal left ventricle (LV),
paralleling the LV outflow tract, and crossing the valve into
the ascending aorta. The fetus is given intramuscular
anesthetic and muscle relaxant prior to catheterization.
If unable to position the fetus using external maneuvers,
the operators perform a limited laparotomy to enable direct
uterine manipulation and transuterine imaging.

A low profile, over-the-wire coronary angioplasty cathe-
ter is chosen with a balloon diameter based on the mea-
surement of the aortic annulus, using a balloon:annulus
ratio of 1:2. The balloon catheter is mounted on a floppy-
tipped guidewire, with 3 cm of distal wire exposed. The
wire/catheter assembly is then advanced through the 19G
12 cm stainless-steel introducer cannula until the balloon
emerges. Affixing a visible and palpable marker on the
proximal catheter shaft allows the operator to reproduce
this balloon/cannula relationship during the procedure
without relying wholly on the ultrasound imaging.

The introducer is advanced through the fetal chest wall
and to the LV epicardium under ultrasound guidance. The
LV is entered with the introducer, and the obturator
removed with the tip of the cannula just below the aortic
valve (Fig. 1). Blood return through the cannula confirms
an intracavitary position.

The wire/catheter assembly is passed through the can-
nula, and the tip of the wire is identified as it emerges.
While maintaining imaging of the aortic valve and ascend-
ing aorta, the precurved wire tip is manipulated to probe
for the valve. Valve passage, confirmed echocardiographi-
cally by imaging the wire in the ascending aorta, is followed
by catheter insertion to the premarked depth. The balloon
is then inflated, by hand or by pressure gauge, to a pressure
at which it achieves the intended balloon:annulus ratio.
Upon completion of the dilation, the entire apparatus is
removed from the fetus.

When first reported in the 1990s, fetal aortic valve
dilation was performed with minimal technical success
(38). Using the technique described above, technical suc-
cess rates are now over 80% in fetuses between 21 and 26
weeks (39). As the technical aspects of the procedure con-
tinue to be refined, and safety is established, issues of
patient selection will become the major focus of ongoing
research. Anatomic and physiologic variables predicting
left ventricular normalization following successful fetal
aortic valvuloplasty remain poorly understood.

AMNIOEXCHANGE

Gastroschisis is a paraumbilical defect of the anterior
abdominal wall associated with intrauterine evisceration
of the fetal abdominal organs. The incidence of gastroschisis
is approximately 1:4000 births, with a 1:1 male:female
ratio. Most cases are sporadic and aneuploidy is uncommon.

Gastroschisis is characterized by a full-thickness defect
of the abdominal wall, usually located to the right of the
umbilical cord, which has a normal insertion. The defect in
the abdominal wall is generally quite small (3–5 cm). The
herniated organs include mainly bowel loops, although, in
rare cases, the spleen and liver may be involved. Intestinal
atresias and other gastrointestinal disruptions are found
in as many as 15% of cases, and malrotation is also uni-
versal.

Although the prognosis is excellent with an ultimate
survival of greater than 90%, many factors may jeopardize
the outcome of these infants. A chronic aseptic amniotic
fluid peritonitis (perivisceritis) often occurs. The herniated
organs become covered by an inflammatory peel in the
third trimester, resulting from chemical irritation by expo-
sure to digestive enzymes in the amniotic fluid. Thicken-
ing, edema, and matting together of the intestines occurs in
these cases, and may result in a secondary ischemic injury
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Figure 1. Transabdominal ultrasound imaging during introducer
cannula insertion into dilated fetal left ventricle. The tip of the
introducer is positioned in the left ventricular outflow tract
directed at the stenotic aortic valve.



to the bowel as the abdominal defect becomes too small.
Meconium is frequently found in the amniotic fluid of
affected fetuses. Its presence probably reflects intestinal
irritation. Intrauterine growth restriction (IUGR) is fre-
quent, occurring in up to 60% of fetuses. Oligohydramnios
can occur, and may lead to fetal stress by cord compression.
Premature birth is a frequent and still poorly understood
complication. At birth, infants have low serum albumin
and total protein levels, which probably results from
chronic peritonitis.

The obstetrical management of the fetus with gastro-
schisis is controversial. Some studies have shown no clear
benefit of cesarean delivery over vaginal delivery, where as
others demonstrate an improved perinatal outcome in
infants delivered by elective cesarean section prior to labor.
Postoperative infection and delayed total enteral nutrition
are the major acute complications of the newborn.
Although all neonates with gastroschisis require surgery
shortly after birth, repair may be by primary fascial clo-
sure, or by delayed fascial closure using temporary cover-
age with a silastic/Dacron intra-abdominal pouch. The
repair as a primary or secondary procedure depends on
the degree of chemical peritonitis with matting of the bowel
that is present. Delayed intestinal function with poor
enteral nutrition is expected in most patients. Central
venous access and early total parenteral nutrition are
therefore usually required.

In a study by Luton et al. (40), gastroschisis was created
at mid gestation in 21 lamb fetuses. Saline was amnioin-
fused in some fetuses every 10 days until term. Thickness
of the bowel muscularis, thickness of the serous fibrosis,
and plasma cell infiltration were all significantly improved
in amnioexchanged animals when compared with fetal
lambs that were not amnioexchanged (40). Histologic ana-
lysis of appendices removed from human newborns demon-
strated increased fibrosis in those with gastroschisis; after
amnioinfusion, the serosa was still edematous, but no
inflammation was seen (41). In a pilot study in human
pregnancies (42), the same authors investigated the effect
of amnioinfusion on the outcome of prenatally diagnosed
gastroschisis. Following up on their work showing that an
inflammatory response exists in the amniotic fluid of
fetuses with gastroschisis, they hypothesized that amniotic
fluid exchange would improve the outcomes of prenatally
diagnosed cases. The outcome of 10 amnioinfused fetuses
with gastroschisis was compared with 10 nonamnioinfused
matched controls. Results showed that fetuses undergoing
amnioinfusion had a shorter duration of curarization after
surgical repair (2.2 
 1.9 versus 6.8 
 6.9 days,
þ ¼ 0.019), a shorter delay before full oral feeding
(49.7 
 21.5 versus 72.3 
 56.6 days, NS) and a shorter
overall length of hospitalization (59.5 
 19.7 versus
88.5 
 73.6 days, NS). The authors confirmed their pre-
vious data showing that amniotic fluid displays a chronic
inflammatory profile, and they speculated that a reduction
of the inflammatory response could improve the outcome of
human fetuses with gastroschisis (42).

Amnioexchange for treatment of gastroschisis begins
after 30 weeks’ gestation, and is repeated approximately
every two weeks until delivery. A complete obstetrical
ultrasound examination is performed prior to the amnioex-

change. The patient is admitted to the labor and delivery
suite, and a nonstress test is performed before and after the
amnioexchange. An intravenous line or a heplock is placed,
and a single vial of blood is obtained and held for routine
admission laboratory studies, in the case that urgent
delivery is required. Prophylactic tocolysis may be given
in the form of intravenous or subcutaneous terbutaline.
Light IV sedation may also be given if desired.

After performing a sterile abdominal prep and drape,
amnioexchange is performed using a ‘‘closed system.’’ The
closed tubing system materials are illustrated in Fig. 2. All
of the materials are sterile except the graduated cylinder.
Two sterile three-way stopcocks (b and c) are connected
end-to-end. Sterile IV solution (a) is connected to stopcock
(c) by way of sterile IV tubing (a). Three lengths of sterile
connecting IV tubing (b) are connected to the remaining
exposed ports of the stopcock assembly. Tubing from the
side port of stopcock (b) is allowed to drain to the graduated
cylinder (d). A 60 mL syringe (e) is connected to the tubing
attached to the inline port of stopcock (b). The tubing
attached to the inline port of stopcock (c) will connect to
the therapeutic amniocentesis needle. Stopcock (c) is closed
off to the IV solution (a). Stopcock (b) is closed off to the
graduate (d). Amniocentesis is performed under continu-
ous ultrasound guidance. Once access is obtained, the
stylet is removed from within the needle lumen and the
connection tubing is attached. With the stopcocks posi-
tioned as noted above, amniotic fluid is withdrawn into
the syringe (e) until the syringe is filled. Stopcock (b) is
then closed off to the patient and the fluid is expelled into
the graduate (d). Stopcock (b) is then turned off to the
graduate (d), and this step is repeated until the desired
amount of amniotic fluid has been withdrawn (300–900
ml). With stopcock (b) closed to the graduate (d), stopcock
(c) is closed off to the patient. The syringe is then filled with
sterile warmed saline. Stopcock (c) is then closed to the IV
solution (a) and the fluid is infused into the patient. This
step is repeated until the desired amount of fluid is infused.
These steps are repeated serially until the infusion proce-
dure is complete. If the amniotic fluid volume falls within
normal range, the amniotic fluid volume at the end of the
amnioexchange should be the same as at the beginning of
the procedure. In the presence of oligohydramnios, addi-
tional sterile warmed fluid can be added to the uterine
cavity in order to achieve a normal fluid volume by the end
of the procedure.
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If the fluid volume is normal, the placenta is located
posteriorly or fundally, and the fetus is quiescent, all of the
toxic amniotic fluid planned for removal might be aspirated
in one step. With an anteriorly implanted placenta, how-
ever, or in the presence of oligohydramnios or an active
fetus, it may be necessary to remove a small amount of
amniotic fluid, and then replace it with warmed normal
saline, repeating the procedure serially until the amnioex-
change is completed.

After completion of the amnioexchange, electronic mon-
itoring of the fetal heart rate and uterine activity continues
until the patient fulfills the usual criteria for discharge.

AMNIOPATCH

Iatrogenic preterm premature rupture of membranes
(PPROM) occurs in approximately 1.2% of patients after
genetic amniocentesis (43), 3–5% of patients after diagnos-
tic fetoscopy (44), and approximately 5–8% of patients after
operative fetoscopy. Although the membranes might seal
spontaneously in this setting (45,46), most patients con-
tinue to leak fluid and are at a risk for pregnancy loss.

The overall perinatal mortality of previable PPROM
managed expectantly is 60% (47,48). Nearly one-third of
these deaths occurs in utero. Pulmonary hypoplasia occurs
in 50% of cases diagnosed before 19 weeks (49). Serious
sequelae in surviving infants include blindness, chronic
lung disease, and cerebral palsy.

Patients with iatrogenic PPROM between 16 and 24
weeks gestation who do not have clinical evidence of intra-
amniotic infection are candidates for amniopatch therapy.
PPROM is confirmed with a sterile speculum examination
showing vaginal pooling of fluid, ferning, and a positive
Nitrazine test. The maximum vertical pocket of amniotic
fluid is measured sonographically. Patients are placed on
intravenous antibiotics and bed rest for one week to allow
for spontaneous sealing of the membranes. If spontaneous
sealing does not occur, 1 unit of autologous platelets and
cryoprecipitate are prepared if the patient is eligible for
autologous donation. Otherwise, donor platelets and cryo-
precipitate are prepared.

After informed consent, an amniocentesis is performed
using a 22 gauge needle. The needle is directed into an
available pocket of fluid regardless of the site of the pre-
vious invasive procedure. A K-51 tubing extension
attached to a three-way stopcock is connected to the hub
of the needle. Platelets are administered first, followed by
cryoprecipitate. In our original protocol, 1 whole unit of
platelets was injected. We have subsequently reduced the
dose of platelets to one-half a unit because of an unex-
plained fetal death demise, an adverse effect probably
caused by sudden activation of a large number of platelets.

In our series of 28 cases, the average gestational age at
the time of the procedure was 19 weeks and 3 days. The
average gestational age of delivery in patients who did not
have an intrauterine fetal demise was 33 weeks and 4 days.
Overall, membrane sealing occurred in 19 of 28 patients
(67.9%). Of the 28 patients treated, 11 had a large mem-
brane detachment but no overt leakage of fluid. The
detachment of the membrane occurred from fluid escaping

the amniotic cavities through the membrane defect, caus-
ing dissection of the chorionic cavity. In these patients,
only the chorion separates this fluid from leaking grossly to
the vagina. In this group, the amniopatch was successful in
resealing the amniotic membrane in 7 of the 11 patients
(63.6%).

The precise mechanism by which the amniopatch works
is unknown. Presumably, platelet activation at the site of
rupture and fibrin formation initiates a healing process
that enables the membranes to seal.

TTTS

Feto-fetal transfusion syndrome can be described in all
monochorionic multiple pregnancies but has been exten-
sively reported in twins. Twin-to-twin transfusion syn-
drome (TTTS) develops in approximately 15% of all
monochorionic pregnancies (50), and carries a high peri-
natal mortality rate (50). The fetuses are morphologically
normal, and inter-twin vascular communications on the
chorionic plate are thought to be responsible for the
development of the disease through unidirectional blood
transfusion from the donor to the recipient twin. Besides
the primary hemodynamic imbalance between the twins,
the disease may lead to disruptive lesions in both twins.
Before the development of antenatal ultrasound, TTTS
was diagnosed at birth as a discordance of at least 20% in
weight and 5 g/dL in the hemoglobin concentrations of two
twins of the same sex (52). These criteria were abandoned
because these features could not be consistently recog-
nized in utero. With the development of ultrasound, the
polyhydramnios-oligohydramnios sequence has been
found to be the condition carrying one of the highest
perinatal mortality rates in obstetrics, up to 90% without
treatment.

Laser coagulation of placental anastomoses by fetoscopy
is the most effective first-line treatment of FFTS, which
leads to at least one survivor at birth and intact survival at
6 months of age in 76% and 76% respectively, as compared
with 56% and 51% in cases treated by serial amnioreduc-
tion in the Eurofetus randomized trial (53).

The selection criteria to qualify for percutaneous endo-
scopy-directed laser coagulation of placental anastomoses
include:

1. Gestational age of less than 26 weeks.

2. Ultrasound diagnosis of a single monochorionic pla-
centa by ultrasound in the first trimester of preg-
nancy.

3. Polyhydramnios in the recipient’s amniotic cavity
with a deepest vertical pool �8 cm or �10 cm before
or after 20 weeks of gestation, respectively.

4. Oligohydramnios in the donor’s amniotic sac with a
deepest vertical pool �2 cm.

Preoperative evaluation consists of ultrasound exami-
nation, including morphological examination, fetal Dop-
pler, cardiothoracic index, identification of placental
location, and cord insertions. Amniocentesis or amniore-
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duction prior to laser may cause intra-amniotic bleeding
and therefore make the procedure more difficult, or even
impossible, due to impaired visualization. The site of entry
is chosen as demonstrated in Fig. 1, for the scope to be
entered at a right angle to the long axis of the small twin in
order to maximize the chance to ensure adequate visuali-
zation of the placental surface and intertwin membranes.
Ideally, the scope should also be entered alongside a virtual
line joining the two cord insertions. When these criteria are
met, the vascular equator of the placenta as well as the
vascular anastomoses on the chorionic plate are more
likely to be visualized in the operative field.

Prophylactic cefazolin 2 g, indomethacin suppository
100 mg, and oral flunitrazepam are given before surgery
and local anesthesia with nonadrenalinized xylocaine is
injected down to the myometrium. A 10 Fr cannula for a
central venous catheter loaded with a trocar is introduced
percutaneously under continuous ultrasound guidance. A 2
mm 08 fetoscope (Storz 26008 AA) is passed down a straight
or curved sheath to operate on posterior or anterior pla-
centas, respectively. The sheath also has a working chan-
nel carrying a 1 mm diode laser fiber.

A systematic examination of the chorionic plate along-
side the insertion of the inter-twin membrane is per-
formed. Identification of crossing vessels and of their
arterial or venous nature is possible because arteries cross
over veins and show a darker red color than veins owing to
a lower oxygen saturation in the circulating blood (54).
Selective coagulation of anastomotic vessels is performed
with the aim of separating the monochorionic placenta
into two distinct fetal-placental circulations, sparing the
normal cotyledons of each placental territory. Nonselec-
tive coagulation of crossing vessels is only performed
when the distal end or the origin of the vessel cannot
be identified. The power of the diode laser is set at 30–50
w. At the end of theprocedure, excessive amniotic fluid is
drained through the sheath of the fetoscope until normal
amniotic fluid volume is obtained with a deepest vertical
pool of 5–6 cm.

BIPOLAR UMBILICAL CORD OCCLUSION

Selective reduction in complicated monochorionic (MC)
multifetal pregnancies is performed to prevent the delivery
of an anomalous or severely compromised fetus and
improve the perinatal outcome for the surviving co-twin
by delaying delivery or risk associated with spontaneous
loss of the affected. The use of cardiotoxic agents, such as
potassium chloride, is contraindicated in MC pregnancies
because of the potential vascular transmission of the agent
and compromise of the co-twin due to the presence of
placental vascular anastomoses. Thermal vascular occlu-
sive techniques, such as bipolar umbilical cord occlusion
(BPC), have been shown to achieve the stated goals with
minimal maternal morbidity. Indications for BPC that are
unique to MC gestations include twin reverse arterial
perfusion, discordant fetal anomalies, and isolated severe
growth lag. BPC has also been used as a primary inter-
vention in advanced twin-twin transfusion syndrome or as
a secondary procedure when alternative therapies such as

amnioreduction or laser have failed to correct the disease
process.

The procedure was originally described by Deprest et al.
(55). In brief, using the standard sterile technique, the
patient’s abdomen is properly prepared and draped. An
abdominal ultrasound is performed to confirm fetal posi-
tion, viability, and umbilical cord locations. General and
conduction anesthesia may be used; however, intravenous
sedation with local infiltration of 1% lidocaine or 0.25%
bupivicane for subcutaneous, deep muscle, and fascia
anesthesia is usually sufficient and is associated with less
maternal morbidity. A small skin incision is made to allow
insertion of an endoscopic trocar. Under continuous ultra-
sound guidance, the instrument is inserted through a
placental free window toward the targeted umbilical cord,
ideally avoiding the gestational sac of the normal co-twin.
Once the trocar is secured in the amniotic sac, the obtura-
tor is removed. The bipolar forceps are inserted and
advanced to the umbilical cord.

The cord is grasped and positioned away from the
amnion before thermal energy is applied. The duration
and wattage (W) necessary for occlusion will vary, from
20–60 s and 20–50 W, respectively, based on the gesta-
tional age and umbilical cord thickness. When a full-thick-
nessgrasp exists, application of the thermal energy will
result in turbulence and ‘‘streaming’’ of amniotic fluid
adjacent to the forceps. It is not uncommon to have an
audible ‘‘pop’’ secondary to the heating of Wharton’s jelly
and subsequent rupture of amnion at the site of occlusion,
which should not be perceived as a sign of completed
coagulation. As a result of the natural spiral of the umbi-
lical cord, complete occlusion of all vessels requires 2–3
applications of the forceps at adjacent sites. Pulse and color
flow Doppler blood flow studies are performed to confirm
cord occlusion at each site.

The size of the BPC forceps that have been used for these
procedures has varied from 2.2–5.0 mm. The majority of
procedures have been performed with commercially avail-
able single-use 3.0 mm bipolar diathermy forceps (55–58).

Intravenous prophylactic antibiotics and indomethacin
for tocolysis are generally given prior to the procedure.
Postoperative monitoring for uterine contractions and,
depending on the gestational age, continuous or intermit-
tent fetal heart rate should be done for at least 2 hours. The
majority of programs will observe patients for an extended
period of 12–24 h with limited activity. Subsequent doses of
antibiotics and tocolytic treatment are given during this
time. Prior to discharge, a limited ultrasound is performed
to determine the amniotic fluid volume and assess for signs
of hydrops and anemia, including Doppler velocemitry of
the middle cerebral artery and, where appropriate, similar
studies of the umbilical artery and ductus venosus. If no
evidence of preterm labor, leaking of amniotic fluid, or
bleeding exists, the patient is discharged with instructions
to continue with modified bed rest at home for 7–10 days,
take her temperature bid, and report an elevation, leaking
of vaginal fluid, bleeding, or contractions. An ultrasound is
performed in 10–14 days and then at a minimum every 4
weeks thereafter. Additional ultrasounds and fetal mon-
itoring should be performed as clinically indicated by the
primary disease and gestational age.
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INTRODUCTION

Radiation biology refers to all biologic responses induced in
cells and tissues by ionizing radiation, a term that encom-
passes the study of all action of ionizing radiation on living
things. Ionizing radiation (IR) is radiation that has suffi-
cient energy to cause the ejection of an orbital electron from
its path around the nucleus, which indicates that the
photon or charged particle can release large amounts of
energy in a very small space. IR is separated into electro-
magnetic radiation and particulate radiation. Electromag-
netic radiation consists of X rays or g rays, which differ only
in their mode of production, not in their physical effects in
interacting with biologic tissue. X rays are produced by
machines that accelerate electrons and then focus them to
hit a target usually made of tungsten or gold. The kinetic
energy is transferred from the electrons to the target and
then is released as photons. These are the most common
medical exposures through diagnostic or therapeutic radia-
tion. In contrast, g-radiation is produced within the
nucleus from radioactive isotopes. The g rays result from
the unstable nuclear configuration decaying to a more
stable state and releasing the ‘‘extra’’ energy in this transi-
tion in the form of the g ray. Natural background radiation
is of this type. Particulate radiation is those radiation
sources that are not photons and consist of electrons,
protons, a-particles, neutrons, and heavy charged particles
such as the nuclei of carbon, neon, argon, or iron. These
particles are positively charged because the orbiting elec-
trons have been stripped from them.

As noted, IR is defined by its causing the ejection of an
orbital electron when the radiation interacts with tissue.
These ionizing events can be further subdivided by being
directly ionizing or indirectly ionizing. Directly ionizing
events are those in which a charged particle with sufficient
kinetic energy interacts with the tissue, directly resulting
in the ejection of the orbital electron. These events happen
frequently within an exposed tissue, so the charged parti-
cle rapidly transfers its energy to the tissue, a concept
codified as linear energy transfer (LET). Charged particles
have a high LET. In contrast, indirectly ionizing radiation
such as g- or X-radiation is first absorbed in the material
and secondary, energetic charged particles (electrons) are
released. Because this latter process only occurs when the
photon is close enough to an atom to interact, it is referred
to as sparsely ionizing radiation and has a low linear
energy transfer (LET).
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A longstanding paradigm in radiation biology has been
that many effects induced by IR, including its carcinogenic
effects and ability to kill cancer cells, are the result of DNA
damage arising from the actions of IR in cell nuclei, espe-
cially interactions of IR and its products with nuclear DNA
(1–3). When a charged particle or secondary electron pro-
duced by the interaction of a photon with an orbital elec-
tron damages DNA itself, it is known as the direct action of
IR. Yet, DNA represents a small fraction of the actual size
of the cell. Therefore, it was recognized that most of the
interaction of IR within a cell would be with more abundant
biomolecules, specifically water. If the action is mediated
through the intracellular production of radiolytic reactive
products, e.g., OH�, H�, O�

2, and H2O2, that are generated in
aqueous fluid surrounding DNA, then the DNA damage is
called indirect action. These processes unquestionably can
result in a variety of types of DNA damage, including DNA
single- and double-strand breaks, modifications of deoxyr-
ibose rings and bases, intra- and inter-strand DNA–DNA
cross-links, and DNA–protein cross-links (1,4,5). About a
third of all DNA damage is caused by the direct effects of
sparsely ionizing g and X rays, with the remaining balance
being attributable to the indirect actions of IR. With high-
LET radiation such as the more densely ionizing a-parti-
cles that are emitted by radon and radon progeny, the
direct actions of IR on DNA become more predominant
and the nature of the DNA modifications become much
more complex. Regardless of the type of IR, all of the above
forms of DNA damage can lead to untoward effects in cells
if unrepaired or misrepaired. With specific regard to carci-
nogenesis, genomic mutations caused by IR are widely
thought to arise from DNA damage that is subsequently
converted into a mutation as a result of misprocessing by
DNA repair mechanisms or that is converted into a heri-
table mutation when DNA undergoes replication.

This classic view of radiation biology is giving way to a
more complex and complete understanding that the cell
membrane and other intracellular compartments, as well
as the tissue vasculature, are important targets of IR.
Furthermore, as detailed below, although intracellular
effects are better defined, we now recognize that the extra-
cellular environment and cell–cell contact play important
roles in modulating the effects of IR at the cellular and
tissue levels.

MOLECULAR RADIATION BIOLOGY/BYSTANDER EFFECTS

IR is a cellular toxin that is sensed at the cellular level
through the ATM-p53-p21 pathway (6,7). Although the
upstream sensor of ATM remains to be definitively eluci-
dated, the initial radiation sensing protein likely has a
redox sensor and undergoes a conformational change, or
possibly is phosphorylated, resulting in the phosphoryla-
tion of ATM (8). This, in turn, activates the p53 pathway
leading to cell cycle arrest, nuclear translocation of tran-
scription factors such as NF-kB, and either cellular repair
or apoptosis. How an individual cell commits to a given fate
(repair or apoptosis) remains unclear, but undoubtedly it
represents the final integrated response to many simulta-
neous intracellular events. Several excellent reviews on

this topic have been written (9,10). It should be noted that
IR also affects the 26s proteosome, which is another level of
non-nuclear intracellular response affecting cell survival,
presumably through alterations in the removal of activated
(phosphorlyated) proteins, or proteins active in apoptotic
processes such as Bcl2 (11,12).

Radiation effects in cells not directly hit by a radiation
ionizing event are called bystander effects. Although initial
interest in this effect can be found in the medical literature
as far back as into the 1950s, the current interest in the
area was stimulated by a study published in 1992 in which
Nagasawa and Little (13) observed increases in the fre-
quency of sister chromatid exchanges in �30% of immor-
talized Chinese hamster ovary cells that received low-dose
exposure to a-particles, even though less than 1% of the
cells’ nuclei were estimated to actually receive direct
nuclear hits by an a-particle. That a relatively low percen-
tage of the cells experienced one or more direct ‘‘hits’’ by the
a-particles, be they in the cytoplasm or in the nuclei,
suggested the possibility that some mechanism was con-
veying a radiation-associated response to unirradiated
cells. Other groups went on to confirm and extend on this
finding. It is now well recognized that cells do not require a
direct nuclear traversal to result in radiation changes.
There are extracellular responses, predominantly TGF-b
mediated through media (cell culture experiments) or
extracellular fluids (tissues), but other factors cannot be
excluded (14). Furthermore, it is recognized that cell–cell
contact and gap junctional communications are critical in
transmitting the signal from the directly irradiated cell to
the neighboring, bystander cells (15).

TIME, DOSE, AND FRACTIONATION

The biologic effects of IR in tissue relate to the size of the
dose delivered, time between radiation exposures and the
total dose of IR given. Although environmental exposures
are chronic and (usually) low level, medical exposures are
acute and can be repetitive when given for the treatment of
cancer. Radiation therapy for the treatment of malignancy
remains the most effective anti-cancer agent discovered,
and treatment schedules are predicated on the ‘‘4 R’s of
radiobiology’’: repair, repopulation, redistribution, and
reoxygenation.

Repair of radiation-induced damage underlies the
intrinsic radiation sensitivity of the cell to radiation cell
killing. Cells can be broadly grouped into those that can
repair significant amounts of damage and those with more
limited repair capacity. The former descriptive category
corresponds to tissue types where there is limited normal
cell turnover, such as lung, kidney, or brain, and these are
tissues that display damage after a more prolonged time
and are therefore known as late responding tissues. The
cells with more limited intrinsic repair capacity are known
as acute responding tissues and are typified by skin or gut.
These cell types have a limited life span and are constantly
being replaced within normal physiologic functioning.

Repopulation refers to the generation of new cells to
replace those killed by the IR exposure. Although thera-
peutically beneficial for containing normal tissue toxicity,
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repopulation is also active in malignant tissue and thereby
allows greater numbers of tumor clonogens to develop after
treatment. For some types of tumors, an acceleration of
repopulation begins after 4 weeks of radiation therapy,
which can compromise clinical outcome if prolonged ther-
apeutic IR fractionation schemes are used.

Redistribution refers to the changes in cell assortment
across the cell cycle. It has long been established that cells
vary in their sensitivity to the cytotoxic effects of IR depend-
ing on where in the cell cycle they are at the time of
irradiation (16,17). Cells are most sensitive to IR effects
in the G2/M phase and are most resistant during the S-
phase. G1 is intermediate between these two. Thus, clinical
radiation therapy schedules use multiple fractions to over-
come the relative resistance of the cells in S-phase of the cell
cycle on a given treatment day. This difference in radio-
resistance across stages in the cell cycle also underlies one
mechanism of the synergy between radiation therapy and
many chemotherapeutic agents in the treatment of malig-
nant disease. Although S-phase cells resist killing from the
IR, they are more sensitive to some chemotherapeutics that
are active during S-phase when the DNA is most exposed
and is replicating. Furthermore, this alteration of cell cycle
sensitivity to IR cytotoxicity also has been an area of
research for IR-biologic response modifiers. If one can
increase the percentage of cells in G2/M at the time of IR,
then the relative cell kill per fraction of IR will increase.

Reoxygenation refers to the presence or absence of
molecular oxygen within the cell at the time of IR delivery.
As detailed at the beginning, most of the cellular damage
from IR is mediated through the production of free radicals
within the cell. If molecular oxygen is present, these free
radicals can be transformed into more complex peroxide
radicals, which are more difficult for the cell to repair. This
is classically known as ‘‘fixing the radiation damage’’ in the
British use of the term ‘‘fix’’ (make more solid), not the
American (repair). The increase in cell killing from IR in
the presence of oxygen versus under hypoxic conditions is
known as the oxygen enhancement ratio, and it is approxi-
mately a factor of 2–3, dependent on where in the cell cycle
the irradiated cell sits. Although normal tissues have a
well-maintained vascular supply so that oxygenation is
essentially constant, tumors have a tortuous and unstable
vasculature, so that the vessels can open and close erra-
tically. This type of hypoxia is referred to as ‘‘acute
hypoxia.’’ Chronic hypoxia occurs when the tumor out-
grows its blood supply and the tumor cells are simply
beyond the diffusion capability of molecular oxygen.
Attempts to exploit this differential, either by sensitizing
the hypoxic cells or by specifically targeting them, have
been explored and remain active areas of research.
Furthermore, identification of the presence of hypoxia
remains a significant clinical strategy (18).

The four R’s of radiobiology reflect intracellular controls
of overall radiation response. The tissue level effects from
IR in the treatment of cancer are dependent on several
parameters: volume, dose per fraction, total dose, and time
between fractions. The volume of tissue irradiated is cri-
tical for determining the long-term repair by repopulation
by normal cells to fill in for those irreparably damaged by
the IR. Each cell type has its own intrinsic radiation

sensitivity, and the tissue organization (serial or parallel
cellular arrangement) as well as the tissue vasculature
play critical roles in tissue repair and thus radiosensitivity.
Tissues are subdivided into two categories of radiosensi-
tivity based on when they display their damage. Tissues
that display their radiation induced damage during a
standard course of medical radiation therapy are known
as ‘‘acute responding tissues.’’ These tissues naturally have
a large amount of cellular turnover, such as skin or gut,
and at a cellular level, this corresponds to lesser ability to
repair sublethal DNA damage (i.e., a larger proportion of
DNA damage is lethal and nonrepairable). In contrast,
tissues where there is little or no normal cellular turnover,
such as brain, kidney, lung, or spinal cord, there is a
substantial ability to repair sublethal damage, and tissue
toxicity from radiation therapy is displayed late, long after
therapy has finished. These tissues are therefore labeled
‘‘late responding tissues.’’ Therapeutic strategies are
designed to separate these two types of responses as malig-
nant tumors are models of acute responding tissues,
whereas the dose limiting side effects from radiation
therapy are secondary to late responding tissue effects
(19,20).

THE LINEAR NO-THRESHOLD MODEL OF RADIATION
EFFECTS

Based on the data collected from the victims of the bomb
detonations at Hiroshima and Nagasaki, a linear no-
threshold model of radiation effects was developed and
adopted for public policy applications. In essence, the
model states that (1) all radiation exposures are biologi-
cally active, (2) the response in the cells/tissue is linear
with dose, and (3) there is no threshold below which there is
no or negligible effects. The model was developed from the
moderately low-dose exposure ranges of 0.5–2 Gy and the
medically significant sequelae of increased mortality (car-
cinogenic and noncarcinogenic, predominantly cardiovas-
cular) (21–23). Hiroshima and Nagasaki data represent the
effects of a single acute dose exposure delivered to the
whole body with the nutritional deprivation from WW2;
as such, they are subject to criticism and questions of their
applicability to modern healthy populations where low-
dose radiation exposure is often of a more chronic nature.
Nevertheless, they remain the best available population-
based data, and they have been painstakingly collected and
analyzed. As detailed below, however, the shape of the
response curve at the lowest doses remains controversial.

LOW-DOSE EXPOSURES

Low-dose ionizing radiation (LDIR) in the 1–10 cGy range
has largely unknown biological activity in the human.
Current modeling for health and safety regulations, as
well as prediction of carcinogenesis, presupposes a linear,
no-threshold model of radiation effects based on the
nuclear bomb explosion data, which estimates the effect
and risk at low dose by extrapolation from measured effects
at high doses. Yet the scientific literature presents a
more complex picture, and few data clearly support a linear
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dose-response model and none in humans. Numerous stu-
dies suggest some effects of LDIR may be benign or even
beneficial under some circumstances (24,25). Reported
benefits include stimulated growth rates in animals,
increased rates of wound healing, reductions in cell apop-
tosis, enhancements in the repair of damaged DNA, and
increases in radioresistance via the induction of an adap-
tive response, among others (26–28). Other lines of evi-
dence, however, suggest LDIR can be hazardous, and if a
threshold for detrimental responses does exist, it is opera-
tional only at very low dose levels, e.g., �1 cGy. Schiestl et
al. (29) found that 1–100 cGy doses of X rays could cause
genetic deletions in mice in a linear dose-response manner.
This remains an active area of research (30).

Little is known regarding individual variability in sen-
sitivity to radiation exposure. Studies are actively ongoing
to develop methods to best assess interindividual varia-
bility. This understanding will have both a health risk
assessment and medical applications (31).

GENOMIC INSTABILITY

Radiation-induced genomic instability encompasses a
range of measurable endpoints such as chromosome desta-
bilization, sister chromatid exchanges, gene mutation and
amplification, late cell death, and aneuploidy, all of which
may be causative factors in the development of clinical
disease, including carcinoma.

Kadhim et. al. identified the persistence of radiation-
induced chromosomal instability following a-particle irra-
diation in clonal populations of murine bone marrow cells
(32). The same group followed up this seminal work with an
examination of four human bone marrow samples, subjected
to an ex vivo a-particle IR (33). Further research then
demonstrated that the genomic instability phenotype could
be transmitted in vivo when murine hemopoietic cells that
had been irradiated in vitro were transplanted into mice
that had previously had their native bone marrow purged
(34). However, when Whitehouse and Tawn examined
radiation workers in Sellafield, England, who had bone
marrow plutonium deposition evidence for genomic instabil-
ity was not found (35). Whether g-IR could induce genomic
instability was then examined. The original reports from
Kadhim et al. were negative (32,33), but further research
examining hprt locus mutations convincingly demonstrated
that genomic instability was inducible by g-irradiation (36).
Thus, although genomic instability can clearly be demon-
strated in the laboratory, whether it occurs in humans after
IR exposure remains uncertain (37).

Our understanding of the biologic effects of IR is evol-
ving and ever growing. Research has been active in this
field for over 100 years, and it remains a vibrant research
area with the new molecular tools now available. The
target of interest and concern is as small as the individual
DNA base or as large as the whole organism. Mechanistic
studies of the subcellular targets of IR and the cellular
response signaling cascades must be matched with more
complex system evaluations so that the summative effect of
these pathways becomes known. Cell signaling exists
within and between cells, and this cross-talk affects the

ultimate response to IR exposure. Improving our under-
standing of radiation response at the cellular and tissue
levels will undoubtedly yield advances for medical/thera-
peutic radiation as well as general cellular biology.
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INTRODUCTION

The pH of a solution is defined as

pH ¼ �log½Hþ� (1)

where [Hþ] is the concentration of hydrogen ions in the
solution. The standard laboratory method of measuring the
pH of a solution uses a glass electrode with a thin-walled,
bulb-shaped membrane at the bottom. The electrode is
filled with a standard solution (usually 0.1 M HCl), into
which a silver wire coated with silver chloride is dipped
(Fig. 1). Hydrolysis of both the inside and outside of the
glass membrane forms thin gel layers, separated by dry
glass inside the membrane. Hydrogen ions from the test
solution are able to diffuse into the outside gel layer. The
glass is doped with mobile ions (e.g., Liþ), which are able to
cross the membrane and ‘‘relay’’ the concentration of Hþ

ions in the test solution to the inside of the bulb. To make
pH measurements, the potential of the internal silver wire
is measured with respect to a reference electrode. Since the
glass membrane is selective toward [Hþ] ions, the overall
cell potential (at room temperature) is given by the Nernst
equation:

c ¼ const þ kT

q
ln½Hþ� (2a)

¼ const þ 25:7 	 10�3 ln 10 log½Hþ� (2b)

¼ const � 0:0592 pH (2c)

where k is the Boltzmann constant, T the absolute
temperature, and q the electronic charge.

A conventional reference electrode consists of a glass
tube containing a filling solution of known composition
(e.g., saturated KCl). In an Ag/AgCl electrode, electrical
contact is made to the filling solution by a silver wire that
has been coated with silver chloride. If saturated KCl is
used, the wire develops a potential of 199 mV versus the
standard hydrogen electrode (SHE). This potential
remains constant as long as the chloride concentration
remains constant. The internal filling solution is separated
from the test solution by a permeable membrane or ‘‘liquid
junction’’, usually made from porous glass or ceramic.
Diffusion of ions through the junction provides the con-
ductive path between the reference electrode and the test
solution. The KCl is usually used as the filling solution, as
the mobility of the Kþ and Cl� ions are nearly equal,
minimising any build-up of junction potential.

The glass-electrode, with its complicated materials and
internal reference solution, does not lend itself to minia-
turization. However, with the arrival of the metal oxide
semiconductor field-effect transistor (MOSFET) in 1960,
another method of measuring the interface potential
became available. The MOSFET is a three-terminal device
in which the voltage on a gate electrode controls the cur-
rent flowing between source and drain electrodes. The
MOSFET has a metal or polysilicon gate electrode, separa-
ted from the bulk silicon by a thin, insulating gate oxide
layer to provide an extremely high input impedance (Fig. 2a).
In an n-channel MOSFET, a positive voltage applied to the
gate electrode attracts electrons from the bulk of the p-type
silicon to the surface beneath the oxide and creates an
inversion region that is rich in mobile electrons. This
inversion region forms a channel that allows current to
flow between source and drain. The minimum gate voltage
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that is required to produce ‘‘strong’’ inversion is termed the
threshold voltage and is given by

VT ¼ FM �FS

q
� QI

CI
� QS

CI
þ 2cF (3)

The threshold voltage incorporates the work function dif-
ference between the metal gate and the silicon (FM �FS),
any fixed charge in the oxide or in the oxide–silicon inter-
face QI and the charge in the depletion region of the silicon
QS. The term 2cF is twice the Fermi level of the p-type
silicon and arises from the definition of strong inversion,
that is the inverted material must have a free-electron
density that is equivalent to the acceptor density in the p-
type material (1). The parameter CI is the capacitance of
the oxide (insulator) layer, and all charges and capaci-
tances are expressed per unit area.

In 1970, Bergveld (2) recognized that the MOSFET
structure could be adapted to create an ion-sensitive
FET (ISFET) by omitting the metal gate. He found that
by applying a voltage between the source and drain of this
device and placing it in solution, the current flowing would
vary with the pH of the solution. This first ISFET used the
native gate oxide (SiO2) as the ion-sensing layer and was
sensitive to the concentration of both Naþ and Hþ ions in
the solution (3). The silicon dioxide, used to insulate the
metal gate from the silicon substrate, has a similar struc-

ture to the permselective membrane used in the glass
electrode, and will therefore respond to the concentration
of hydrogen ions in a solution. A reference electrode, the
electrical contact of which can be regarded as the gate
terminal, is used to bias the ISFET (Fig. 2b).

A model for an ISFET, made by excluding the metal gate
from a MOSFET, will include all the contributions to its
threshold voltage considered in equation 3. There are an
additional two terms, one due to the potential of the
reference electrode cREF, and the other due to the potential
at the solution–oxide interfaceDc þ xSOL. Here, xSOL is the
constant surface dipole potential of the solvent (usually
water), and Dc is the concentration-dependent interface
potential. The threshold voltage of the ISFET is then

VT ¼ cREF � Dcþ xSOL �FS

e
� QI

CI
� QS

CI
þ 2cF (4)

since the gate metal of the MOSFET is replaced by the
metal in the reference electrode and its work function has
been included in cREF.

The only term in equation 4 that varies with ionic
concentration is Dc, so measuring the concentration is
simply a matter of measuring VT. The ISFET is then an
ideal transducer with which to measure ionic concentra-
tions since it has an extremely high input impedance, and
hence does not require any bias current to flow in the
solution. It also uses the same fabrication process as a
MOSFET, suggesting that not only can it be made very
small, but that it can be integrated on the same substrate
as the sensor electronics.

THE SITE-BINDING MODEL

Initially, it was assumed that the silicon dioxide insulator
used in the ISFET would obey the Nernst equation, in the
same way as the membrane used in the glass electrode did.
This meant that, for a pH-ISFET, Dc, and hence VT, would
be a linear function of pH with a response of 59 mV�pH�1.
The model for the ISFET simply substituted the Nernst
equation in place of Dc in equation 4 (4). While this
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Figure 1. Diagram of the glass electrode
together with a silver–silver chloride reference
electrode.
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Figure 2. Diagrams showing the similarity in cross-section
between a MOSFET and an ISFET.



suggested how to operate the ISFET in a circuit, it did not
provide any insight into the chemical processes that occur
at the solution–oxide interface. Nor did it provide an
explanation for the sub-Nernstian and pH dependent sen-
sitivities that were measured for SiO2 ISFETs (5).

The so-called site-binding model assumes that the insu-
lator surface has ionizable sites that react directly with the
electrolyte to bind or release hydrogen ions. The surface
becomes more or less charged depending on the concentra-
tion of ions in the solution. The charged surface induces a
layer of complementary charge in the solution that forms
a double-layer capacitance across which the interface
potential is developed. The solution side of the insulator–
electrolyte interface is thought to be made up of several
‘‘layers’’ as shown in Fig. 3. The solvent molecules and any
ions that are specifically adsorbed onto the surface make up
an inner layer. The locus of the electrical centers of the
adsorbed ions is called the inner Helmholtz plane (IHP) or
Stern layer. The total surface charge density in this plane
due to the ions is s0. Solvated ions in the solution cannot
approach as close to the surface, and their locus of closest
approach forms the outer Helmholtz plane (OHP). The
interaction of the solvated ions with the surface is purely
electrostatic and they are referred to as nonspecifically
adsorbed ions. Because of thermal mixing in the solution,
these ions are distributed throughout the diffuse layer that
extends from the OHP into the bulk of the electrolyte. The
excess charge density in the diffuse layer is sD so that the
total charge in the solution is sD þ s0.

The charge density in the semiconductor region is sS, so
applying the requirement of charge neutrality:

sD þ s0 þ sS ¼ 0 (5)

If the potential in the semiconductor bulk is defined to be
zero and the potential of the electrolyte bulk is fixed at
cREF, then

cREF þ ðcD � cREFÞ þ ðc0 � cDÞ þ ðcS � c0Þ � cS ¼ 0 (6)

In addition,

c0 � cS ¼ �sS

CI
(7)

c0 � cD ¼ � sD

CH
(8)

cD � cREF ¼ � 2kT

e
sinh�1 sDffiffiffiffiffiffiffiffiffiffiffiffiffi

8ekTc
p (9)

where k is the Boltzmann constant, e is the permittivity,
and c is the total ionic concentration of the solution. The
last equality (eq. 9) is the Gouy–Chapman model for
the diffuse layer (6), and CH is the capacitance formed
between the inner and outer Helmholtz planes. Combin-
ing equations 6–9 produces:

cREF þ�2kT

e
sinh�1 sDffiffiffiffiffiffiffiffiffiffiffiffiffi

8ekTc
p
� �

� sD

CH|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
cEI 
�Dc

þsS

CI
� cS|fflfflfflfflffl{zfflfflfflfflffl}
cIS

¼ 0 (10)

This equation provides a link between the interface
potential Dc and the charge density of the EIS system.

The ‘‘site-binding’’ model was developed by Yates et al. (7)
to describe the interactions at a general oxide–electrolyte

interface. It was later applied to the electrolyte–SiO2–Si
system by Siu and Cobbold (8) and Bousse et al. (9), whose
approach is outlined here. When an SiO2 surface is in
contact with an aqueous solution, it hydrolyzes to form
surface silanol (SiOH) groups. These groups are ampho-
teric, meaning that they can react with either an acid or a
base. The acidic and basic character of a neutral SiOH site
is described by the following reactions (Fig. 4) and disso-
ciation constants. (The dissociation constant is the equili-
brium constant for a reversible dissociation reaction. It
expresses the amount by which the equilibrium favors the
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products over the reactants.)

SiOHþ
2 ÐSiOH þ Hþ; K1 ¼ ½SiOH�½Hþ�0

½SiOHþ
2 �

(11)

SiOHÐSiO� þ Hþ; K2 ¼ ½SiO��½Hþ�0
½SiOH� (12)

where the square brackets indicate concentrations and the
subscript 0 is used to indicate a surface quantity.
Reactions between surface sites and other ions in the
supporting electrolyte (e.g., Naþ, Cl�) are ignored since
they have been shown to have a negligible effect on the
interface potential (10).

The density of sites on the surface is

N ¼ ½SiOHþ
2 � þ ½SiO�� þ ½SiOH� (13)

and the surface charge per unit area is

s0 ¼ eð½SiOHþ
2 � � ½SiO��Þ (14)

Due to thermal mixing, the surface concentration of Hþ

ions can be related to the bulk Hþ concentration by Boltz-
mann statistics:

½Hþ�0 ¼ ½Hþ�exp
�eDc

kT

� �
(15)

as Dc is the potential difference from the electrolyte bulk to
the insulator surface. Multiplying equation 11 by equation
12 and substituting for [Hþ]0 using equation 15 gives

½Hþ� ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
K1K2

p
exp

eDc

kT

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½SiOHþ

2 �
½SiO��

s
(16)

For the case that Dc ¼ 0 and s0 ¼ 0 i:e:; ½SiOHþ
2 � ¼

�
½SiO��

�
, we can see from equation 16 that ½Hþ� ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
K1K2

p
.

This is the hydrogen ion concentration in the solution
required to produce an electrically neutral surface, and is
called the point of zero charge (pzc). The pH at this point is
denoted pH(pzc) and this can be substituted in 16 to

yield

2:303ðpHðpzcÞ � pHÞ ¼ eDc

kT
þ lnF (17)

This equation provides the link between charge, potential,
and pH. The function

F ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½SiOHþ

2 �=½SiO��
q

(18)

plays a key role in the response of the surface. It can be
written in terms of the ‘‘normalized’’ net charge on the
surface ŝs0 ¼ s0=eN, and the parameter d ¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K2=K1

p
:

F ¼
ŝs0 =dþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðŝs0=dÞ2ð1 � d2Þ þ 1

q
1 � ŝs0

(19)

Equations 17 and 19 give the solution pH as a function of
both Dc and s0, so now it remains to find the relationship
between Dc and s0. This is done by using the definition of
Dc in equation 10, the charge neutrality condition in
equation 5:

sD þ s0 ¼ Ds ¼ �sS (20)

It is usually assumed that Ds ¼ 0 (9), so that s0 ¼ �sD.
Finally, the interface potential Dc can be found as a
function of the solution pH, by using a parametric method
in ŝs0. Values of the dissociation constants and surface site
density of SiO2 obtained from the literature are shown in
Table 1, and used to generate the SiO2 pH response curve
in Fig. 5. Not only does the SiO2 surface have a low
sensitivity of �46.3 mV/pH (at pH 7), it also has a
nonlinear response, especially in the acid pH range.
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Table 1. Values for the Parameters of pH Sensitive
Insulators Found in the Literature

K1 K2 NA (sites�m�2) Reference

SiO2 101.8 10�6.2 5 	 1018 11
Al2O3 10�6 10�10 8 	 1018 12
Ta2O3 10�2 10�4 10 	 1018 12
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Figure 5. Graph of the theoretical pH response for SiO2, Al2O3,
and Ta2O5 surfaces.



The insulators Al2O3 and Ta2O5 also have amphoteric
surface groups, so can be modelled using the same para-
metric method. As shown in Fig. 5, these surfaces produce a
linear response with sensitivities much closer to the Nerns-
tian ideal of �59.2 mV�pH�1. As a result, Al2O3 and Ta2O5

have been widely used as the pH sensitive layer for fabri-
cating ISFETs. The measured sensitivities for these insu-
lators (53–57 mV�pH�1 for Al2O3, 56–57 mV�pH�1 for
Ta2O5; see Table 2) are close to the theoretical values
shown in Fig. 5.

DEVELOPMENT OF THE ISFET

Much of the subsequent work on ISFETs has concentrated
on measuring pH, as this plays a vital role in many
biochemical systems. Because silicon dioxide has a low
pH sensitivity, the magnitude of which varies with pH
(5), Matsuo and Wise (13) experimented with the use of
silicon nitride (Si3N4) instead. Their ISFET was made by
depositing a layer of nitride on top of the thermally grown
gate oxide. The ISFET was located at the tip of a needle-
shaped probe, which was covered in a thick layer of SiO2 to
insulate it from the solution (Fig. 6). The ISFET was found
to have an almost ideal pH response and very low sensi-
tivity to sodium and potassium ion concentrations. Selecti-
vity between ion species is important to differentiate
changes in pH from changes in the total ionic concentration
of the solution.

In a sense, silicon nitride was an obvious material to
investigate as it was, and still is, widely used as a passiva-
tion layer to protect devices, such as integrated circuits
from the ingress of moisture. Other well-known materials
included the oxides of aluminium and tantalum (Al2O3 and
Ta2O5). The pH sensitivity, ion selectivity, response times,
and drift rates for these materials have been extensively
studied (5). Silicon oxynitride (SiOxNy) and other more
exotic insulators, such as zirconium and tin oxides
(ZrO2, SnO2), and even diamond-like carbon (DLC) have
all been used to make pH ISFETs. Oxides and nitrides of
metals have also been investigated to try and improve
parameters, such as response time and maximum operat-

ing temperature. These include platinum oxide (PtO2),
titanium nitride (TiN), iridium oxide (Ir2O3), and indium
tin oxide (ITO). The published pH sensitivity and drift
rates (where available) for these materials are summarized
in Table 2.

Apart from the choice of pH sensitive material, devel-
opment of the ISFET has mostly focused on achieving
compatibility with the CMOS process. CMOS devices use
complementary pairs of n-type and p-type MOSFETs to
implement circuits. The CMOS process is the dominant
technology for integrated circuits (ICs), so achieving com-
patibility would allow complex devices containing ISFETs
to be fabricated by a standard, industrial process. Figure 7
is a simplified cross-section of a CMOS invertor, showing
the polysilicon gate electrodes, the source and drain
regions and the metal interconnections.

ISFETs have been made using both NMOS and PMOS
transistors. However, in a p-substrate process, the bulk
terminal of a PMOS ISFET can be biased above the sub-
strate ground potential, permitting more flexibility in cir-
cuit design. The reverse is true for an n-substrate CMOS
process. It has also been shown that the noise performance
of an ISFET is dominated by 1/f or ‘‘flicker’’ noise (23),
which is lower in PMOS transistors (24).

Initial attempts to integrate ISFETs involved signifi-
cant modifications to the standard CMOS process. Wong
and White (15) followed the standard sequence of CMOS
process steps, until the metallization stage. They then
removed the oxide, the polysilicon gate electrode, and
the gate oxide above the ISFETs by wet etching. A thinner
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Figure 6. Diagram of the cross-section through an ISFET formed
by depositing silicon nitride directly on top of the gate oxide (13).

Table 2. Values of pH Sensitivity and Drift Rates for ISFETs Made Using a Arange of Materials, Obtained
from the Literature

Material pH Range Sensitivity, (mV�pH�1) Drift, (mV�h�1) Reference

SiO2 4–10 25–35 (pH < 7) Unstable 5
37–48 (pH > 7)

SiOxNy 2–8.3 57.4 � 0.4 0.8 (pH 7) 14
4–9 18–20 Not mentioned 15

PtO2 1–10 40.5 � 4.0 0.5 (pH 6.86) 16
Si3N4 1–13 45–56 1.0 (pH 7) 5
ZrO2 2–10 50 Slow response 17
Al2O3 1–13 53–57 0.1–0.2 (pH 7) 5
Ta2O5 1–13 56–57 0.1–0.2 (pH 7) 5
DLC 1–12 54–59 3 mV/h (pH 3) 18
SnO2 2–10 55–58 Not mentioned 19
ITO 2–12 58 Not mentioned 20
TiN 1.68–10.01 59 < 1 21

Ir2O3 3–10 59.5 Unclear 22



oxide layer was regrown and the sensing layer of Si3N4 or
Ta2O5 was deposited on top of this. The contact windows
were then opened and the aluminum deposited to form the
interconnects as for a normal CMOS process.

Bousse et al. (25) took a similar approach, but completed
the CMOS process before etching away the deposited SiO2

above the polysilicon gate of the ISFET. They then depos-
ited Si3N4 over the whole wafer so that the polysilicon was
retained as a floating electrode in the ISFET. This floating
electrode did not reduce the ISFET sensitivity to pH, and
had the additional benefit of making the ISFET less sensi-
tive to changes in light levels. It does this by shielding the
channel from photons that can generate electron–hole
pairs, which contribute to the ISFET current. However,
since the nitride they used was deposited by low pressure
chemical vapor deposition (LPCVD) at 785 8C, the alumi-
nium interconnect had to be replaced with tungsten sili-
cide, which was able to withstand this high temperature
step. This meant that a specially modified CMOS process
had to be used to fabricate the ISFETs.

Bausells et al. (26) extended the floating electrode idea
to a two-metal CMOS process by connecting the polysilicon
gate and both metal layers together. In addition, they used
the silicon oxynitride passivation layer as the pH sensitive
material for the ISFET (Fig. 8). This meant that the ISFET
could be fabricated by a commercial foundry using a stan-
dard CMOS process, without the need for any process
modifications. The fabricated ISFETs had a sensitivity of
47 mV�pH�1 and a lifetime of > 2 months. As well as the
advantages of using of a well-characterized industrial
process, there are additional ‘‘system-on-chip’’ design ben-

efits. These include access to libraries of components such
as amplifiers and digital gates that greatly ease the design
of the whole system.

Unfortunately, the unmodified CMOS ISFETs were
found to have large threshold voltages; they were also
based on silicon oxynitride, a material that has been found
to have a widely varying sensitivity, depending on the
deposition conditions (Table 2). The large threshold voltage
has been shown to be caused by trapped charge left on the
floating electrode during fabrication (27). To avoid these
problems, Jakobson et al. (28) removed the passivation
layer by using the aluminum of the floating electrode as
an etch-stop. They then experimented with low tempera-
ture evaporation of pH sensitive layers onto the exposed
aluminium. The best performance was obtained by using a
layer of platinum (to prevent the aluminum from corrod-
ing), followed by a layer of tantalum oxide.

The floating-electrode ISFETs can be considered as
special cases of the extended-gate ISFET that was first
proposed in 1983. The idea was to separate the electronics
from the chemically active region, and by doing so make the
device easier to passivate and package than a standard
ISFET with an exposed gate insulator. A coaxial polysilicon
structure was used to provide a screened connection
between the chemically sensitive area and the gate of a
MOSFET (29). A more recent CMOS extended-gate ISFET
design used a long (unscreened) aluminium track with one
end connected to the polysilicon gate and the other exposed
by the final pad-etch step (21). This idea has been taken to its
limit by using a discrete, off-the-shelf MOSFET and con-
necting the gate terminal to the pH-sensitive material with
a length of wire (20). This method is clearly not applicable to
a sensor system-on-chip design, but it does provide a simple
method of characterizing the behavior of the material.

The floating-electrode ISFET has also been used to
protect against electrostatic discharge (ESD). In the first
ESD-protected devices, the polysilicon gate was left intact
and connected to a terminal via a MOSFET switch. This
provided a reverse-biased diode between the floating elec-
trode and the substrate that would breakdown (reversibly)
before the gate insulator was damaged (30). However,
current leakage through the ‘‘off’’ MOSFET was such that
any response to changing pH decayed to zero in a matter of
seconds. To achieve a steady-state response, a large plati-
num electrode was connected to the ISFET gate to supply
current from the solution to replace that being lost though
the MOSFET. To avoid the problem of leakage current
altogether, ESD-protected ISFETs have been fabricated
with a separate platinum ring electrode around the sensi-
tive gate area (31). The platinum electrode is a preferential
discharge path to the substrate, protecting the ISFET in the
same manner that a lightning conductor protects a building.

ISFETs have also been adapted to create chemically
modified FETs (CHEMFETs), which are sensitive to the
concentration of ions other than hydrogen. This is achieved
by attaching a polymer membrane containing a suitable
ionophore to the pH sensing surface of the ISFET. The
stability of the ISFET–membrane interface is improved by
the addition of an intermediate hydrogel layer. In this way,
CHEMFETs sensitive to Kþ (32), Naþ (33), and other
cations have been developed.
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PACKAGING

One of the main obstacles that has prevented the commer-
cialization of ISFET based devices is the repeatability and
reliability of the encapsulation procedure. It is normal for
the encapsulant to be applied by hand, covering the chip
and bond wires, but leaving a small opening above the
sensing area. Epoxy is the most extensively used material
although it is important to select a composition that is
stable, a good electrical insulator, and does not flow during
encapsulation. Many commercially available epoxies have
been assessed for their suitability by making measure-
ments of their electrical impedence over time (34–37).

By using ultraviolet (UV) curable polymers, it is possible
to increase the automation of the packaging process using a
standard mask aligner. A lift-off technique was developed
using a sacrificial layer of photosensitive polyimide to
protect the ISFET gates. Alumina-filled epoxy was applied
by screen printing and partially cured, before the polyimide
was etched away leaving a well in the epoxy (38). After
10 days in solution, leakage currents of 200 nA were
observed. Better results were achieved by direct photopo-
lymerization of an epoxy-based encapsulant. The ISFETs
packaged using this method showed leakage currents of
35 nA after 3 months in solution (38). To avoid polarizing
the reference electrode, a leakage current of < 1 nA is
desirable (5). This photolithographic patterning of the
encapsulant was done at the wafer-level, to all the devices
simultaneously. Subsequently, the wafer was diced up and
the individual chips were wire-bonded and coated with
more encapsulant by hand. At the chip-level, wire-bonded
ISFET chips have been covered (again by hand) with a
0.5–1 mm thick photosensitive, epoxy-based film, then
exposed and developed (39).

Some degree of automation was introduced by Sibbald
et al. (34) who used a dip-coating method to apply the
polymers. They first recessed the chip into a PCB and wire-
bonded the connections, before coating it with a layer of
polyimide. Two layers of photoresist followed, before the
underlying polyimide was etched away (Fig. 9). The pack-
aged devices showed < 10 pA leakage current after 10 days
in solution. However, the encapsulation did exhibit
electrical breakdown for applied bias voltages in excess
of 1.5–2 V, which was attributed to the high electric field in
the thin layer of resist covering the bond wires. In a
separate study, photosensitive polyimide has also been
used to create the wells that separate the ion-selective
membranes on a multiple ISFET chip (40).

The structure of the ISFET has also been modified to
improve the lifetime and ease of manufacture of the pack-
aged device. One solution was to make the ISFET chip
long and thin (1.2 	 12 mm) with the sensing area at one
end and the bond pads at the other so that the bond-wires
did not enter the solution (14). The chip itself was encap-
sulated with a thick layer of silica. More radical solutions
involved bulk micromachining to form back-side contacts
to the ISFET so that the bond wires were on the opposite
side of the chip to the solution. The front side of the chip is
protected by anodic bonding of glass (Fig. 10). A review of
back-side contact ISFETs is provided by Cané et al. (41),
but the technique is not particularly suited to a CMOS
chips, which have many bond-pads arranged around the
perimeter.

ISFET CIRCUITS

When an ISFET is placed in solution, a concentration-
dependent potential (Df) is formed at the interface
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between the gate insulator and the solution. This potential
modulates the threshold voltage (VT) of the ISFET (eq. 4),
an internal quantity that cannot be directly measured.
Some circuitry is therefore required to convert changes
in the threshold voltage into changes of a measurable
signal. The solution to this problem lies in the use of
feedback control to maintain a constant drain current in
the ISFET. For a FET, operating in the linear region3, the
drain current is given by:

ID ¼ k0 W

L
ðVGS � VTÞVDS �

V2
DS

2

" #
(21)

where k0 is a process-dependent constant, and W, L are
the width, length of the device. (In the linear region,
0 < VDS � (VGS � VT) and ID varies with VDS.) The para-
meters VGS and VDS are, respectively, the gate-source and
drain-source voltages applied to the FET. For an ISFET, a
reference electrode in the solution acts as the gate terminal
as shown symbolically in Fig. 11a. The ID vs. VGS curves for
an ISFET as measured by Moss et al. (4) are shown in
Fig. 11b. It is clear from this graph that biasing an ISFET
at a constant drain current is only possible if both VDS and
VGS (¼ VG � VS) are maintained constant. If a reference

electrode is used to control VG, then from equation 21, as VT

changes with ID held constant, VS must change by an equal
and opposite amount to compensate. Measuring Dc (and
hence pH) then becomes a straightforward matter of mea-
suring the terminal voltage VS.

In his original paper on the operation of the ISFET,
Bergveld (3) stated that one of the important advantages of
ISFETs, compared with conventional pH electrodes, is that
there is no need for a reference electrode. Instead, he used a
feedback circuit to control the bulk terminal of the ISFET
and maintain a constant drain current. However, this
makes the assumption that the solution is perfectly iso-
lated from the ISFET source and drain terminals, as well
as the circuit. Any current (even leakage current through
the packaging), that flows into the solution will affect its
potential. To a bulk-feedback circuit, this will be indistin-
guishable from a change in solution concentration. It is
therefore safer to assume that the solution is grounded, or
at least at some well-defined potential with respect to the
circuit, and use a reference electrode to ensure that this is
the case. For this reason, all of the subsequently published
circuits relating to ISFETs include a reference electrode.

The probe fabricated by Matsuo and Wise (13) contained
an ISFET and a MOSFET of identical dimensions. The
ISFET was configured as a source follower with the MOS-
FET acting as a constant current source. A saturated
calomel electrode (SCE, shown in Fig. 1) was used as a
reference, and the output voltage measured at the source
terminal of the ISFET. Bergveld (42) used a grounded
reference electrode to avoid the problem of a short circuit
if the solution is already at ground potential (e.g., in an
earthed metal container). He used an instrumentation
amplifier arrangement to maintain a constant current at
a constant drain-source voltage (Fig. 12). Amplifiers A1 and
A2 set VDS as determined by the fixed current flowing in R1.
Current feedback from amplifier A4 adjusts the drain
voltage via R2 to keep the current constant as the threshold
voltage changes. One disadvantage of this circuit is that
the output (measured across R9) is not referenced to a fixed
voltage such as ground.

There have been many other circuit topologies proposed
to keep the drain current and/or the drain-source voltage
constant. A straightforward circuit that achieves both of
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these objectives was presented by Ravezzi and Conci (43).
It used a pair of unity-gain, noninverting operational
amplifiers (op-amps) to ensure that the voltage dropped
across a resistor is also dropped across the ISFET (Fig. 13).
Constant current was maintained in the resistor by a
current source, and in the ISFET by a current sink. This
arrangement allows the source and drain potentials to
adjust as the threshold voltage changes, allowing the
reference electrode to remain at a fixed potential.

The first integrated ISFET circuit was the so-called
operational transducer published by Sibbald (44) in
1985. It used an ISFET and a MOSFET with identical
geometries as the active devices in the ‘‘long-tailed pair’’
input stage of an amplifier. Feedback was used to control
the gate voltage of the MOSFET to ensure that the same
current flowed in both devices. The MOSFET gate voltage
tracked that of the ISFET and so measured the changes
in threshold voltage. The key advantage of this circuit was
that changes in temperature affected both devices equally
and were canceled out.

Wong and White (15) recognized that there was little to
be gained from an integrated, miniaturized sensor if it
relied on a large, external reference electrode. Instead,
they used an on-chip gold contact as a quasi-reference
electrode (qRE) and a differential circuit to make measure-
ments between two ISFETs with different pH sensitivities.
The potential difference between the solution and the qRE
will depend on the solution composition. However, like
temperature, this is a common-mode signal, which will
affect both ISFETs equally. Hence, it can be rejected by
means of a differential circuit. Tantalum oxide and silicon
oxynitride were used as sensing layers for the two ISFETs,
which formed the input stages of op-amps integrated onto a
CMOS chip (Fig. 14a). The outputs from the two op-amps
were fed into an off-chip differential amplifier. The overall
circuit gave a response of 40–43 mV�pH�1. The benefit of
the differential approach can be seen in Fig. 14b, which
shows the single-ended (VO1 and VO2) and differential
(VOUT) responses as electrical noise was deliberately
applied to the solution. Two copies of the bias circuit in
Fig. 13 have also been used to create a differential system
with Si3N4 and SiO2 ISFETs (45).

The concept of integration has been extended by Ham-
mond et al. (46) who created a complete digital pH meter on
a single CMOS chip. This design makes use of the libraries
of components provided by the CMOS foundry to integrate
not only the ISFET, but also analog bias circuits, digital
signal processing, and storage onto the same chip (Fig.
15a). The chip was mounted in a recessed PCB and covered
with a thick layer of photoresist so that only the ISFET
area was exposed. The digital response of the device to the
changing pH of the solution in which it is immersed is
shown in Fig. 15b.

MINIATURE REFERENCE ELECTRODES

The first attempt to incorporate a reference electrode on an
ISFET chip used a thin-film Ag/AgCl electrode (47). Elec-
trodes like this, with no internal reference solution, are
sensitive to changes in concentration of their primary ion
(in this case Cl�), and are referred to as quasi-reference
electrodes. To solve this problem, Smith and Scott (48) also

ION–SENSITIVE FIELD-EFFECT TRANSISTORS 193

VOUT

Source

Sink

Figure 13. Circuit diagram of constant drain current, constant
drain–source voltage ISFET bias circuit (43).

Off-chip

SiOxNy ISFET

Ta2O5 ISFET

R1

R2

R1

R2

On-chip

VOUT

VO1

VO2

(a) Circuit diagram.

0

–10

–20

–30

0 15 30 45 60
Time (s)

O
ut

pu
t v

ol
ta

ge
s 

(m
V

)

VO2

VO1

VOUT

(b) Output voltage.

Figure 14. Circuit diagram and graph of output voltage for a differential integrated amplifier
based on Ta2O5 and SiOxNy ISFETs (15).



integrated the reference solution and porous membrane
into the chip. Wells were etched into the back-side of a
silicon wafer, to leave a membrane 10–70 mm thick. The
membranes were anodized to porous silicon in a bath of
concentrated hydrofluoric acid. The wells were filled with
saturated KCl and sealed with glass coverslips that had
been coated with thin films of Ag/AgCl. The reference
electrode exhibited a low drift rate of 80 mV�h�1 (worst-
case) and a lifetime of > 2 weeks. However, a method of
mass producing an integrated, liquid-filled electrode has
yet to be developed.

Recent developments of miniature reference electrodes
have focused on the use of polymer-supported electrolyte
gels, to replace the liquid filling solution. Suzuki et al. (49)
developed an electrode that uses finely ground KCl powder
supported in a matrix of poly(vinylpyrrolidone) (PVP). An
exploded diagram of the electrode is shown in Fig. 16. First,
a layer of silver was evaporated onto a glass substrate,
inside a U-shaped gold backbone. A layer of polyimide was
applied to protect the silver and to define the electrode
structure. The AgCl was grown through a slit in the poly-
imide, and a liquid junction was formed by casting a
hydrophilic polymer into the square recess. The electrolyte
layer, containing the KCl powder, was then screen-printed
over the AgCl and the liquid junction. Finally, a passivat-
ing layer of silicone rubber was applied. The electrode can
be stored dry, and activated when required by the injection
of a saturated solution of KCl and AgCl through the
silicone. This miniature reference electrode showed a sta-
bility of �1.0 mV over a period of 100 h. No difference was
observed between experimental data obtained with the
miniature reference electrode and with a large, commercial
reference electrode.

REFERENCE FETs

The sensitivity of the differential circuits already discussed
can be increased if one of the devices has no response to
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changes in pH. Such a device is called a reference FET
(REFET). The first REFET was presented by Comte and
Janata (50) in 1978. It consisted of an ISFET surrounded
by a well of epoxy that was filled with a buffered agarose
gel. A glass capillary was inserted into the gel and sealed in
place with more epoxy (Fig. 17). This acted as a liquid
junction between the internal reference gel and the exter-
nal solution. The response of the REFET was only
3 mV�pH�1 and it provided temperature compensation of
�0.01 pH�C�1 when used in a differential arrangement.
However, the techniques required to prepare this REFET
are not well suited to mass production.

The pH sensitivity of an ISFET is due to the presence of
chemical sites on the surface of the insulator (Fig. 4) that
can exchange hydrogen ions with the solution. Attempts to
reduce the density of these sites, and hence the sensitivity,
by chemical modification of the surface proved unsuccess-
ful (51). Instead a thin membrane of parylene was used to
cover an ISFET and convert it into a REFET (52). Parylene
has an extremely low density of surface sites and the
REFET was found to have a very low pH sensitivity of
only 0.5 mV�pH�1. However, parylene forms an insulating
(or ion-blocked) layer that affects the electrical properties
of the underlying ISFET. Even a very thin membrane
reduces the gate capacitance, and hence transconductance,
dramatically. This is a problem for differential circuits,
which rely on ISFET and REFET having well-matched
electrical properties. If a membrane could be found whose
ion-conducting properties were sufficient to pass the elec-
trical voltage of the solution to the sensing layer of the
underlying ISFET, the transconductance would not be
changed. Clearly, such ‘‘ion-unblocking’’ membranes must
be insensitive to variations in pH.

Bergveld et al. (53) investigated several candidate poly-
mers for REFET membranes and found that polyacrylate
gave the best performance. An intermediate layer of buf-
fered poly(hydroxyethyl methacrylate) (p-HEMA) hydrogel
was necessary to fix the interface potential and to improve
the adhesion of the membrane (54). The REFET showed
< 2 mV�pH�1 sensitivity, good mechanical properties, and
its transconductance matched that of the ISFET. Despite
these useful properties, the acrylate membrane was selec-
tively permeable for cations (e.g., potassium ions). This
problem was solved by optimizing the amount of didode-
cyldimethylammonium bromide (DDMAB) added to the
membrane (Fig. 18a). This large immobile cation repels
mobile cations (e.g., potassium), from the membrane.
Figure 18b shows the performance of the ISFET–REFET

differential system, as compared to the individual devices,
measured using a platinum qRE.

An alternative approach was developed by van den
Vlekkert et al. (55) who used a thick layer of p-HE
MA hydrogel to produce an ISFET with a retarded pH
response. By controlling the diffusion coefficient of hydro-
gen ions, a pseudo-REFET with a nonresponse time of � 10
min was created. Such a REFET is only really useful in a
flow-through system where the analyte is pumped through
in short bursts followed by rinsing and calibration solu-
tions (34). The p-HEMA hydrogel was also used by Chudy
et al. (56) as the base layer for chemically sensitive FETs
(CHEMFETs) and REFETs. The CHEMFET uses an addi-
tional ion-selective membrane containing an ionophore,
selected to target the ion of interest. Exclusion of the
ionophore from the membrane enabled the creation of a
REFET that showed almost no response to pH, potassium,
or calcium ions.

APPLICATIONS

According to Bergveld (57), � 20 companies have commer-
cialised ISFETs based on 150 patents. Product offerings
and specifications vary, but in general terms ISFETs have
found applications where small size, fast response, robust-
ness, wide operating temperature range, and operation in
nonaqueous environments are desirable. The ISFET can
also be stored dry, making it more convenient to use than
traditional glass electrodes, since the lifetime of a stored
ISFET is almost indefinite. ISFETs are used for high
resolution applications and products are available with
specified resolutions < 0.01 pH units. However, many of
the devices on the market have a resolution of � 0.1 pH
units.

The ISFET has made a significant impact on a number
of industries where it is a requirement to monitor and
control the addition of reagents. It made an early appear-
ance in the food industry where its robust construction
allowed measurement to be made in foodstuffs. In addition,
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its ability to operate in nonaqueous environments is an
advantage when working with meat and dairy products.
The ISFET has also found applications in the pharma-
ceutical industry, where a fast re-sponse and high operat-
ing temperatures are required. It has also been used in
electroplating where it is able to withstand the corrosive
plating solutions. In addition to manufacturing industries,
the ISFET is also used in waste water management and in
the treatment of effluent.

Early researchers considered medical applications ran-
ging from monitoring the pH in the mouth (particularly in
the context of tooth decay), to direct measurement of ionic
balance in the blood. ISFETs been built into dental pros-
thetics to enable the direct measurement of pH in the
presence of plaque (58). Recent data on tooth decay was
obtained using a pH imaging microscope (59) although,
unlike the ISFET device, this does not allow for in situ
observations to be made. ISFETs are also used indirectly
for dental applications, for example, in the evaluation of
potential prosthetic materials (60). The ISFET has been
modified in a manner similar to that for the REFET for use
in blood analysis beyond measuring ionic concentrations.
In this embodiment, the ISFET can be made into a sensi-
tive enzyme sensor. In their paper, Sant et al. (61) demon-
strated a sensor for creatinine based on an ISFET with a
sensitivity of 30 mV�pCreatinine�1. The application is in
renal failure and haemodialysis in particular.

Recently, there has been a growth of interest in the use
of ISFETs in a device known as a diagnostic pill. The
concept of a diagnostic pill was developed in the 1950s
and 1960s (62). Such devices are small enough to be
swallowed by a patient, and once inside the gastrointest-
inal tract, can measure and wirelessly transmit data to an
external receiver over a period of many hours or even days.
The earliest devices were used to measure pressure
changes in the gut, but glass-electrode-based pills were
also made to measure gut pH. The diagnostic pill has made
something of a comeback in recent years, particularly with
the invention of the video pill (63), a device that is capable
of wirelessly transmitting images of the gut with consider-
ably less patient discomfort than would be caused by an
endoscopic procedure. Various new examples of pH mea-
suring pills have also been developed. The Bravo capsule,
which does not actually use an ISFET, is designed for use in
the esophagus (64). During operation it is pinned to the
lining of the esophagus so that it can monitor conditions
such as gastro-esophageal reflux disease (GERD) over a
period of 2–3 days. The IDEAS capsule (65) that does use
an ISFET, has been built for use in the lower gastrointest-
inal tract. The device is designed pass naturally through
the gut with as little intervention as possible and is
required to be able to operate in difficult conditions where
biofouling of the sensor is a potential problem.

CONCLUSIONS

The ISFET first appeared in 1970 as an offshoot of the
rapidly growing capability of the microelectronics indus-
try. In its simplest form, the ISFET is a modification of the
traditional MOSFET in which the gate electrode is

removed and the gate oxide exposed to solution. The
ISFET uses changes in the surface chemistry of the gate
oxide to modify the threshold voltage of the transistor and
produce an electronic signal. The sensitivity and perfor-
mance of the ISFET is highly dependent on the material
used to form the gate oxide layer. The behavior of such
materials is best modeled using a site-binding approach to
calculate the variation in surface charge with solution pH.
A wide variety of materials have been experimented with,
those found to give the best performance are the oxides of
aluminium and tantalum. However, in a standard CMOS
manufacturing process, the passivation layer is made of
silicon nitride, which is also a good pH sensitive material.
It is therefore possible to make good ISFETs using a
standard foundry process with little or no additional
effort. As a result it has become possible to implement
integrated ISFET circuits. A number of circuit topologies
for detecting the change in ISFET threshold voltage have
been designed, those using voltage followers to maintain
the ISFET bias conditions produce the best results.
Further development of ISFET integrated circuits has
enabled complete instruments to be fabricated on a single
IC. To avoid the use of a bulky reference electrode, differ-
ential circuits using matched pairs of ISFET and REFET
have been designed. However, difficulties in creating a
good REFET have increased interest in developing min-
iature reference electrodes that are compatible with IC
processing. The ISFETs have already found widespread
application in manufacturing industries, environmental
monitoring and medicine. It is expected that with
improved miniaturization, integration, and packaging
technologies, new applications will emerge.
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INTRODUCTION

The human skeleton is a system of bones joined together to
form segments or links. These links are movable and
provide for the attachment of muscles, ligaments, tendons,
and so on. to produce movement. The junction of two or
more bones is called an articulation. There are a great
variety of joints even within the human body and a multi-
tude of types among living organisms that use exo- and
endoskeletons to propel. Articulation can be classified
according to function, position, structure and degrees of
freedom for movement they allow, and so on. Joint biome-
chanics is a division of biomechanics that studies the effect
of forces on the joints of living organisms.

Articular Anatomy, Joint Types, and Their Function

Anatomic and structural classification of joints typically
results in three major categories, according to the predo-
minant tissue or design supporting the articular elements
together, that is, joints are called fibrous, cartilaginous, or
synovial.

Synovial joints are cavitated. In general, two rigid
skeletal segments are brought together by a capsule of
connective tissue and several other specialized tissues,
that form a cavity. The joints of the lower and upper limbs
are mainly synovial since these are the most mobile joints.
Mobility varies considerably and a number of subcate-
gories are defined based on the specific shape or architec-
ture and topology of the surfaces involved (e.g., planar,
saddle, ball and socket) and on the types of movement
permitted (e.g., flexion and extension, medial and lateral
rotation) (Table 1). The basic structural characteristics
that define a synovial joint can be summarized in four
features: a fibrous capsule that forms the joint cavity, a
specialized articular cartilage covering the articular sur-
faces, a synovial membrane lining the inner surface of the
capsule that also secretes a special lubricating fluid, the
synovial fluid. Additional supportive structures in synovial
joints include disks, menisci, labra, fat pads, tendons, and
ligaments.

Cartilaginous joints are also solid and are more com-
monly known as synchondroses and symphyses, a classi-
fication based on the structural type of cartilage that
intervenes between the articulating parts (Table 2). This
cartilage is hyaline and fibrocartilage for synchondroses
and symphyses, respectively. Synchondroses allow very

little movement as in the case of the rib cage that con-
tributes to the ability of this area to expand with respira-
tion. Most symphyses are permanent; those of sacrum and
coccyx can, however, degenerate with subsequent fusion
between adjacent vertebral bodies as part of the normal
development of these bones.

Fibrous joints are solid. The binding mechanism that
dominates the connectivity of the articulating elements is
principally fibrous connecting tissue, although other tissue
types also may be present. Length, specific arrangement,
and fiber density vary considerably according to the loca-
tion of the joint and its functional requirements. Fibrous
joints are classified in three groups: sutures, gomphoses,
and syndesmoses (Table 3);

In addition to the obligatory components that all the
synovial joints possess, several joints contain intraarticu-
lar structures. Discs and menisci are examples of such
structures. They differ from one another mainly in that
a disc is a circular structure that may completely subdivide
a joint cavity so that it is, in reality, two joints in series,
whereas a meniscus is usually a crescent-shaped structure
that only partially subdivides the joint. Complete discs are
found in the sternoclavicular and in the radiocarpal joint. A
variety of functions have been proposed for intraarticular
discs and menisci. They are normally met at locations
where bone congruity is poor, and one of their main func-
tions is to improve congruity and, therefore stability
between articular surfaces. Shock absorption facilitation
and combination of movements are among their likely
roles. They may limit a movement or distribute the weight
over a larger surface or facilitate synovial fluid circulation
throughout the joint.

The labrum is another intraarticular structure. In
humans, this structure is only found in the glenohumeral
and hip joints. They are circumferential structures
attached to the rim of the glenoid and acetabular sockets.
Labra are distinct from articular cartilage because they
consist of fibrocartilage and are triangular in their middle
section. Their bases are attached to the articular margins
and their free apical surfaces lined by synovial membrane.
Like discs, their main function is to improve fit and protect
the articular margins during extremes of movement.

Fat pads are localized accumulations of fat that are
found around several synovial joints, although only those
in the hip (acetabular pad) and the knee joint (infrapatellar
pad) are named. Suggested functions for fat pads include
protection of other intraarticular structures (e.g., the
round ligament of the head of the femur) and serving as
cushions or space-fillers thus facilitating more efficient
movement throughout the entire available range.

Bursae are enclosed, self-contained, flattened sacs typi-
cally with a synovial lining. They facilitate movement of
musculoskeletal tissues over one another and thus are
located between pairs of structures (e.g., between ligament
and tendon, two ligaments, two tendons or skin, and bone).
Deep bursae, such as the illiopsoas bursa or the deep
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(continued)
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retrocalcaneal bursa, develop along with joints and by a
similar series of events during the embryonic period.

Tendons are located at the ends of many muscles and
are the means by which these muscles are attached to bone
or other skeletal elements. The primary structural compo-
nent of tendons is type I collagen. Tendons almost exclu-
sively operate under tensile forces.

Ligaments are dense bands of connective tissue that
connect skeletal elements to each other, either creating
(as in the case of syndesmoses) or supporting joints.
According to their location they are classified as intra-
capsular, capsular, or extracapsular. Structurally, they
resemble the tendons in that they consist predominantly
of type I collagen.
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Articular Cartilage

Articular cartilage, the resilient load-bearing tissue that
forms the articulating surfaces of synovial joints functions
through load distribution mechanism by increasing the
area of contact (thereby reducing the stress) and provides
these surfaces with the low friction, lubrication, and wear
characteristics required for repetitive gliding motion.

Biomechanically, cartilage is another intraarticular
absorption mechanism that dampens mechanical shocks
and spreads the applied load onto subchondral bone
(Fig. 2). Articular cartilage should be viewed as a multi-
phasic material. It consists primarily of a large extracellular
matrix (ECM) with a sparse population of highly specialized
cells (chondrocytes) distributed throughout the tissue. The

primary components of the ECM are water, proteoglycans,
and collagens, with other proteins and glycoproteins present
in lower amounts (1). The solid phase is comprised by this
porous-permeable collagen-PG matrix filed with freely
movable interstitial fluid (fluid phase) (2). A third phase
is the ion phase, necessary to describe the electromechanical
behaviors of the system. The structure and composition of
the articular cartilage vary throughout its depth (Fig. 2),
from the articular surface to the subchondral bone. These
differences include cell shape and volume, collagen fibril
diameter and orientation, proteoglycan concentration, and
water content. These all combine to provide the tissue with
its unique and complex structure and mechanical proper-
ties. A fine mechanism of interstitial fluid pressurization
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Table 3. Synarthroses: Fibrous Joints

Figure 1. Basic structure and components of a synovial joint (also
called diarthroses). Figure 2. Zones of articular cartilage.



results from the flow of interstitial fluid through the porous-
permeable solid matrix that in turn defines the rate depen-
dent load-bearing response of the material. It is noteworthy
that articular cartilage provides its essential biomechanical
functions for eight decades or more in most of the human
synovial joints and no synthetic material performs this well
as a joint surface.

The frictional characteristics between two surfaces slid-
ing over each other are significantly influenced by the
topography of the given surfaces. Anatomical shape
changes affect the way in which loads are transmitted
across joints, altering the lubrication mode in that joint
and, thus, the physiologic state of cartilage. Articular
surfaces are relatively rough, compared to machined bear-
ing surfaces, at the microscopic level. The natural surfaces
are surprisingly much rougher than joint replacement
prostheses. The mean of the surface roughness for articular
cartilage ranges from 1 to 6 mm, while the metal femoral
head of a typical artificial hip has a value of �0.025 mm,
indicating that the femoral head is apparently much
smoother. Topographic features on the joint surfaces are
characterized normally by primary anatomic contours,
secondary roughness (<0.5 mm in diameter and <50mm
deep), tertiary hollows on the order of 20–45 mm deep; and,
finally, quaternary ridges 1–4 mm in diameter and 0.1–0.3
mm deep. Scanning electron micrographs (SEMs)of
arthritic cartilage usually depict a large degree of surface
irregularity and anomalous microtopography. These sur-
face irregularities have profound effects on the lubrication
mechanism. They accelerate the effects of friction and the
rate of degradation of the articular cartilage. The types of
joint surface interactions vary greatly between different
joints in the body, different animals, between different size
animals of the same species, different genders, and differ-
ent ages. For example, the human hip joint is a deep
congruent ball and socket joint (where the cartilage thick-
ens peripherally at the acetabulum); this differs greatly
from the bcondylar nature of the distal femur in the knee
joint, and the saddle shape of the carpometacarpal joint in
the thumb. The degree of shape matching between the
various bones and articulating cartilage surfaces compos-
ing a joint is a major factor affecting the distribution of
stresses in the cartilage and subchondral bone.

Effects of Motion and External Loading on Joints

The articular joint is viewed as an organ with complicated
mechanisms of memory and adaptation that accommo-
dates changes in its function. Joint loading results in
motion and the couple load–motion is required to maintain
normal adult articular cartilage composition, structure,
and mechanical properties. The type, intensity, and fre-
quency of loading necessary to maintain normal articular
cartilage vary over a broad range. The intensity or fre-
quency of loading should not exceed or fall below these
necessary levels, since this will disturb the balance
between the processes of synthesis and degradation.
Changes in the composition and microstructure of cartilage
will result. Reduced joint loading, as has been observed in
cases of immobilization by casting or external fixation,
leads to atrophy or degeneration of the cartilage. The

changes affect both the contact and noncontact areas.
Changes in the noncontact areas resulting from rigid
immobilization include fibrillation, decreased proteoglycan
content and synthesis, and altered proteoglycan conforma-
tion, such as a decrease in the size of aggregates and amount
of aggregate. Normal nutritive transport to cartilage from
the synovial fluid by means of diffusion and convection has
been diminished, resulting in these changes. Increased joint
loading, either through excessive use, increased magnitudes
of loading, or impact, also may affect articular cartilage.
Catabolic effects can be induced by a single-impact or
repetitive trauma, and may serve as the initiating factor
for progressive degenerative changes. Osteoarthritis, a joint
disease of epidemic proportions in the western world, is
characterized by erosive cartilage lesions, cartilage loss and
destruction, subchondral bone sclerosis and cysts, and large
osteophyte formation at the margins of the joint (3).

Moderate running exercise may increase the articular
cartilage proteoglycan content and compressive stiffness,
decrease the rate of fluid flux during loading, and increase
the articular cartilage thickness in skeletally immature
animals. However, no significant changes in articular car-
tilage mechanical properties were observed in dogs in
response to lifelong increased activity that did not include
high impact or torsional loading of their joints. Disruption
of the intraarticular structures (e.g., menisci or ligaments)
will alter the forces acting on the articular surface in both
magnitude and areas of loading. The resulting joint
instability is associated with profound and progressive
changes in the biochemical composition and mechanical
properties of articular cartilage. In experimental animal
models, responses to transection of the anterior cruciate
ligament or meniscectomy have included fibrillation of the
cartilage surface, increased hydration, changes in the pro-
teoglycan content, reduced number and size of proteogly-
can aggregates, joint capsule thickening, and osteophyte
formation. It seems likely that some of these changes result
from the activities of the chondrocytes, because their rates
of synthesis of matrix components, breakdown of matrix
components, and secretion of proteolytic enzymes are all
increased. In vitro studies have shown that loading of the
cartilage matrix can cause all of these mechanical, electric,
and physicochemical events, but thus far it has not been
clearly demonstrated which signals are most important in
stimulating the anabolic and catabolic activity of the chon-
drocytes. A holistic physicochemical and biomechanical
model of cartilage function in health and disease remains
a challenge in the scientific community.

KINEMATICS OF JOINTS

General Comments

Mechanical analysis can refer to kinetics (forces) and/or
kinematics (movement), with kinetics being the cause and
kinematics the result. Mechanical analysis can develop
models proceeding from forces to movements or vice versa.
The analysis that starts from the cause (force) is called
direct or forward dynamics, and produces a defined set of
forces that caused the unique movement. This approach
has one solution, and hence is deterministic. Starting from
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the movement the analysis is called inverse dynamics. In
this case, an infinite number of combinations of individual
forces acting on the system can be the causes of the same
unique movement, which makes the inverse dynamics
approach not deterministic. The simplest and most essen-
tial system of mechanical formulations for explaining and
describing motion is the Newton’s second law. More
advanced techniques include the Lagrange, d’Alembert,
and Hamilton’s methods. In general all of these methods
start by describing equations of motion for a rigid body for
translation, rotation, or combinations of them for both two
(2D) and three-dimensional (3D) space. If the model
assumes that the articulated segments that create the
articulation are modeled as rigid bodies the remaining task
is to calculate the relative motion between the two seg-
ments by applying graphics or joint kinematic analysis.

Kinematics is the study of the movements of rigid
structures, independent of the forces that might be
involved. Two types of movement, translation (linear dis-
placement) and rotation (angular displacement), occur
within three orthogonal planes; that is, movement has
six degrees of freedom. Humans belong to the vertebrate
portion of the phylum chordata, and as such possess a bony
endoskeleton that includes a segmented spine and paired
extremities. Each extremity is composed of articulated
skeletal segments linked together by connective tissue
elements and surrounded by skeletal muscle. Motion
between skeletal segments occurs at joints. Most joint
motion is minimally translational and primarily rotational.
The deviation from absolute rotatory motion may be noted
by the changes in the path of a joint’s ‘‘instantaneous center
of rotation’’. These paths have been measured for most of
the joints in the body and vary only slightly from true arcs
of rotation. For human motion to be effective, not only must
a comparatively rigid segment rotate its position relative to
an adjacent segment, but many adjacent limb movements
must interact as well. Whether the hand is trying to write
or the foot must be lifted high enough to clear an obstacle on
the ground, the activity is achieved via coordinated move-
ments of multiple limb segments. To provide for the greatest
possible function of an extremity, the proximal joint must
have the widest range of motion to position the limb in space.
This joint must allow for rotatory motions of large degrees
in all three planes about all three axes. A means is also
provided to translate the limb, so that an extremity can
function at all locations within its global range. Rotational
motion of the elbow and knee joints allows such overall
changes as adjacent limb segments move. Finally, to fine-
tune the use of this mechanism with respect to the extre-
mities, for their functional purposes, the hand and foot
are required to have a vast amount of movement about all
three axes, although the rigid segments are relatively small.
Such movement requires the presence of relatively uni-
versal joints at the terminal aspect of each extremity.

Characterization of the General Mechanical Joint System:
Terminology and Definitions

The displacement of a point is simply the difference
between its position after a motion and its position before
that motion. It can be represented by a 3D vector drawn

from the initial position of the point to its final position. The
components of the displacement vector will be the changes
in the coordinates of the point’s position from measurement
in the reference coordinate system. It is apparent that not
only the positions, but also displacements measured are
relative to some reference. Rigid body (RB) displacements
are more complicated than point displacements since for a
rigid body a displacement is a change in its position relative
to some reference, but more than three parameters are
needed to describe it. Two simple types of RB displacement
can be described: translation and rotation. An important
property of pure translation of a RB is that the displacement
vectors of all points in the body are identical and are nonzero.
In pure rotation of a RB, although points in the body experi-
ence nonzero displacements, one point in that body experi-
ences zero displacement. In addition to that rule, Euler’s
theorem shows that in pure rotation all points along a
particular line through that undisplaced point also experi-
ence zero displacement. This line is also known as the axis
of rotational displacement. Chasles theorem further states
that any displacement of a RB can be accomplished by a
translation along a line parallel to the axis of rotation that is
defined by Euler’s theorem plus a rotation about that same
parallel axis. Simply that suggests that any displacement in
3Disequivalentto themotionofanut,representingthebody,
on an appropriate stationary screw that was centered on the
line described above. Indeed, it can be shown that any dis-
placement in3Disequivalent toa translationplus a rotation.

Degrees of Freedom

The biological organisms capable of propelling themselves
through different media consist of more than one rigid
body. A system consisting of a 3D reference frame and
an isolated rigid body in space has six degrees of freedom
(DOF). To describe the position of each body relative to the
ground reference frame it would be necessary to use six
parameters, so for two unconnected rigid bodies 12 para-
meters would be necessary. The system consisting of these
two unconnected bodies and the fixed -ground reference
would have 12 DOF. The human–animal body consists of a
combination of suitably connected bodies. The connections,
joints between the bodies, serve to constrain the motions of
the bodies so that they are not free to move with what
would otherwise be six DOF for each body. Therefore, we
can define the number of DOF that the joint removes as
the number of degrees of constraint that it provides. It can
be shown that every time a joint is added to a system, the
number of degrees of freedom in that system is reduced by
the number of degrees of constraint provided by that joint.
This suggests the following generic formula for the calcu-
lation of the degrees of freedom of a system:

F ¼ 6ðL � 1Þ � 5J1 � 4J2 � 3J3 � 2J4 � J5

where F¼ is the number of degrees of freedom in the
system of connected joints; L¼ is the number of joints in
the system, including the ground joint (which has no
degrees of freedom), and Jn¼ the number of joints having
n degrees of freedom each.

Table 4 contains a description of the major joints in the
human body along with the segments-bones that they
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Table 4. Characteristics of Major Human Joints

Joint Bones Type DOF Type of motion Range of Motion (deg)

Shoulder Humerus-Scapula Diarthrosis (spheroidal) 3 Flexion 150
Extension 50–60
Abduction 90–120
Abduction Complete
Rotation

Elbow Humerus-ulna Diarthrosis (ginglymus) 2 Flexion 145–160
Extension 0–5
Rotation (radius)

Radioulnar Superior radius-ulna Diarthrosis (trochoid) 1 Pronation 70–75
Supination 85–90

Wrist Radius-carpal Diarthrosis (condyloid) 2 Flexion 90–95
Extension 60–70
Radial deviation 20–25
Ulnar deviation 55–65
Circumduction Complete

Metacarpal-phalangeal Metacarpal-phalanges Diarthrosis (condyloid) 2 Flexion 80–90
Extension 20–30
Radial deviation 20–25
Ulnar deviation 15–20

Finger Interphalanges Diarthrosis (ginglymus) 1 Flexion 80–90
Extension 0–10

Thumb First metacarpal-carpal Diarthrosis (reciprocal) 2 Flexion 80–90
Extension 20–25
Abduction 40–45
Abduction 0–10
Circumduction Complete

Hip Femur-acetabulum Diarthrosis (spheroidal) 3 Flexion 90–120
Extension 10–20
Abduction 30–45
Abduction 30
Medial rotation 30–40
Lateral rotation 60
Circumduction Complete

Knee Tibia-femur Diarthrosis (ginglymus) 2 Flexion 120–140
Extension 0
Medial rotation 30
Lateral rotation 40

Ankle Tibia-fibula-talus Diarthrosis (ginglymus) 1 Flexion 20–30
Extension 40–45

Intertarsal Tarsals Diarthrosis (arthroidal) 2 Gliding Limited motion
Metatarsal-phalangeal Metatarsals-phalanges Diarthrosis (condyloid) 2 Flexion 25–30

Extension 80–90
Abduction 15–20
Abduction Limited

Interphalangeal Phalanges Diarthrosis (arthroidal) 1 Flexion 90
Extension 0

Tibio-fibular Distal tibia-fibula Synarthrosis (syndesmosis) 0 Slight movement Give
Skull Cranial Synarthrosis (suture) 0 No movement
Sterno-costal Ribs-sternum Amphiarthrosis (synchondrosis) 0 Slight movement
Sacroiliac Sacrum-ilium Amphiarthrosis (synchondrosis) 0 No movement Elastic
Intervertebral Cervical vertebrae Diarthrosis (arthroidal) 3 Flexion 40

Extension 75
Lateral flexion 35–45
Axial rotation 45–50

Thoracic vertebrae Diarthrosis (arthroidal) 3 Flexion 105
Extension 60
Lateral flexion 20
Axial rotation 35

Lumbar vertebrae Diarthrosis (arthroidal) 3 Flexion 60
Extension 35
Lateral flexion 20
Axial rotation 5

Atlas axis Diarthrosis (trochoid) 1 Pivoting motion



articulate, their respective type DOF and type/range of
motion they provide.

Planar Motion

Some human joints move predominantly in one plane (e.g.,
the knee joint) in which case the motion can be approxi-
mated and analyzed by graphical methods. Here the rota-
tion is characterized by the motion of all points on
concentric cycles with an identical angle of rotation around
the undisplaced center of rotation (CR). The CR may be
located inside and outside of the boundaries of the rotating
body. The most common graphical method for the calcula-
tion is the so-called bisection technique. If the initial and
final states of the body are known, the position of the center
or rotation and the angle of rotation may be reconstructed
(Fig. 3).

Instantaneous Center of Rotation

When a 2D body is rotating without translation, for exam-
ple, a rotating stationary bicycle gear, any marked point P
on the body may be observed to move in a circle about a
fixed point called the axis of rotation or center of rotation.
When a rigid body is both rotating and translating, for
example, the motion of the femur during gait, its motion at
any instant of time, can be described as rotation around a
moving center of rotation. The location of this point at any
instant, termed the instantaneous center of rotation (ICR),
is determined by finding the point which, at that instant, is
not translating. Then by definition, at that instant, all
points on the rigid body are rotating about the ICR. For
practical purposes, the ICR is determined by noting the

paths traveled by two points, S and Q, on the object in a
very short period of time to S

0
and Q

0
. The paths SS

0
and QQ

0

will be perpendicular to lines connecting them to the ICR
because they approximate, over short periods, tangents to
the circles describing the rotation of the body around the
ICR at that instant. Perpendicular bisectors to these two
paths will intersect at the instantaneous axis of rotation.

If the ICR is considered to be a point on a moving body,
its path on the fixed body is called a fixed centrode. If the
ICR is considered to be a point on a fixed body, its path on
the moving body is called the moving centrode.

Although in principle two objects may move relative to
one another in any combination of rotation and translation,
diarthroidal joint surfaces are constrained in their relative
motion. The articular surface geometry, the ligamentous
restraints, and the action of muscles spanning the joint are
the main constraining systems. In general, joint surface
separation (or gapping-proximal-distal) and impaction are
small compared to overall joint motion. Mechanically,
when surfaces are adjacent to each other they may move
relative to each other in either sliding or rolling contact. In
rolling contact, the contacting points on the two surfaces
have zero relative velocity, that is, no slip. Rolling and
sliding contacts occur together when the relative velocity at
the contact point is not zero. The instant center will then lie
between the geometric center and the contact point. All
diarthroidal joint motion consists of both rolling and slid-
ing motion. In the hip and shoulder, sliding motion pre-
dominates over rolling motion. In the knee, both rolling
and sliding articulation occur simultaneously. These sim-
ple concepts affect the design of total joint prostheses. For
example, some total knee replacements have been designed
for implantation while preserving the posterior cruciate
ligament, which appears to help maintain the normal
kinematics of rolling and sliding in the knee. Other knee
prostheses substitute for ligament control of kinematics by
alterations in articular surface contour through constrain-
ing congruity.

Analytical Methods

Simple kinematic analysis of pure planar translations and
rotation or combinations of the two as well as complicated
3D analysis of a rigid body requires the positional informa-
tion of a minimum of three noncolinear points to describe
this motion uniquely. If the position of three points at
two instants is known, the displacement from one posi-
tion to another may be interpreted as translation, rotation
or both. Therefore, the first task is to continually monitor
the positions of three points on each rigid body. This analy-
sis is conveniently divided into data collection and data
analysis.

Data Collection. A constant challenge for the experi-
mental motion analyst is the collection of accurate spatial
displacement kinematics of a joint. Several methods have
been employed. A review is presented here.

Video and digital optical motion capture (tracking)
systems offer state-of-the-art, high resolution, accurate
motion capture options to acquire, analyze, and display
3D motion data. The systems are integrated with analog
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Figure 3. Points S and S0 as well as Q and Q0, lie on the arcs of
circles around the center of rotation ICR (used synonymously with
CR after the section Instantaneous Center of Rotation). If lines
SS0 and QQ0 are bisected perpendicularly, the center of rotation
CR is located at the intersection of these perpendicular bisectors.
This construction assumes that the perpendicular bisectors are dif-
ferently orientated but a special case arises if the bisectors are
identically oriented. Then the points S, Q and the center of rotation
ICR lie on a straight line.



data acquisition systems to enable simultaneous acquisi-
tion (1–300 Hz) of force plate and electromyographic data.
Clinically validated software analysis packages are used to
analyze and display kinematic, kinetic, and electromyo-
graphic data in forms that are easy to interpret.

The major components of a video and digital motion
capture system are the cameras, the controlling hardware
modules, the software to analyze and present the data, and
the host computer to run the software. These systems are
designed to be flexible, expandable (from 3 to up to 200
cameras in motion analysis tracking for Hollywood animation
movies) and easy to integrate into any working environment.
This system collects and processes coordinate data in the
least amount of time and requires minimal operator inter-
vention. This system uses motion capture cameras to rapidly
acquire 3D coordinate positions from reflective markers
placed on subjects. Illuminating strobes with differing wave-
lengths are used to track the spatial displacement (between 1
and 10 mm resolution) of spherical reflective markers
attached to the subject’s skin at appropriately chosen loca-
tions, preferably on bony landmarks on the human body to
minimize skin movement. They can be infrared (IR), visible
red, or near-IR strobes to fit the lighting conditions of the
capture environment. Also, the lenses can be of fixed or
variable focal length for total adaptability. Images are
processed within the optical capture cameras where mar-
kers are identified and coordinates are calculated before
being transferred to the computers. After the completion
of the movement, the system provides 3D coordinate and
kinematic data. The disadvantages of the system include
the skin movement error whose effect is more prominent
(3 cm error) at high movement speeds. These high speed
motion tasks (impact biomechanics, e.g.) are handled by
high speed cine cameras with data acquisition rates sev-
eral orders of magnitude greater than clinical motion
analysis systems. The processing method that is almost
real time uses combinations of skin markers (minimum
three at each segment) to produce coordinate systems for
each segment and eventually describe intersegmental
relative motion or relate all the different segment motions
to the laboratory fixed-coordinate system. Recently, methods
employing clusters of markers have shown to somewhat
reduce the skin marker artifact but are yet to be adopted
in the clinical practice.

A more accurate method (<1 mm translation and up to
1000 Hz) is the cineradiographical method, which employs
an X-ray machine and uses special cameras for capture of
sequences of the digital radiographs. In addition to accu-
racy, these systems directly access the in vivo skeletal
kinematics so that the resulting analysis can be directly
related to bony landmarks. Radiation issues, magnifica-
tion, and distortion factors are some drawbacks that can be
overcome by appropriate image analysis techniques. This
method is, however, prone to occlusion errors when two
segments overlap and simultaneously cross the field of
view of the X-ray source. Stereosystems with more than
one X-ray sources can limit this artifact. A biplane radio-
graphic system consists of two X-ray generators and two
image intensifiers optically coupled to synchronized high
speed video cameras that can be configured in a custom
gantry to enable a variety of motion studies. The system

can be set up with various set-up modes (e.g., a 608 inter-
beam angle), an X-ray source to object distance of 1.3 m,
and an object to intensifier distance of 0.5 m. Images are
acquired with the generators in continuous radiographic
mode (typically 100 mA, 90 kVp). The video cameras are
electronically shuttered to reduce motion blur. Short (0.5 s)
sequences are recorded to minimize radiation exposure.
X-ray exposure and image acquisition are controlled by
an electronic timer–sequencer to capture only the desired
phase of movement.

CODA is an acronym of Cartesian Opto-electronic
Dynamic Anthropometer, a name first coined in 1974 to
give a working title to an early research instrument devel-
oped at Loughborough University, United Kingdom. The
3D capability is an intrinsic characteristic of the design of
the sensor units, equivalent to but much more accurate
than the stereoscopic depth perception in normal human
vision. The system is precalibrated for 3D measurement,
which means that the lightweight sensor can be set up at a
new location in a matter of minutes, without the need to
recalibrate using a space-frame. Each sensor unit must be
independently capable of measuring the 3D coordinates of
skin markers in real-time. As a consequence, there is great
flexibility in the way the system can be operated. For
example, a single sensor unit can be used to acquire 3D
data in a wide variety of projects, such as unilateral gait. Up
to six sensor units can be used together and placed around a
capture volume to give ‘‘extra sets of eyes’’ and maximum
redundancy of viewpoint. This enables the system to track
3608 movements that often occur in animation and sports
applications. The calculation of the 3D coordinates of mar-
kers is done in real-time with an extremely low delay of 5
ms. Special versions of the system are available with latency
shorter than 1 ms. This opens up many applications that
require real-time feedback, such as research in neuro-
physiology and high quality virtual reality systems, as well
as tightly coupled real-time animation. It is also possible to
trigger external equipment using the real-time data. The
automatic intrinsic identification of markers combined with
processing of all 3D coordinates in real-time means that
graphs and stick figures of the motion and many types of
calculated data can be displayed on a computer screen
during and immediately after the movement occurs. The
data are also immediately stored to file on the hard drive.

A new concept in measuring movement disorders uti-
lizes a unique miniature solid-state gyroscope, not to be
confused with gravity sensitive accelerometers. The instru-
ment is fixed with straps directly on the skin surface of the
structure whose motion is of interest. It has been success-
fully used to quantify: tremor (resting, posture, kinetic),
rapid pronation–supination of the hand, arm swing, lateral
truncal sway, leg stride, spasticity (pendulum drop test),
dyskinesia, and alternating dystonia. The system (Motus)
senses rotational motion only and is ideal for quantifying
human movement since most skeletal joints produce rota-
tional motion. This disadvantage is outweighed by its
miniature size that allows it to be of great value for certain
types of studies. A different system (Gypsy Gyro) uses 18
small solid-state inertial sensors (gyros) to accurately
measure the exact rotations of the actor’s bones in real-time
for motion capture. The system can easily be worn beneath
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normal clothing. With wireless range these systems–suits
can be used to record up to 64 actors simultaneously.

Another concept for 3D motion analysis is the measure-
ment system CMS10 (Zebris) designed as a compact device
for everyday use. The measurement procedure is based on
the travel time measurement of ultrasonic pulses that are
emitted by miniature transmitters (markers placed on the
skin) to the three microphones built into the compact
device. A socket for the power pack (supplied with the
device) as well as the interface to a computer are located
on the back of the device. The evaluation and display of the
measurement data are carried out in real-time. It is pos-
sible to use either a table clamp or a mobile floor stand with
two joints to support the measurement system.

Data Analysis
Coordinate Systems and Transformation. In the analysis

of experimental joint mechanics data, the transformation
of point coordinates from one coordinate system to another
is a frequent task (4). A typical application of such a
transformation would be gait analysis data recorded in a
laboratory fixed coordinate system (by means of film or
video sequences) that must be converted to a reference
system fixed to the skeleton of the test subject. The labora-
tory fixed coordinate system may be designated by xyz and
the body reference system by abc (Fig. 4). The location of a
point S(a/b/c) in the body reference system is defined by
the radius vector s ¼ a � ea þ b � eb þ c � ec. Consider the
reference system to be embedded into the laboratory sys-
tem. Then the radius vector rm ¼ xm � ex þ ym � ey þ zm � ez

describes the origin of the reference system in the labora-
tory system. The location of S(x/y/z) is now expressed by
the coordinates a, b, c. The vector equation r¼ rmþ s gives
the radius vector for point S in the laboratory system (Fig. 4).
Employing the full notation we have: r ¼ ðx � ex þ y � eyþ
z � ezÞ ¼ ðxm � ex þ ym � ey þ zm � ezÞ þ ða � ea þ b � eb þ c � ecÞ. A
set of transformation equations results after some inter-
mediate matrix algebra to describe the coordinates. The
scalar products of the unit vectors in the xyz and abc

systems produce a set of nine coefficients Cij. The cosine
of the angle between the coordinate axes of the two
systems corresponds to the value of the scalar products.
Three ‘‘direction cosines’’ define the orientation of each
unit vector in one system with respect to the three unit
vectors of the other system. Due to the inherent properties
of orthogonality and unit length of the unit vectors, there
are six constraints on the nine direction cosines, which
leaves only three independent parameters describing the
transformation. Employing the matrix notation of the
transformation equation we have

x

y

z

2
64
3
75 ¼

xm

ym

zm

2
64

3
75þ

c11 c12 c13

c21 c22 c23

c31 c32 c33

2
64

3
75 	

a

b

c

2
64
3
75

In coordinate transformations, the objects remain
unchanged and only their location and orientation are
described in a rotated and possibly translated coordinate
system. If a measurement provides the relative spatial loca-
tion and orientation of two-coordinate systems the relative
translation of the two systems and the nine coefficients Cij

can be calculated. The coefficients are adequate to describe
the relative rotation between the two coordinate systems.

Translation in Three-Dimensional Space. In translation
in 3D space, the rigid object moves parallel to itself (Fig. 5).
Pure translation in 3D space leaves the orientation of the
body unchanged as in the case of pure 2D translation.

Rotations about the Coordinate Axes. A rotation in 3D
space is defined by specifying an axis and an angle of
rotation (Fig. 6). The axis can be described by its 3D
orientation and location (5). A rotation, as does the trans-
lation explained earlier, leaves all the points on the axis
unchanged; all other points move along circular arcs in
planes oriented perpendicular to the axis (6,7).

This rotation moves an arbitrary point P to location P0

with constant distance z from the xy plane (z¼ z0). This
produces the following matrix notation for the respective
equations for the rotation that changes x and y coordinates
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Figure 4. Changing the coordinate systems, transformation of
point coordinates from one coordinate system to another.
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Figure 5. A rigid body (shoebox) moves parallel to itself. The
radius vectors from O to P and from O to P0 are designated by r and
r0 so that r0 ¼ rþ t, where t is the difference vector.



but leaves the z coordinate unchanged.

r0 ¼
x0

y0

z0

2
64

3
75 ¼

cosg �sing 0

sing cosg 0

0 0 1

2
64

3
75

x

y

z

2
64
3
75 ¼ DzðgÞr

The matrix describing a rotation about the z axis is desig-
nated Dz(l). The matrices describing a rotation about the y axis
through angle b and about x axis through angle a are similar.

r0 ¼
x0

y0

z0

2
64

3
75 ¼

cosb 0 sinb

0 1 0

�sinb 0 cosb

2
64

3
75 �

x

y

z

2
64
3
75 ¼ DyðbÞr

r0 ¼
x0

y0

z0

2
64

3
75 ¼

1 0 0

0 cosa �sina

0 sina cosa

2
64

3
75

x

y

z

2
64
3
75 ¼ DyðaÞr

Combined Rotations as a Result of a Sequence of Rotations.
Assume that the first rotation of a rigid body occurs about
the z axis of a coordinate system. The rotation matrix
related to the unit vectors ex, ey, ez, is

Dzðg ¼ 90
Þ ¼
0 �1 0

1 0 0

0 0 1

2
64

3
75

The second rotation occurs supposedly about the x0 axis,
that is, about a body-fixed axis on the body (previously
rotated about its z axis). The rotation matrix related to the
unit vectors e0x, e0y, e0z, is

Dx0 ða ¼ 90
Þ ¼
1 0 0

0 0 �1

0 1 0

2
64

3
75

Matrix intermediate calculation here gives

r00 ¼ Dz0 	 Dx0 	 r

In this calculation the sequence of the matrices is very
important especially as this sequence differs from what one
might expect. First, the matrix of the second partial rota-
tion acts on the vector r and then, in a second step on the
matrix of the first partial rotation. If the sequence of the
two partial rotations is interchanged, the combined rota-
tion is described by

r00 ¼ Dx 	 Dz0 	 r

For rotations about body-fixed axes it is true that in gen-
eral, the matrix of the last rotation in the sequence of
rotations is the first one to be multiplied by the vector to
be rotated. The matrix B describing the image resulting
from n partial rotations about body-fixed axes is composed
according to the formula:

Bbody - fixed ¼ D1 	 D2 	 D3 	 . . . 	 Dn�1 	 Dn

where the indexes indicate the sequence of the rotations.
Alternatively, if the n rotation were to be produced about
axes fixed in space (i.e., fixed in the ground, laboratory
frame) and not about body-fixed axes, the sequence of the
matrexes in the matrix product would be different:

Bspace - fixed ¼ Dn 	 Dn�1 	 . . . 	 D2 	 D1

Euler and Bryant–Cardan Angles. Any desired orienta-
tion of a body can be obtained by performing rotations
about three axes in sequence. There are, however, many
ways of performing three such rotations. One can do this
task at random, but for reasons of clarity two conventions
are frequently used: the Euler’s and Bryant–Cardan’s
rotations. In the Euler notation, the general rotation is
decomposed of three rotations about body-fixed axes in the
following manner:

Rotation 1: about the z axis through the angle w rotation
matrix Dz(w) (Fig. 7).

Rotation 2: about the x
0
axis through the angle u rotation

matrix Dx0 ðuÞ.
Rotation 3: about the z

00
axis through the angle c rota-

tion matrix Dz00 ðcÞ.

The matrix describing Euler’s combined rotation is given by
the matrix product

B ¼ DzðwÞ 	 Dx0 ðuÞ 	 Dz00 ðcÞ ðEulerÞ

According to the Bryant and Cardan the general rotation is
decomposed of three rotations about body-fixed axes in the
following manner:

Rotation 1: about the x axis through the angle w1 rota-
tion matrix Dx(w1) (Fig. 7).

Rotation 2: about the y
0

axis through the angle w2

rotation matrix Dy0 ðw2Þ.
Rotation 3: about the z

00
axis through the angle w3

rotation matrix Dz00 ðw3Þ,
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in which case the matrix of combined rotation is given
by

B ¼ Dxðw1Þ 	 Dy0 ðw2Þ 	 Dz00 ðw3Þ ðBryant � CardanÞ

For reasons of simplicity, we have presented single or
combined rotations about coordinate axes, but more
complicated rotational laws can be applied as we deal with
rotations about arbitrary axes. Rotation and translation
can also be integrated into one single motion with Chasles
theorem. Chasles theorem states that ‘‘the general
motion in 3D space is helical motion’’, or ‘‘the basic type
of motion adapted to describe any change of location and
orientation in 3D space is helical motion’’. The relevant
axis of rotation is designated the ‘‘helical axis’’. Chasles
theorem is also known as the ‘‘helical axis’’ theorem.

KINETICS OF JOINTS

The study of the forces that bring about the movements
discussed above is called kinetics. Because kinetics pro-

vides insights into the cause of the observed motion, it is
essential to the proper interpretation of human movement
processes. Forces and loads are not visually observable;
they must be either measured with instrumentation or
calculated from kinematics data. Kinetic quantities stu-
died include such parameters as the forces produced by
muscles; reaction loads between body parts as well as their
interactions with external surfaces; the load transmitted
through the joints; the power transferred between body
segments; and the mechanical energy of body segments.
Inherent to such studies are the functional demands
imposed on the body. The structure and stability of each
extremity and its joints reflect different systems and func-
tional demands. The functional demands on the upper
extremity are quite different from those on either the upper
and lower axial skeleton or those on the lower extremity.
Depending on which joint and/or structure is addressed,
different types and degrees of rotational motion are
allowed and are functional. How much structural strength
is needed versus how much movement is allowed in each
area dictates the nature of the material, size, shape, and
infrastructure of the joint system established to perform a
given movement.

Equations of Motion

The kinetics deal with the effects of forces on the motion of
a body. When the motion is known, the problem is then to
find the force system acting on the body. There are joint
forces and joint moments. With all the kinematic quantities
known, it is possible to find the joint forces and moments
from the resulting force system that acts on each element.
This is done by solving a system of simultaneous equations
at successive time intervals. Since muscles are an
unknown force system, the resolved muscle force and the
real joint force are treated as totally unknown joint forces
in the analysis. The three equations of motion for linear
motions areX

F ¼ max

X
F ¼ may

X
F ¼ maz

The three equations of motion for rotation areX
Mx ¼ Ixxax � ðIyy � IzzÞvyvz � Ixyðay � vxvzÞ

� Iyzðv2
y � v2

z Þ � Ixxðaz þ vxvyÞX
My ¼ Iyyay � ðIzz � IxxÞvzvx � Iyzðaz � vyvxÞ

� Ixxðv2
z � v2

xÞ � Ixyðax þ vyvzÞX
Mz ¼ Izzaz � ðIxx � IyyÞvxvy � Izxðax � vzvyÞ

� Ixyðv2
x � v2

yÞ � Iyzðay þ vzvxÞ

where M is the moment, I is the mass moment of inertia, a
the angular acceleration, and v is the angular velocity. The
moment equations can be simplified if the axes of the
reference frames coincide with the principal axes, with
the origin at the center of gravity. These equations, called
Euler equations, areX

Mx ¼ Ixax � ðIy � IzÞvyvzX
My ¼ Iyay � ðIz � IxÞvzvxX
Mz ¼ Izaz � ðIx � IyÞvxvy
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Figure 7. General rotation composed of three partial rotations.
The first rotation according to the Bryant–Cardan convention
(above). The first of the general rotations using Euler as the
selection of the axes and angles of rotation (below).



Continuity conditions are derived based on the fact that
equal and opposite forces and moments occur at the joint
between the two segments.

The anthropometric data for the mass, the center of
gravity, the moment of inertia, and so on for the different
parts of the human body are available in the literature
(8,9).

Motion and Forces on Diarthroidal Joints

In vivo experimental measurements on the relative motions
between articulating surfaces of a joint, which correspond to
daily activities, are limited. Most quantitative information
is obtained from gait studies that do not provide the accu-
racy and precision for the detailed information required for
lubrication studies. However, even simple calculations show
that translational speeds between two articulating surfaces
can range from � 0.06 m.s�1 between the femoral head
surface and the acetabulum surface during normal walking,
to � 0.6 m.s�1 between the humeral head surface and the
glenoid surface of the shoulder when a baseball pitcher
throws a fastball. Cartilage to cartilage contact or fluid-film
layers, or a mixture of both are normally the contact
mechanisms at the joint. During a normal walking cycle,
the human hip, knee, and ankle joints can be subjected to
loads on the order of six times body weight, with these peak
loads occurring just after heel-strike and just before toe-off.
The average load on the joint is approximately three to five
times body weight, which lasts as long as 60% of the walking
cycle. During the swing phase of walking, only light loads
are carried. During this phase, the articular surfaces move
rapidly over each other. In addition, extremely high forces
occur across the joints in the leg during jumping. Descend-
ing stairs can load the knee with up to 10 times body weight,
suggesting that the load on the joint surface is dependent on
the task performed, that is, the loading sites change drasti-
cally as the articulating surfaces move relative to each other.

MATHEMATICAL AND MECHANICAL MODELS OF JOINTS

Locomotion results from complex, high dimensional, non-
linear, dynamically coupled interactions between an
organism and its environment. Simple models called tem-
plates have been and can be made to resolve the redun-
dancy of multiple legs, joints, and muscles by seeking
synergies and symmetries. The simplest model (least num-
ber of variables and parameters) that exhibits a targeted
behavior is called a template (10). Templates can be used to
test control strategies against empirical data. Templates
must be based in more detailed morphological and physio-
logical models to ask specific questions about multiple legs,
the joint torques that actuate them, the recruitment of
muscles that produce those torques and the neural net-
works that activate the ensemble. These more elaborate
models are called anchors. They introduce representations
of specific biological details of the organism. The control of
slow, variable-frequency locomotion appears to be domi-
nated by the nervous system, whereas during rapid, rhyth-
mic locomotion, the control may reside more within the
mechanical system. Anchored templates of many-legged,
sprawled-postured animals may suggest that passive,

dynamic self-stabilization from a feedforward, tuned
mechanical system can reject rapid perturbations and
simplify control. Future progress would benefit from the
creation of a field embracing comparative neuromechanics.
Both templates and anchors are part of a system of math-
ematical and structural definitions and standard methods
of description and dissemination of knowledge. In the next
few sessions an attempt is made to describe some of those
methods.

The human musculoskeletal system is often modeled by
joining rigid links with continuous mass distribution. The
joint may be of the revolute or spherical type, with restric-
tions consistent with body construction. Usually, the
human segments form an open linkage.

Knowing all the kinematics at the center of mass of the
segments, the joint force and the moment analysis proceeds
by drawing free-body diagrams of the segments involved.
The free body diagrams for the hip joint, the knee joint,
and the ankle joint in a sagittal plane are illustrated in
Fig. 8 as an example:

Assessment of Mechanical Factors Associated With Joint
Degeneration: Limitations and Future Work

Joint degeneration results from complex, multidimen-
sional, nonlinear, dynamically coupled interactions
between the organism and its environment. The assess-
ment of mechanical factors associated with joint degen-
eration has traditionally combined longitudinal clinical
studies with carefully designed experimental techniques
and theoretical computational analyses. The quality of

212 JOINTS, BIOMECHANICS OF

Figure 8. Relationship between the free body diagram and the
link-segment model. Each segment is ‘‘broken’’ at the joints, and
the reaction forces and moments of force acting at each joint are
shown.



such assessments depends both on the accuracy–precision
of the measurement methodology and the theoretical fra-
mework for its interpretation (i.e. joint mathematical mod-
els). To capitalize on the increasing level of measurement
accuracy, theoretical analysis requires more detailed mor-
phological and physiological models (11). For example,
because of variations between individuals, the detailed,
morphological analysis required for accurate modeling of
cartilage stresses must be patient specific. In addition, the
dynamics of the human task to be modeled (for e.g., human
jumping) as expressed in the strain rate of tissue deforma-
tion must be accounted for in the analysis. Once the error
estimate (simulation versus experiment) is established,
model predictions can address specific clinical-biological
questions. Traditionally, in situ methodology (cadaveric
experiments and in vitro tests) is applied when an in vivo
measurement is impossible. This limitation presents a
number of implications and assumptions that weaken
the theoretical analysis. Recent developments have further
improved accuracy in the experimental measurement of in
vivo knee kinematics. These developments allow signifi-
cant improvements upon previous limitations by applying
patient-specific task-dependent models in the study of joint
pathogenesis.

The vast majority of dynamic knee studies have been
performed with conventional motion analysis techniques,
using markers attached to the skin. Conventional motion
analysis is not sufficiently accurate to enable analysis of
cartilage stress. Previous studies have shown that skin
markers move substantially relative to underlying bone,
with RMS errors of 2–7 mm and peak errors as large as
14 mm in estimates of tibial position during gait (12). A
study of four subjects during running and hopping (using
250 frame�s�1 stereo radiography) has demonstrated skin
marker motion relative to the femur averaging 1–5 mm
throughout the motion, with peak-to-peak errors of the
oscillation at impact averaging 7–14 mm (13). Errors were
both subject and activity specific (14). Techniques have
been developed for improving estimates of bone dynamics
from skin markers using large numbers of markers and
optimization–modeling of soft tissue deformation (15,16)
but the performance of these methods for in vivo studies
has only been validated for the tibia (during a slow, impact-
free 10 cm step-up movement of a single patient with an
external fixator). Average errors were low, but peak errors
routinely exceeded 1 mm. Errors would likely increase
significantly during faster movements and movements
involving impact, and also where the soft tissue layer
between skin and bone is thicker (e.g., for the femur).
However, if the kinematic measurements are to be used
in conjunction with musculoskeletal models to estimate
dynamic loads and stresses on joint tissues, then even
errors as small as 1 mm may be unacceptable. For example,
when estimating strains in the ACL, a �1 mm error in
tibio–femoral displacement could introduce uncertainty in
the ligament length of approximately �3% (assuming a
nominal ligament length of 30 mm). This error is similar in
magnitude to estimated peak ligament elongation occur-
ring during common activities, such as stair climbing (17).
For investigating cartilage deformation, this error magni-
tude would be even less acceptable. A 1 mm displacement

would be equivalent to a cartilage strain of � 25%, relative
to the average thickness of healthy tibio–femoral cartilage
(18). A displacement error of this magnitude would trans-
late into huge differences in estimates of contact forces.
Thus, efforts to model, predict and correct for soft tissue
deformation are unlikely to achieve sufficient accuracy for
assessing soft tissue behavior. Alternatively, kinematics
from a high speed stereoradiographic system capable of
tracking implanted tantalum markers in vivo with 3D
accuracy and precision better than 0.072 mm in translation
and 0.358 in rotation (19) are more appropriate in use with
advanced computational models. This accuracy is an order
of magnitude or greater of improvement over conventional
motion analysis techniques, and is uniquely capable of
providing the accuracy necessary to model joint stresses.

From Experimental to Advanced Theoretical Analysis in Joint
Mechanics

In addition to measuring joint kinematics and contact
areas, investigators have attempted to measure articular
contact stresses and pressures. However, stresses through-
out the cartilage layer cannot be measured experimentally.
Direct measurements of stress can be made at the articular
surface using pressure sensing devices (20–22) (e.g., pres-
sure sensitive Fuji film, piezoresistive contact pressure
transducers, dye staining, silicone rubber casting). For
cadaver studies, Fuji film sheets (Fuji Prescale Film; Itoh,
New York, NY) are inserted in a joint and if pressed
produce a stain whose intensity depends on the static
applied pressure. Alternatively, digital electronic pressure
sensors (e.g., K-scan, Tekscan, Boston, MA) can be placed
onto the articular surface. These sensors are thin and
flexible, and can be made to conform to the anatomy of
the medial and lateral knee compartments. They consist of
printed circuits divided into grids of load-sensing regions.
Each load-sensing region within the grid has a piezoresis-
tive pigment that can be used to determine the total
compressive load within that region. After appropriate
calibration procedures, dynamic pressure distributions
can be calculated. In addition to providing a continuous,
dynamic readout, K-scan has been reported to more accu-
rately estimate contact areas than Fuji film (23,24).

There are significant concerns with the use of these
sensors for estimating actual contact pressures. These
techniques measure only surface-layer stresses, they alter
the nature of cartilage surface interactions and are too
invasive for in vivo human use. Thus, the clinical validity of
articular pressure measurement with such sensors is ques-
tionable. They can, however, be important tools for the
evaluation of the predictive power of joint models (2). By
including the sensor in a finite element model, the effects of
the sensor film on the actual contact mechanics can be
accounted for (25). Thus, contact pressure predictions from
such models can be directly compared to the pressure sensor
measurements for finite element (FE) model validation.

Many in situ experimental studies have been conducted
to obtain 3D knee joint kinematics and force-displacement
data (21,26–30). Cadaver studies, however, cannot repro-
duce the complex loading seen by the joint during stren-
uous movements, since the muscle forces driving the
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movement cannot be simulated. Because of these funda-
mental limitations of experimental measures, mathemati-
cal models are favored for obtaining comprehensive
descriptions of the spatial and temporal variations of car-
tilage stresses. A numerical model could be used to perform
parametric studies of geometry, loading or material prop-
erties in controlled ways that would not be possible with
tissue samples.

Theoretical Analysis of Joint Mechanics

During the last two decades, a number of theoretical joint
mechanics studies with different degrees of accuracy and
predictive power have been presented in the literature (31–
39). Computational modeling work has included anatomi-
cal or geometrical observation (40,41) and analytical math-
ematical modeling (42–46). More recently, advanced FE
modeling approaches allowed for improvements in the
predictive power of localized tissue deformation (47–54).
Joint biomechanics problems are characterized by moving
contacts between two topologically complex soft tissue
layers separated by a thin layer of non-Newtonian synovial
fluid. A prime example is the multibody sliding contact
problem between the tibia, femur, and menisci. The com-
plexity of such problems requires implementation of
sophisticated numerical methods for solutions (55–58).
The finite element method is ideally suited for obtaining
solutions to joint contact problems. Thus far, much of the
finite element analysis has been applied to the study of
hard tissue structures, often as it relates to prosthetic
devices (59,60). When addressed, soft tissue layers are
treated as single-phase elastic materials. As a consequence
of the relative dearth of precise patient specific geometric
data, material properties and insufficiency in accuracy of in
vivo kinematics for input, no patient specific computational
models have been reported for longitudinal clinical joint
studies.

Surface Modeling

Surface modeling methods calculate the shape variations
of joints and visualize the proximity of subchondral bone
surfaces during static loading or dynamic movement.
These methods can combine in situ data, motion analysis
optical system data or high speed biplane radiographic
image data and 3D bone surface information derived from
computed tomography to determine subchondral bone
motion. This method can be used to identify the regions
of contact during static loading or dynamic motion, to
calculate the surface area of subchondral bone within
close contact, and to determine the changing position of
the close contact area during dynamic activities (Fig. 9).

In vivo dynamic joint surface interaction information
would be useful in the study of osteoarthritis changes in
joint space and contact patterns over time, in biomechani-
cal modeling to assist in finite element modeling, and in
identifying normal and pathological joint mechanics pre-
and postsurgery. Previous attempts to quantify the inter-
action between bones have utilized various methods
including castings (62,63), pressure sensitive film (64),
mathematical surface modeling (65,66), implant registra-

tion (67) and cine phase contrast magnetic resonance
imaging (MRI) (68). The casting method can only be
applied to cadaver models under static loading conditions.
Pressure sensitive film also requires a cadaver model and
necessitates inserting material into the joint space. Math-
ematical surface modeling allows analysis of dynamic
motions in vivo, however, the joint must be disarticulated
after testing. Implant registration requires either surgical
implants or nonsubject specific image matching algo-
rithms. Cine phase contrast MRI requires repeatedly per-
forming the same motion pattern during testing and is
limited to a small range of motion. The process described
below is an improvement on these previous techniques
because it utilizes live subjects performing dynamic tasks
with unrestricted motion. Direct measurement of articular
cartilage behavior in vivo during dynamic loading is pro-
blematic. In order to estimate the behavior of articular
cartilage, the surface proximity interaction method that
precisely tracks the motion of subchondral bone surfaces in
vivo. Articular cartilage behavior is then estimated from
these subchondral bone measurements.

Anderst et al. (61) described a method to estimate in vivo
dynamic articular surface interaction by combining joint
kinematics from high-speed biplane radiography with 3D
bone shape information derived from computed tomogra-
phy (CT). Markers implanted in the bones were visible in
both the CT scans and the radiographic images, and were
used to register the subchondral bone surfaces with the 3D
bone motion. Joint surface interactions were then esti-
mated by analyzing the relative proximity of the subchon-
dral bone surfaces during the rendered movement.
Computed Tomography data can be also used for joint
geometry–shape characterization. The method is referred
as reconstruction of volumetric models into rendered joint
surface geometry models.

Computed Tomography data are typically collected for
this method with slice spacing between the different
images of � 0.625 – 1.25 mm and the in-plane resolution
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Figure 9. Example applications showing dynamic in vivo tibio-
femoral bone surface motion using joint proximity (Euclidian
distance) mapping during human one-legged hopping.



is � 0.293–0.6 mm depending on the size of the bone. The
CT scans are reconstructed into 3D solid figures using
software that employs reconstruction techniques, that is,
the regularized marching tetrahedra algorithm by Treece
et al. (70). If necessary, threshold values are adjusted to
ensure the entire bone surface appeared in the reconstruc-
tion and the opposing bone surfaces never overlapped in
computer animations of the motion.

Anterior–posterior and lateral radiographs are com-
monly used to preoperatively determine prosthetic size
and proper donor selection for osteochondral allografts.
By using 3D computer aided design tools and the recon-
structed 3D joint geometry from CT described above, size
determination is less prone to out-of-plane imaging errors
associated with sagittal and coronal roentgenograms.
Assessment of surface size, curvature analysis and knee
incongruity is possible with in vivo CT [Fig. 10 (69,71,72)].
After the 3D joint surface reconstruction models the
distal articular femur (n¼ 16) can be represented by six
circles, the diameters of these circles, their angular arcs,
and the distances between their centers varied with the
size of the femur (Fig. 11; Table 5). There is a statistically
significant association between several geometry para-
meters when the lateral or the medial distal femur is
studied independently. These associations do not exist
when we correlate medial versus lateral compartments
across the population.

The Joint Distribution Problem

Much attention has been devoted to the solution to what
has become known as the general joint distribution pro-
blem that is, the problem of estimating the in vivo forces
transmitted by the individual anatomical structures in the
joint neighborhood during some activity of interest (73).
The prediction of forces in joint structures has many
applications. In the field of medicine, these predictions
are useful for obtaining a better understanding of muscle
and ligament function, mechanical environment within
which prosthetic components must operate, and mechan-
ical effects of musculoskeletal diseases. In the realm of
sport biomechanics, these predictions are useful for better
understanding of the kinetic demands, performance
constraints, and mechanisms for improving athletic
performance. Industrial applications include the optimiza-
tion of occupational performance and safety considera-
tions. Although the general techniques for predicting
forces in joint structures may be used throughout this
broad range of applications, the particular method of choice
and the details of the analysis depend on the application.

The general force distribution problem normally arises
in the following way. The musculoskeletal system or a
relevant portion thereof is modeled as a mechanical system
consisting of a number of essentially rigid elements (body
segments) subjected to forces due to the presence of a
gravitational field, and segmental contact with external
objects, neighboring segments, and soft tissue structures
that produce and constrain system motion. The associated
inverse dynamics problem is then formulated and solved
to determine the variable intersegmental (joint) force
and moment resultants during the activity of interest.
The joint resultants are abstract kinetic quantities that
represent the net effect of all the forces transmitted by
the anatomic structures crossing the joint. At a typical
joint, these forces normally include the forces transmitted
by the muscles, ligaments, and articular (bony) contact
surfaces.

The unknown forces transmitted by the joint structure
are next related to the known intersegmental resultants by
writing the joint equilibrium equations. These equations
express the fact that the vector sum of all the forces in the
individual anatomic structures, and the vector sum of all
the moments about the joint center produced by those
forces, are equal to the intersegmental resultant force
and moment, respectively. Assuming that all joint geome-
try (point of application and orientation of forces) is known
and that these two independent vector equations (or six
independent scalar equations) involve as unknowns the M
muscle and L ligament forces, together with the 3C scalar
components of the C bony contact forces, these joint equili-
brium equations are indeterminate whenever the sum
(MþLþ 3C) of the unknown forces exceeds six. Thus, if
the system model includes only one bony contact force
(C¼ 1) and more than three muscle and/or ligament forces
(MþL> 3), the corresponding joint distribution problem
will be indeterminate and therefore have an infinite num-
ber of solutions.

Finally, the joint resultants are decomposed or distrib-
uted to the individual joint structures at each instant of
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Figure 11. All the sagittal view measured parameters in the
study of femoral head congruity (69).

Figure 10. Articular surface matching (femoral condyle on top
and tibial plateau below) using geometrical objects (69).



interest during the activity, using some appropriate solu-
tion methodology.

The general joint distribution problem may thus be
stated in the following way. At any instant of time when
the joint resultants are known, the forces transmitted
by the individual joint structures are determined such that
the equilibrium equations, and all relevant constraints on
the forces in the individual joint structures, are simulta-
neously satisfied. The classical studies of joint distribution
problems use essentially two different methods to solve the
indeterminate joint distribution problem: the reduction
method, and the optimization method.

The mathematical modeling of human anatomy and its
functions has been influenced by two main simulation
approaches or philosophies. In the first the joint structures
are of no importance in the mathematical modeling while
in the second simulation of the geometry and structural
relationships of the joint components in addition to their
behavioral properties are the main tasks. Hefzy et al.
categorized these different approaches as phenomenologi-
cal and anatomical, respectively (74).

Phenomenological Joint Models. The phenomenological
models include two groups: the rheological models and the
advanced figure animation models. The rheological models
analyze the dynamic behavior of a system by treating it as
viscoelastic, being composed of springs and dampers. How-
ever, the noncorrespondence of these components to the
structure of the components in the knee leads to no struc-
tural information in the model output.

The advanced figure animation models provide informa-
tion on body dynamics by taking into account body segment
dimensions, masses, moments of inertia, and so on, but do
not model the detailed geometry of joints.

Anatomical Models. Two different approaches to mod-
eling categorization exist in the experimental literature.
According to the first, the categorization of the models
depends on the type of motion reproduced by the mathe-
matics. The second approach categorizes models according
to their structural basis. There is a vast number of studies
attempting to model specific component structure and
behavior that will be evaluated in order to identify the
optimum method for the modeling of each specific compo-
nent.

The Reduction Method. The reduction method reduces
the number of unknown forces to correspond with the
number of equations governing the distribution problem
(or increases the number of equations to agree with the

number of unknowns, e.g., the deformation-force relations
for the unknown forces). For the general 3D distribution
problem, this implies that the number of unknown scalar
forces (MþLþ 3C) must be reduced to six to allow for a
unique solution. Previous investigators have reduced the
number of unknowns by (1) grouping muscles and liga-
ments with apparently similar functional roles, (2) group-
ing multiply connected bony contact force regions, (3)
assuming a direction for the unknown bony contact force,
(4) using EMG data to determine when a muscle is active,
(5) ignoring ligament forces except near the limits of the
range of motion, and (6) ignoring antagonistic muscular
activity. Several models [(73,75); Fig. 12a, b] predicted
muscle forces and the bony contact force at the hip during
locomotion. In these studies, the indeterminate distribu-
tion problem at the hip or the knee was made determinate
through several simplifying assumptions. The hip muscles
were combined into six functional groups (long flexors,
short flexors, long extensors, short extensors, abductors,
and adductors), and ligament function at the hip was
assumed to be negligible. The forces transmitted by these
six muscle groups, combined with the three components of
bony contact force, comprised nine unknown scalar quan-
tities. Only two of the three components of the resultant hip
moment were considered; analysis of the component tend-
ing to internally or externally rotate the femur relative to
the pelvis was rejected as inaccurate. Previous reports of
EMG activity were to demonstrate that there is little
antagonistic muscle action, and only muscle agonists were
considered. Despite these simplifications, the possibility of
activity in both the long and short flexors and extensors
still made the problem indeterminate. A solution was
obtained, however, by assuming activity in only one flexor
(either long or short, but not both) and one extensor.

The Optimization Method. The previous discussion
indicates that the distribution problem at a joint is typi-
cally an indeterminate problem, since the number of mus-
cles, ligaments and bony contact regions available to
transmit forces across a joint in many cases exceeds the
minimum number required to generate a determinate
solution to the joint equilibrium equations. Determinate
solutions are obtainable only with significant simplifica-
tion of joint function or anatomy. In contrast, the optimiza-
tion method of solving the general joint distribution
problem does not require such simplification. Rather, it
retains many of the anatomical complexities incorporated
in defining the problem, and seeks an optimum solution
(i.e., a solution that maximizes some process or action).
Optimization techniques may be divided into linear and
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Table 5. Femoral (n¼16) Medial and Lateral Compartment Measurementsa

Medial SD Lateral SD Ratio M/L

DC mm 68.28 5.003 67.839 5.865 1.006
DA mm 42.45 10.086 44.41 4.608 0.955
DP mm 40.364 1.231 41.212 3.069 0.979
XY mm 24.519 2.686 23.529 3.069 1.042
F8 100.374 10.572 102.631 5.834 0.978
E8 151.168 10.9 139.629 12.509 1.0824



nonlinear methods Simultaneous use of linear cost and
constraint functions in the model formulation constitutes
the so-called linear optimization method. In contrast, if
the cost function and/or one or more of the constraint
functions is nonlinear, solution of the problem requires
the use of nonlinear optimization methods. Both of these
optimization methods have been made practical with
high speed computers, since the techniques require many
iterations of equation-solving to find an optimum solution.
Neuromuscular function is complex and poorly under-
stood at the conceptual, if not detailed level. However,
it is generally assumed that physiological functions are
optimized in some way. In 1836, the Weber brothers
commented that we walk and run in ‘‘the way that affords
us the least energy expenditure for the longest time and
with the best results’’. Experimental evidence suggests
that oxygen consumption (and presumably energy expen-
diture) is minimal at freely selected walking speeds,
supporting the assumptions of optimal physiological
neuromuscular function.

The optimization criteria that the neuromuscular con-
trol system ‘‘chooses’’, either consciously or unconsciously,
to select muscle action may vary considerably with the
nature of the physical activity to be performed and the
physical capabilities of the individual. For example, muscle
control in sprint running may serve to maximize velocity,
while in walking the control process may serve to maximize
endurance. In a painful pathological situation, such as
degenerative joint disease, muscular control may serve
to minimize pain. If this pain occurs due to the joint surface
pressure, the appropriate optimization criterion may be to
minimize to bony contact force. Muscular control may also
serve to minimize the forces transmitted by passive joint
structures such as ligaments. These examples indicate that
there are possible optimization criteria to choose from, and
the choice of a criterion to solve a particular distribution
problem may not be obvious.

Given that gait presents a relatively unambiguous per-
formance criterion, one can claim that it fits into the
framework of optimum control theory. Additionally, gait
presents a characteristic bilateral symmetry that leads to
relatively simple representation of the dynamic system.

Activity in the stance phase of gait is described by equality
constraints on the ‘‘states’’, knowing that each gait stage
involves dynamic constraints that reflect the particular
nature of the phasic activity. However, our motivation in
the use of optimum control for the study of movement relies
upon the belief that it is currently the most sophisticated
methodology available for solving extremely complex pro-
blems. Optimal control theory requires not only that the
system dynamics are precisely determined and formulated
but also that an appropriate performance criterion is cho-
sen. Therefore, deficiencies in the modeling that are pre-
sent in either the system dynamics or the performance
criterion are indicated by differences between model and
experiment.

Forward Analysis. The technique of forward simulation
allows the study of the causal relationship between
forces acting on a mechanical structure and the resulting
movement (79). A first approach requires the description
of joint moments, initial positions and velocities for each
body segment as input variables. The forward dynamics
problem then is expressed as a set of differential equations
of motion with associated restraints and solved to yield
angular accelerations. Angular velocities and displace-
ments are then determined by integration (80). Modi-
fications to input variables, either joint moment profiles
or initial segmental configuration, can then be intro-
duced and the resulting changes in the movement pattern
evaluated.

Due to recent improvements in musculoskeletal model-
ing, forward simulation driven by muscle activity rather
than joint moments is now possible. The definition of
muscle activation sequences and the initial configuration
of the mechanical system (angles and angular velocities)
are entered into the forward simulation. A physiological
model describing muscle excitation characteristics as
well as muscle mechanics is used for calculating the indi-
vidual muscle force production and the resulting motion is
calculated.

Because of the inherent complexity of the musculoske-
letal model and the multiple interaction of parameters,
forward simulation alone is unlikely to contribute to the
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Figure 12. Forward and inverse analysis driven mathematical models, (a) the Strathclyde model
animated using SIMM Musculographics-Motion Analysis Software. (From Ref. (77)) (b) Force
distribution method-inverse dynamics, the vector of bony contact force is shown on the tibial
plateau. (From Refs. (71) and (77)). (c) the Delft forward and Inverse shoulder model (78).



identification of aberrant muscle action which affects tim-
ing or force production, causing an aberrant gait pattern.
Matching the system response to the joint movement
profiles observed in an individual patient would require
extensive trial and error with no guarantee of ever finding
the parameter setting responsible for the aberrant joint
movement.

Optimization has been used previously as a curve-fitting
tool in addition to forward simulation techniques to repro-
duce the movement pattern observed in an individual
subject. In the studies of Chao and Rim (81), and also
Townsend (82), optimization techniques were used to
determine the applied joint moments by iteratively varying
them until the theoretical limb displacement fits those
measured in the laboratory. Chou et al. (83) predicted
the minimum energy consumption trajectory of the swing
limb using a similar approach. Using approximate muscle-
force and/or joint moment trajectories, Pandy and Berme
(84,85) evaluated body segment motion and ground reac-
tion forces during single stance, based on a 3D model
incorporating 7 DOF. In Jonkers et al. (76), initial inputs
to the forward simulation process were the normalized
quantified muscle activation patterns of 22 muscles, and
the initial segmental configuration (both angles and angu-
lar velocity) derived from Winter (86). Two distinct mus-
culoskeletal models (one including 6 DOF, the other 7
DOF) were defined and a muscle driven forward simulation
was implemented. A series of optimization sequences then
were executed to modify the muscle activation patterns and
initial segmental configuration, until the system output of
the forward simulation approximated the angle data
reported by Winter (86). The accuracy and effectiveness
of the analysis sequence proposed and the model response
obtained using two distinct musculoskeletal models were
verified and analyzed with respect to the kinesiology of
normal walking.

Based on the integrated use of optimization and for-
ward simulation techniques, a causal relation between
muscle action, initial segmental configuration and result-
ing joint kinematics during single limb stance phase of
gait was successfully established for a musculoskeletal
model incorporating 22 muscles and 7 DOF (Fig. 12).
Despite the inherent simplifications of the planar models
used in this study, several kinesiological principles of
normal walking were confirmed by the analysis and a
reference base for exploring the causal relation between
muscle function and resulting movement pattern was
established.

Finite Element Analysis of Human Joints. Adaptation of
finite element analysis (FEA) to the analysis of stress
in human joints, requires fundamental studies in the
following areas: (1) three dimensional FEA of moving
contact problems utilizing finite deformation laws (linear
elastic versus biphasic) for cartilage and non-Newtonian
laws for synovial fluid; (2) automated adaptive methods
for the generation and control of 3D computational models
using error estimates and controls that account for
nonlinearities, singularities, and boundary layer effects;
(3) improvements in geometry of FE models by using
patient specific MRI and CT imaging data. Recently

available semiautomatic 3D mesh generation tools
(reconstructed mesh from the volumetric imaging data),
and numerical methods for processing the material and
geometric data required for the contact analysis con-
siderably reduce the time requirements of such efforts;
(4) implementation of recently available high accuracy
3D joint in vivo kinematics to calibrate the FE models,
and to assist in simulating strenuous activities; (5)
Parallel solution algorithms for the nonlinear time-
dependent problems utilizing high performance computer
architectures.

Several models of articular cartilage have been pro-
posed to describe its mechanical behavior; however, none
of these models have been able to address the full spectrum
of this tissue’s complex mechanical responses. Typically,
these models implement a subset of known tissue behavior,
for which material properties must be determined from
experiments. Experimental results indicate that cartilage
exhibits flow-dependent viscoelasticity, anisotropy, and
tension compression nonlinearity due to its ultrastructure
and composition (87). These characteristics are further
compounded by the inhomogeneity of the tissue through
its thickness. It is widely accepted that the time-dependent
response of cartilage can be accurately represented by the
biphasic theory derived by Mow et al. (21). Under isotonic
conditions, this biphasic theory of incompressible solid and
fluid phases is appropriate for most applications involving
cartilage modeling for infinitesimal or finite deformations
(26,88). Numerical methods are required to solve these
nonlinear problems, even for relatively simple geometries.
Linear 3D elements (89) and nonlinear 3D formulations
have been presented for the biphasic theory (90–92). How-
ever, full nonlinear 3D analysis for joints of realistic geo-
metry and strains remains a computationally challenging
problem.

Hirsch (1944) proposed to use the Hertz contact theory
for contacting elastic spheres to model cartilage indenta-
tion (28). Askew and Mow (1978) analyzed the problem of a
stationary parabolically-distributed normal surface trac-
tion acting on a layered transversely isotropic elastic med-
ium to assess the function of the stiff surface layer of
cartilage (29). More recently, complex, biphasic models
have been developed that target slow, quasistatic loading
response (89,90,93–95). Under high loading rates, how-
ever, the cartilage demonstrates a mechanical behavior
that does not deviate substantially from a linear elastic
model (38,96), so complex and numerically unwieldy bipha-
sic models may not be necessary for rapid loading events.
Eberhardt et al. (1990) (36) and (1991) (97) developed a
solution for the contact problem of normal and tangential
loading of elastic spheres, with either one or two isotropic
elastic layers to model cartilage. A modified Hertzian (MH)
theory that takes into account the thickness effect of the
elastic layer has been used for articular joint contact
analysis by several investigators (23,32,37,97). The results
from the studies listed above have demonstrated that
considerable differences may be found in cartilage stress
predictions depending on the particular cartilage consti-
tutive model being employed, that is linear elasticity the-
ory versus linear biphasic theory. In view of the above, it
has been proposed that it is adequate to use a transversely
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isotropic, linearly elastic, homogeneous constitutive rela-
tionship to model the normal contact pressure distribution
of the tibial plateau (33,98).

In the case of FE modeling applied to impacts and very
rapid movements, model formulation problems must be
accounted for by the solution. Implicit techniques are not
widely used as they can be limited by problems of con-
vergence. This method does not use kinematics to verify
whether contact occurs at the calculated points at the
associated load levels. For those applications, explicit
techniques have proven useful in their ability to simulate
deformations and contact conditions simultaneously
as well as large segmental displacements (70,99–101)
(Figs. 13b and 14). Explicit finite element analysis was
also proven to be a valuable tool when simulating total
knee replacement motions due to loads applied by a knee
simulator (44,45). Stability of solution and low computa-
tional cost are the two main advantages of the explicit
methods over classic implicit techniques when forces are
used to drive the models (44,98,103–109). The main lim-
itation of the explicit technique is that the method is only
conditionally stable. Combination of both techniques is
suggested so that the explicit formulation will be used to

‘‘educate’’ the implicit algorithms. Implicit formulations
are used when the localized effect of articular stress
needs to be addressed at the cartilage level with increased
subject specific refined geometry since these techniques
are more appropriate for the task (Fig. 13a).

Toward Patient-Specific and Task-Dependent Morpholo-
gical FE Models. In order to apply FE computational meth-
ods to problems of joint mechanics, precisely measured
anatomical data must be used to construct a 3D solid model
from which the appropriate finite mesh can be constructed
and analysis performed (110,111). Computed tomography
(112) and MRI (113,114), or reshaped digital calipers and
machine–controlled contact digitization (23) are commonly
used methods to obtain soft–hard tissue geometry. Clinical
modalities of these imaging techniques have resolutions that
are typically limited to 500mm. Considering that the articu-
lar cartilage of the knee joint is only � 4 mm thick (14), a
resolution of 500 mm is generally inadequate and special
protocols are required for the imaging procedure (19). Note
that all properly calibrated 3D FE knee joint models to date,
have been developed from images of cadaveric knees (43,115).
Models with patient specific geometry are possible using
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Figure 13. (a) Knee FE model compo-
nents shown in different color-implicit
formulation (102) (b) the knee FE model
during simulation of single leg-hopping-
explicit formulation (103).

Figure 14. Tibial plateau pressure at 10
and 30 degrees flexion during single-legged
hopping (103).



combined appropriate MR and CT imaging modalities that
will result in increased model detail (100).

With recent technological advances in 3D imaging,
computer hardware, and FE formulations, it has become
possible to estimate human tissue properties (100,103).
Estimation of the stiffness of hard tissue (i.e., cancellous
bone) using large-scale finite element (LSFE) models or
microFEs at both the apparent and trabecular levels is
therefore possible (47,52,70,116–122). This direct analysis
approach has advantages over traditional statistical meth-
ods in that (1) all morphometric measurements available
from the 3D image data are contained in the FE model, and
(2) the FE model of the structure is a mechanistic rather
than statistical approach to the prediction of biological
tissue properties. Application to these techniques in the
clinical environment with in vivo data is gaining consider-
able ground. These recent improvements in imaging, allow
the generation of 3D models in a semi-automatic fashion
(23,69,123,124). Models now provide the opportunity to
study the mechanical effects of individual geometrical
variation (125). Such subject specific finite element
models are mainly useful under two conditions: (1) In
the statistical analysis, if the differences between subjects
are large relative to the differences in model predictions
related to the choice of input parameters that can only be
estimated. (2) In a contact FE problem with high accuracy
3D kinematics refined meshes are needed in the vicinity of
the contact zone (114).

The inherent ability of FEM to overcome geometrical
and topological modeling problems is no longer burdened
by some of the limitations apparent in early studies. Such
limitations have been overcome by recent computational
and experimental advances. These limitations included
insufficient accuracy of in vivo kinematics–kinetics input
data, inadequate hard–soft tissue imaging, excessive com-
putational cost and the inherently complex process of
material characterization in relation to some of the com-
ponents of the stress tensor in biological material.

JOINT STABILITY

Newton’s third law states that forces always exist in pairs
that are equal and opposite in direction, such that if one
body pushes against another, the second body will push
back against the first with a force of equal magnitude if the
state of motion is constant. This would mean that in order
for muscles to be able to pass movement on to a limb
segment, there has to be an interaction between the seg-
ment and another bone, and a joint structure that will
allow the desired rotational direction and force. Such a
mechanism prevents translational movements, which can
‘‘dislocate’’ one rigid bony limb segment from another.

Bones, ligaments, and muscles all contribute to joint
stability. The extent each structure participates in main-
taining joint stability differs between joints. Because bones
are rigid relative to the other tissues in the joint, they can
provide great stability to the joint. In general, the greater
the circumference of the bony segment enclosed by its
counterpart, the greater the amount of translational sta-
bility that exists in the joint. For example, the femoral head
is almost completely enclosed by the acetabulum in the hip

joint, whereas the humeral head is only slightly enclosed by
the glenoid in the shoulder. It is obviously easier to dis-
locate the shoulder than the hip.

Ligaments, much like cables, can restrict rotational or
translational motions depending on their location and the
direction of the force. For example, the cruciate ligaments
limit the anterioposterior translation of the tibia on the
femur at the knee joint, while talocalcaneofibular liga-
ments prevent rotational motions as well as translational
motions between talus, fibula and calcaneus. However,
ligaments, unlike bones, cannot provide rigid constraints
as they are relatively soft and flexible.

Muscles–tendons are also soft and flexible and, like
ligaments, provide nonrigid constraints to the joint. A
significant difference between the two, however, is that
muscles are active in controlling the joint motion whereas
ligaments are only passive stabilizers. Muscle action is
usually complementary to that of ligaments and, in fact,
can protect ligaments from damage or can protect the joint
from further damage in case that the ligament is ruptured.
Tensile forces exerted on muscles are counterbalanced by
compressive forces across the joint surfaces providing sta-
bility to the joint against forces acting to open up the joint
space. Thus, muscles can support or limit motions and
serve the dual function of providing desired movements
while contributing to joint stability.

The Hip Joint

The hip joint is the link of the upper body and the pelvis–
trunk with the lower limbs, the main locomotion facility of
the body. It is a ball-and-socket joint (Table 4) in which the
head of the femur resides in the acetabulum of the pelvis,
making one of the largest and most stable joints in the
body. The surface area and the radius of curvature of the
articular surface of the acetabulum closely match that of
the articular surface of the femoral head. The hip joint is
structurally a highly constrained joint. Because of the
inherent stability conferred by its bony architecture, this
joint is well suited for performing the weightbearing sup-
portive tasks that are imposed on it.

The femoral ball is embraced by the acetabular socket,
allowing rotation to occur with virtually no translation.
The cartilage that covers the acetabulum thickens per-
ipherally (126). A plane through the circumference of the
acetabulum immediately at its opening would project with
the sagittal plane intersections at an angle of 408 (opening
posterior) and 608 (opening laterally). This architectural
constraint imparted by the bony shapes almost eliminates
the need for ligamentous and soft-tissue constraints to
maintain the stability of the hip articulation. Although
this increased constraint provides stability to the hip,
there is a structural drawback. Such constraint limits
the global range of motion of this joint at the fulcrum of
the lower extremity. Fortunately, human biomechanics
and everyday tasks performed by the hip do not violate
these limitations and the hip’s range of motion is very
rarely subjected to extremes. During most ambulatory
activities, such as normal bipedal locomotion, the lower
extremity is positioned anteriorly in the sagittal plane
with only small rotations necessary in the other two
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planes. Hip flexion of at least 1208, abduction of at least
208, and external rotation of at least 208 are necessary for
carrying out normal daily activities. Activities such as
descending stairs sitting, rising from a chair, and dressing
require greater degrees of flexion and rotation at the hip
joint. For example descending stairs requires 368 of
motion whereas squatting requires 1228 of motion in
the sagittal plane (127).

The hip joint reaction force (at a neutral position) can
reach three times body weight (BW) in single legged
stance, but could get up to six times BW during the stance
phase of gait and increases significantly with gait velo-
city. The main mechanism influencing this magnitude is
the ratio of the abductor muscle force and the effect of
the gravitational force moment arms. The rule normally
suggests greater reaction forces expected at low ratios
(128). Bracing and use of a cane can decrease the hip joint
force.

The Knee Joint

The knee consists of a two joint structure: the femorotibial
joint and the patellofemoral joint. The femorotibial joint
is the largest joint in the body and is considered to be a
modified hinged joint containing the articulating ends of
the femur and tibia. The patellofemoral joint consists
of the patella, the largest sesamoid bone, and the trochlea
of the femur. Taken together, the knee joints function to
control the distance between the pelvis and the foot as a
control link. Because of the role of the knee in weight-
bearing, its surrounding of very strong musculature and
its location between the two longest bones in the body,
tremendous forces are generated across it. Surface motion
occurs simultaneously in both sagittal and the transverse
plane with the first being the dominant plane of motion
(129). During activities such as running, landing, and
pivoting, the knee functions to maintain a given leg
length and acts as a shock absorber. During stair climb-
ing, crouching, and jumping, large propulsive forces at
the knee (several times BW) are generated to control the
degree and speed of shortening and lengthening of the
leg. In these situations, knee stability is a dynamic pro-
cess maintained through fixed bony and ligamentous
constraints and modified by the action of the muscles
crossing the joint. The higher the rate of the loading
the more demanding the role of the knee in sustaining

stability. The bony morphology of the femur, tibia,
menisci, cruciate–collateral ligaments, and patella con-
tribute to joint stability, but to a lesser extent than that of
other more constrained joints such as the hip. Static
constraints play a very significant role in knee stability
as compared with the shoulder for example where stabi-
lity is maintained through the dynamic action of the
surrounding muscles. The cruciate and collateral liga-
ments are the major structures limiting motion at the
knee. The posteromedial and posterolateral capsular com-
plexes augment the four primary ligaments, with the
menisci playing a lesser role. The muscles crossing the
knee contribute to dynamic stability and are particularly
important in the presence of pathologic laxity. A method
that describes the constraining mechanism of the anterior
and posterior ligament has used the notion of the 2D
‘‘four bar linkage’’. The instant center of rotation, desig-
nated primarily by the femoral condyle surface shape,
follows a semicircular pathway, and the direction of dis-
placement of the femorotibial contact points is tangential
to the surface of the tibia, indicating gliding throughout
the range of motion. However, the axis of rotation at the
knee does not remain fixed during flexion. Indeed, as the
knee flexes the screw axis will sweep out a ruled surface in
space, known as the axode. This fluctuation in the screw
axis signifies that the knee is not truly a hinge joint, for
which the axode would degenerate to a fixed line in space.
Usually, the knee is approximated as a hinge joint, a
simplification that may be acceptable for flexion angles
between 45 and 908 where the moving screw axis remains
very close to the line passing through the centers of
curvature of the two posterior femoral condyles. The
motion at the articular surfaces is not one of pure rolling,
but a combination of rolling and sliding as indicated by the
screw axis that never lies near the articular surfaces of
the tibiofemoral joint.

The Foot Structure; the Ankle Joint

The ankle joint can be described as a saddle-shaped lower
end structure of a long bone (tibia and fibula) Fig. 15. Its
inferior transverse ligament encloses the superior aspect
of the body of the talus (the trochlea). It is the joint that
first receives the transient impact that travels through
the tibia in gait or other movement. It alternates in both
form and function to receive load as a shock absorbing
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Figure 15. The Wayne State University Ankle joint and foot Finite element model (130).



mechanism and to propel significant leverage based
force during fast locomotion. The subtalar and ankle joint
act like a mitered hinge. The tibial surface forming
the superior dome of the ankle is concave sagittally, is
slightly convex from side to side, and is oriented � 938
from the long axis of the tibia (it is higher on the lateral
than the medial side). The upper articulating surfaces of
the talus appear to match closely that of the cavity formed
by the tibiofibular mortise. The superior part of the body of
the talus is wedge-shaped. It is about one-fourth wider in
front than behind, with an average difference of 2.4 mm;
anteriorly a minimal difference of 1.3 mm and a maximal
difference of 6 mm. From front to back, the articular sur-
face spans an arc of �1058. This surface contour, having a
smaller diameter medially than laterally, has been com-
pared to a section or rostrum of a cone. The primary
motion of the ankle joint is dorsiflexion–plantarflexion.
Its axis of rotation is obliquely oriented with respect to all
three anatomic planes with ankle dorsiflexion and tibial
internal rotation being associated with subtalar eversion
(pronation) whereas the ankle plantarflexion and tibial
external rotation are associated with subtalar inversion
(supination). The axis extends from anterior, superior,
and medial to inferior, posterior, and lateral as it is
passing through the inferior tips of the malleoli. It is at
angles of 938 with respect to the long axes of the tibia and
�128 to the joint surface. However, rather than a true
single ICR, the ankle has been noted to have multiple
instant centers, all of which perturbate and fall very close
to a single point within the body of the talus. Through a
complete arc of ankle rotation, the center may be dis-
placed anywhere from 4 to 7 mm. The oblique orientation
of the axis of rotation to the sagittal, coronal, and trans-
verse planes, translation of the talus in the mortise can
occur in all three directions. The talus has been observed
in vitro to rotate easily in the ankle mortise implying
relative movement between the malleoli. Because the
trochlea is wider anteriorly than posteriorly, it has been
suggested that lateral play of the talus within its mortise
occurs only when the ankle is in plantarflexion. Subtalar
motion has been described as screw-like influencing the
flexibility of the transverse tarsal joint. Others suggest
that instability exists in dorsiflexion, while others yet
believe that with intact ligaments translation, occurs only
in the sagittal direction. These differences can be
explained by behavior of >100 ligaments and by the roles
played by the subtalar joint, the kinematic chain of the
hindfoot, and the muscles that traverse this area in
transmitting forces across this area during plantarflexion
and dorsiflexion. The talus is unique because this bone
has seven articulations that connect it to four other bones,
it lies between the foot and the leg, and contains no
muscular attachments. The stability of the talus and its
articulations, therefore, relies heavily on the ligamentous
attachments and musculotendinous complexes that tra-
verse the talus and attach distally. Therefore the main
characteristic of ankle joint is its strong passive stability
attributed to a variety of factors. First is the bony stability
provided by contact of the trochlea with the tibial plafond.
Second are the medial and lateral cartilaginous slightly
concave surfaces that articulate with the two malleoli.

Third are the ligamentous connections between the tibia,
fibula, talus, and calcaneus. Ankle stability increases
during weight bearing and depends more on articular
surface congruency.

The tarsometatarsal joints are relatively mobile and
intrinsically stable joints that produce the arch-like con-
figuration allowing wide range of motion at the first meta-
tarsophalangeal joint with gliding during most of its range
and jamming artful extension. The medial longitudinal
arch functions as a beam and a truss.

The mode of foot–ankle mobility and muscular control is
the most significant determinant of both limb stability and
body progression (131).

Standing barefooted we load our heels with two-thirds of
the load while the other third is loading the forefoot.
During walking and at the early phase of stance, the center
of pressure moves from the posterolateral heel rapidly
across the midfoot, a phenomenon coupled with the firing
of the anterior tibial musculature to slow foot plantarflex-
ion and prevent foot slap. Then, at mid- and late stance the
posterior calf musculature fires, propelling the body over
the foot towards toe-off phase where the hallux bears the
most pressure.

At higher speeds/rates of mobility it is the intrinsic
mechanical properties that provide control rather than
the neuromuscular control system. The force at the ankle
joint can reach magnitudes up to six times body weight
during walking and thirteen times BW during running. The
heel fat pad is a very effective shock absorbing mechanism
and it has been shown that high heels, or narrow shoes,
narrow toebox, can lead to altered foot mechanics that
ultimately result in foot deformities and pain.

The Spine

The spine is composed of a series of vertebrae (7 cervical, 12
thoracic, 5 lumbar, the sacrum and coccyx) and intervening
soft tissues, such as intervertebral disks, ligaments, and
muscle attachments. It provides important functions
including support of the body structure and protection of
vital tissues such as the spinal cord, nerves and arteries.
Yet it is flexible and allows mobility to the torso. Several
studies have described the passive and active range of
motion of spinal segments differently (Table 4). The motion
of the spine is usually analyzed through consideration of
motion segments that are comprised of two adjacent ver-
tebrae with the intervertebral disk and other intervening
soft tissues. These structures, also called functional spinal
units (FSU), move with 6 DOF, however, the motion is
quite complex due to six articulate faces between the two
bony segments and attachment of multiple ligaments and
muscles. Normally simultaneous translations and rota-
tions of FSU are coupled in the analyses (134). Creep,
relaxation and hysteresis are the three prevailing viscoe-
lastic characteristics of the intervertebral disks (1). At high
rates of loading the disks serve as a shock absorber with
compression strength being higher from upper cervical to
lower lumbar levels. Although this is true for most joints,
vibrational properties of spinal segments have attracted
particular attention as they are thought to be related to
injury and pain. The spinal cord exhibits some longitudinal
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elasticity but very poor axial translation. These tran-
slational forces are the ones primarily associated with
neurological injury. Apparently muscular support is of
vital importance is stability. If for example bilateral facet
resection exceeds 50% the significant increase in annulus
stresses may occur. Seatbelts can adequately protect front
seat occupants against frontal impact in an airbag
equipped vehicle (135).

Several models of the spine have been developed
(130,135). A nonlinear finite element model of lumbar spine
segment L3–L5 is shown in Fig. 16. The effects of upper-
body mass, nucleus injury, damping, and different vibra-
tion frequency loads were analyzed for the whole body
vibration (WBV) using this model. Anterior regions of
L3–L5 segment show small vibration amplitudes, but pos-
terior regions show large amplitudes. The posterior regions
of intervertebral discs of lumbar spine are easy to injury
during long-term WBV compared with anterior regions.
The vibration of the human spine is more dangerous to
facets, especially during WBV approximating a sympa-
thetic vibration, which may lead to abnormal remodeling
and disorders of lumbar spine.

The Shoulder

The shoulder complex allows the arm to move with respect
to the thorax. The biomechanics of the shoulder involves
the study of four different articulations, namely, the acro-
mioclavicular, sternoclavicular, glenohumeral joints, and
the scapulothoracic joints. The shoulder complex has the
greatest range of motion among joints in the body (Table 4).
Traditional descriptions of humeral motion are based on
the angle between the humerus and the thorax in the
sagittal plane (flexion and extension) and the coronal plane
(abduction), with one very common characteristic: the
glenohumeral articulation is inherently unstable due to
the shallow nature of the glenoid fossa, containing only
one-third of the diameter of the humeral head. The liga-
ments, capsular and muscular structures are the main

stability mechanisms. Axial rotation of the humerus is
conventionally described by the degrees of internal or
external rotation when the humeral axis is parallel to
the thorax, or perpendicular to the thorax (abducted
908). The primary anterior stabilizers of the shoulder when
the arm is abducted at 908 are the inferior glenohumeral
ligaments. Horizontal abduction and adduction, also
known as horizontal extension and flexion, respectively,
are commonly used to describe arm position when the axis
of the humerus is perpendicular to the thorax. The muscles
surrounding the structure produce a barrier effect by
applying compressive forces and by eccentric contraction
resulting is active stability. The level of elevation of the
normal arm is 167–1688 and 171–1758 for men and women,
respectively. Average extension or posterior elevation is
approximately 608. When the arm is adducted by the side of
the body, it is possible to achieve approximately 1808 of
rotation. With abduction of the arm to 908, however, the
total arc of rotation is reduced to 1208. The range of motion
of the shoulder decreases with normal aging. The max-
imum loads that are characteristic for the glenohumeral
joint can reach magnitudes of one and a half body weight
(132).

The Elbow

The elbow joint consists of the proximal end of ulna and the
capitulum of the humerus. Three articulations are present:
Humeroulnar, humeroradial, and proximal radioulnar
(133). It is a hinge-type joint whose functions include
positioning and stabilizing the hand, providing lever-type
support during lifting and weight-bearing during activ-
ities, such as a pommel horse exercise. The humerus-ulna
joint itself has only one degree of freedom, however, the
rotational motion of the radius over ulna provides another
degree of freedom to the elbow. Thus the elbow can be
considered to have two degrees of freedom. Basically its
changing center of rotation during flexion-extension makes
it more than a hinge joint: flexion-extension (0–1608)
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Figure 16. The Wayne State University full body impact model and the spine model (130,135).



and axial rotation, or pronation–supination (70–808 and
80–858, respectively). The functional range of motion for
most activities of daily living is 1008 for flexion–extension
(30–1308) and pronation–supination (�508) at the elbow
joint. The instantaneous axes of rotation for flexion–extension
are localized at the center of the lateral projected curvature of
the trochlea and capitulum. The size of this region measures
only 2–3mm.

The axis of forearm rotation passes through the capi-
tulum and head of the radius, extending to the distal ulna.
The carrying angle, the angle between the long axis of the
humerus and the long axis of the ulna, averages 78 in men
and 138 in women.

Motion in the plane of varus–valgus rotation at the
elbow indicates joint instability and such motions are
restricted. The rotational forces are mainly resisted by
the anterior and posterior oblique fibers of the medial
collateral ligament; the former is stretched during flex-
ion and extension, whereas the latter is stretched
only during flexion. In addition to the medial collateral
ligament, the shape of the articular surface and the
anterior capsule contribute to the resistance to valgus
stress while the articular congruity and the radial head
provide stability in flexion. The same structures resist
valgus stress in extension as well. It is the lateral collat-
eral ligament, anconeus, and joint capsule that provide
stability under varus stress. Force generated at the elbow
can reach up to three times body weight in everyday
activities (136).

The Wrist

The wrist or carpus is a very complicated joint consisting of
multiple articulations. It provides a stable support for the
hand, allowing for the transmission of grip forces as well as
positioning of the hand and digits for fine movements.
Wrist position affects the ability of the fingers to operate
(flex-extend) and to effectively grasp. The main function of
the wrist is to fine-tune grasp by controlling the length–
tension relationship in the extrinsic muscles to the hand
(137). The hand is the principal instrument of touch and its
combination of sensibility and motor function has classified
it as the ultimate supportive organ of information, accom-
plishment, and evolution. The self-selected wrist position
for maximal power grip has been shown to be 358 of
extension with 78 of ulnar deviation. In addition, full wrist
flexion deteriorates the efficiency of the finger flexors and
the grip strength to 25% of that available when the wrist is
in extension. Martial arts experts have exploited this
knowledge for a long time to disarm assailants. When
the wrist is positioned in flexion, the combination of a
passive extensor tenodesis effect, increasing resistance
to flexion, and decreasing excursion of the flexors results
in a weakened grip. The assailant, therefore, is unable to
maintain a grip on the weapon. The strength of the finger
flexors is more than twice that of extensors. The unique
feature of the metacarpophalangeal (MCP) joints is their
structural asymmetry, which assisted by the ligament
positions and the bony configuration of the metacarpal
heads results in effective stabilization and finely tuned
motion.

OVERVIEW

Human diarthroidal joints can support high levels of
mechanical load for several decades, yet degenerative joint
diseases occur in epidemic proportions every year. Under-
standing the role of mechanics in diseases, such as osteoar-
thritis, requires analysis of the behavior of both healthy
and pathological joints under a full range of physiological
loading conditions. Relationships between joint function,
meniscus injury, and osteoarthritis after trauma (e.g., ACL
injury–reconstruction) requires detailed knowledge of
internal tissue stresses. Such knowledge is necessary to
advance our understanding of cartilage–ligament–menis-
cus failure mechanisms at the macroscopic level, as well as
mechanotransduction at the cellular level.

Experimental measurements alone are not sufficient to
delineate the detailed biomechanics of the human joint.
Recent publications have confirmed that mathematical
modeling can be an effective tool for the simulation and
analysis of complex biological structures (e.g., the human
knee). However, existing modeling strategies, based on
generic geometry and/or driven with simplistic kinematics
and loading assumptions, have been of limited value in
addressing clinical hypotheses. Research efforts in the
biomechanics community have focused on cadaveric stu-
dies for the characterization of tolerances on material,
geometry, and attachment parameters that will restore
contact pressure distribution to within a specified devia-
tion from accepted normal values. Models driven directly
by in vivo kinematic data have not been possible due to the
relatively poor accuracy available from traditional motion
analysis methods, limiting the predictive power of FE
modeling techniques in the study of knee pathogenesis.
New advances in modeling problem formulations that take
advantage of patient-specific geometry and unique motion
analysis systems (cineradiography) for high accuracy 3D
knee kinematics can overcome limitations of previous
approaches. This should generate high quality estimates
of internal tissue stresses, providing new insight into the
role of tissue loading in the development and progression of
musculoskeletal diseases such as osteoarthrosis.
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INTRODUCTION

The larynx is a uniquely complicated organ strategically
located at the division of the upper aerodigestive tract into
the gastrointestinal tract and the airways. Alteration of its
function can have a significant impact on vocal, digestive,
and respiratory physiology (1–6). The hyoid bone, the
thyroid cartilage, and the cricoid cartilage form the outside
framework of the larynx. The mobile interior framework
consists of the leaf-shaped epiglottis and the arytenoid
cartilages. Each vocal cord stretches from an anterior
projection of the arytenoid to the anterior midline of the
inside thyroid cartilage. The arytenoid cartilages move in
both a rocking and sliding motion on the cricoid cartilage to
abduct and adduct the truevocal cords.The intrinsicmuscles
of the larynx control the movement of the vocal cords.

A section of the larynx is shown in Fig. 1, which is a
posterior view of the cartilages and membranes (skeleton of
larynx).

The larynx has three important functions: protection of
the lower airways during swallowing; respiration; and
phonation.

Phonation is a complicated process in which sound is
produced for speech. During phonation, the vocal folds are
brought together near the center of the larynx by muscles
attached to the arytenoids. As air is forced through the
vocal folds, they vibrate and produce sound. The tone and
level of the sound can be changed by contracting or relaxing
the muscles of the arytenoids. As the sound produced by the
larynx travels through the throat and mouth, it is further
modified to produce speech.

Cancer of the larynx represented �0.7% of the total
cancer risk in 2001, and is the most common of all head and
neck cancers. However, head and neck cancers account for
only �9% of all cancers diagnosed annually.

Laryngeal cancer occurs about five times more fre-
quently in males than females. It is rare prior to age 40,
after which the incidence in males increases rapidly with
age. Cigarette smoking is the most important cause of
laryngeal cancer, with smokers having a roughly 10-fold
higher risk than nonsmokers. Heavy alcohol consumption
also is a well-established risk factor.

Though laryngeal cancer is infrequent compared to
cancer of the breast, lung, and prostate, the literature
regarding this disease is substantial. This apparently dis-
proportionate body of writing reflects the perceived impor-
tance of this neoplasm, which is in turn related to its
potential impact on people’s communicative ability: the
threat to a patient’s vocal organ is associated with profound
psychological and socioeconomic overtones.

Originally, larynx cancer treatment focused primarily
on cure by relentless and aggressive surgery. That era has
been followed by the emergence of conservative partial
laryngectomy, the development of more sophisticated
radiation methods, and organ-sparing strategies in which
chemotherapeutic, radiotherapeutic, and surgical techni-
ques are used in a variety of combinations.

Total laryngectomy is one of the standard operations for
laryngeal carcinomas. The prognosis associated with lar-
yngeal carcinoma has improved: As the curability of lar-
yngeal carcinoma is now > 60%, many patients thus
survive for a long time after surgery.

Laryngectomy changes the anatomy: The lower respira-
tory tract is separated from the vocal tract and from the
upper digestive tract, and the laryngectomee breathes
through a tracheostoma. The direct connection between
the vocal tract and the upper digestive tract remains
unchanged.

Figure 2 shows the anatomic structure before laryngect-
omy (a) and after laryngectomy (b). Before laryngectomy
(Fig. 2a), air can travel from the lungs to the mouth (as
represented by the arrows), and the voice can be produced
and modulated. After the laryngectomy (Fig. 2b), air issu-
ing from the tracheostoma cannot reach the mouth, and
sounds cannot be produced.

Figure 1. Section of the larynx: posterior view of cartilages and
membranes.
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THE VOICE AFTER A LARYNGECTOMY

After laryngectomy, the patient is deprived of both the
vibrating sound source (the vocal folds) and the energy
source for voice production, as the air stream from the
lungs is no longer connected to the vocal tract (1–9).

For some laryngectomy patients, the loss of speech is
more important than survival itself. Consequently, a num-
ber of different methods for recovering phonation have
been developed, including: esophageal speech; artificial
larynx; and surgical laryngoplasty.

Numerous internal or external mechanical vibration
sources have been developed that cause the air in the vocal
tract to vibrate. These vibration sources can be powered by
air pressure (expired air from the tracheostoma in some
cases) or by an electric source with battery, and are thus
classified as pneumo-larynges or electrical larynges.

ESOPHAGEAL SPEECH

Rehabilitation of the laryngectomized patient is usually a
delayed process following recovery from surgery. After
surgery, some patients try aphonic lip speech enhanced
by buccal air trapping, while others choose written lan-
guage as the method of communication.

Though most laryngectomized patients begin to learn
esophageal speech, this method of speech rehabilitation
requires a sequence of training sessions to develop the
ability to insufflate the esophagus by inhaling or injecting
air through coordinated muscle activity of the tongue,
cheeks, palate, and pharynx.

Patients are encouraged to attempt esophageal sound
soon after they are able to swallow food comfortably and
learn to produce esophageal sound by trapping air in the
mouth and forcing it into the esophagus. This produces a
‘‘burp-like’’ tone that can be developed into the esophageal
voice.

There are various techniques for transporting air into
the esophagus.

With the injection technique, the tongue forces air back
into the pharynx and esophagus. This takes place in two
stages, with the tongue forcing the air from the mouth back

into the pharynx in the first stage, and the back of the
tongue propelling the air into the esophagus in the second
stage. For air to be transported into the esophagus, it is
extremely important that these two stages be correctly
synchronized.

With the inhalation method of esophageal speech, the
patient creates a pressure in the esophagus that is lower
than atmospheric pressure. As a result of this pressure
difference, air will flow through the mouth past the upper
segment of the esophagus into the lower esophagus. The
patient will need to inhale air to be able to create a low
endothoracic and esophageal pressure.

The last technique of capturing air is by swallowing air
into the stomach.

Voluntary air release or ‘‘regurgitation’’ of small
volumes vibrates the cervical esophageal inlet, hypophar-
yngeal mucosa, and other portions of the upper aerodiges-
tive tract to produce a ‘‘burp-like’’ sound. Articulation by
the lips, teeth, palate, and tongue produces intelligible
speech.

Esophageal speech training is time consuming, frustrat-
ing, and sometimes ineffective.

Its main disadvantage is the low success rate in acquir-
ing useful voice production, which varies from 26 to 55%. In
addition, esophageal speech results in low-pitched (60–
80 Hz) and low intensity speech, whose intelligibility is
often poor. Age is the most important factor in determining
success or failure: older patients are less successful in
learning esophageal speech.

The airway used to create the esophageal voice is shown
in Fig. 3. Direction of flow is indicated by the arrows,
making it possible to distinguish between the pulmonary
air used for breathing and the mouth air used for speech.

THE ELECTRONIC ARTIFICIAL LARYNX

Wright introduced the first electrolarynx in 1942. The most
widely used electronic artificial larynx is the handheld
transcervical device, or electrolarynx. This electrical device
contains a vibrating diaphragm, which is held against the
throat and activated by a button to inject vibratory energy
through the skin and into the hypopharynx. By mouthing
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Figure 2. Anatomy before (a) and after
(b) laryngectomy. (From Ref. 6.)



words, the laryngectomee converts the vibrations into a
new, low frequency voice for speech.

An example of electrolarynx application is shown in
Fig. 4, where it is possible to distinguish the airway from
the sound way and the positioning of the device in contact
with the neck. Examples of commercial electrolarynges are
shown in Fig. 5.

The same operating principle has been used in recent
years to develop a transoral device (Fig. 6), which is placed
in the mouth, where it is housed in an upper denture or an
orthodontic retainer. The system consists of a control
circuit, a loud speaker, and rechargeable batteries posi-
tioned inside the denture, as well as a charging port so that
the batteries can be recharged outside the mouth.

FROM THE PNEUMOLARYNX TO THE VOICE PROSTHESIS

The artificial larynx has undergone many transformations
over the years, and continues to do so today. The first types

of pneumolarynges, which included neck or mouth types
and internal or external types were developed in 1860,
when the first attempts at voice rehabilitation through
surgery or prosthetization were made. A device was used
to direct air from the lungs via a small tube to the mouth
(1,3,5,7,9).

Experimental research started in 1860 with Ozermack
and Burns, though it was not until 1874 that Billroth used
an internal prosthesis designed by Gussenbauer (Fig. 7).
This device was fitted in the trachea via the stoma with a
cannula featuring a branch that entered the oral cavity.

Other similar prostheses were developed and used
(Gosten, Gluck, etc.). Results, however, were not particu-
larly satisfactory, as these devices were plagued by pro-
blems, such as tissue necrosis and leakage of food and
liquids into the windpipe and lungs, thus causing infec-
tions (i.e., pneumonia).

Figure 8 shows the external prosthesis developed by
Caselli in 1876. Figure 9 shows the application of the
external prosthesis developed by Briani in 1950.
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Figure 6. Transoral device. (From Ref. 5.)

Figure 5. Examples of commercial electrolarynx. (From Ref. 5.)

Figure 4. Electrolarynx speech. (From Ref. 6.)

Figure 3. Oesophageal speech. (From Ref. 6.)



Since 1960, surgical technique has been improved and a
number of different types of prosthesis have been invented
that take the importance of reproducing a voice that is
similar to the original voice into account.

Tracheoesophageal puncture (TEP) or fistula with a voice
prosthesis is the most popular of the new techniques, and has
become the standard method of voice restoration after lar-
yngectomy. However, it is usable only for selected patients.

Singer and Blom introduced the first TEP in 1980 (7,8).
Theaimwastocreateapermanentfistula (punctureorshunt)
into the posterior tracheoesophageal wall between the tra-
chea and the esophagus tract, so the pulmonary air can shunt
from the airway into and up the esophagus. In this way, the
vibration of the anatomic structures produces a noise.

A removable or fixed one-way type prosthesis can be
positioned in the fistula.

The removable, or nonindwelling, prosthesis (Bivona,
Blom-Singer duckbill) can be removed daily for cleaning by
the patient, and is taped to the peritracheostomal skin.
Figure 10 shows a photo of two Bivona valves; lengths
differ in order to adapt the prosthesis to the patient.

The fixed, or indwelling, prosthesis cannot be removed
daily, but is surgically placed in the fistula under local
anesthesia. The operating principle of this type of prosthe-
sis (known as a phonatory valve or voice button) can be
explained with reference to Fig. 11.

Pulmonary air can be pushed through the valve into the
esophagus for speech during expiration in two ways: by the
laryngectomee, who covers the tracheal stoma with a finger
(bottom left, Fig. 11) or automatically by a tracheostoma
breathing valve (bottom right, Fig. 11).

232 LARYNGEAL PROSTHETIC DEVICES

Figure 9. The Briani prosthesis. (From Ref. 3.)

Figure 10. Example of removable prosthesis (Bivona).

Figure 8. The Caselli prosthesis. (From Ref. 3.)

Figure 7. The Gussembauer prosthesis. (From Ref. 3.)

Figure 11. Speech with phonatory prosthesis. (From Ref. 6.)



The tracheostoma breathing valve contains an elastic
diaphragm installed in a peristomal housing, which permits
normal respiration during silent periods. Expiratory air for
speech shuts off the pressure-sensitive diaphragm, and is thus
diverted through the valve into the esophagus. This device
eliminates theneed formanual stomaocclusionduringspeech.

In both cases, air from the lung reaches the esophagus
and causes the mucosal tissue tovibrate. The resulting
sound can be modulated by the mouth, teeth, oral cavity,
and so on, to produce the new voice.

Most speakers that have prosthesis do not have difficul-
ties with articulation, rate of speech, or phonatory duration.

If esophageal speech depends on gulping or trapping air
using the phonatory valve, the resulting speech depends on
expiratory capacity. Voice quality is very good, and may
resemble the ‘‘original’’ voice.

Poor digital occlusion of the tracheostoma as well as
poor tracheostoma valve adherence allows pulmonary air
to escape from the stoma prior to its diversion through the
prosthesis into the oesophagus for voice production. In fact,
the bleeding off of pulmonary air limits phonatory duration
and, therefore, the number of words that can be spoken.

The one-way valve design of the prosthesis prevents
aspiration (of food and liquid) from the esophagus to the
trachea. An example of a phonatory valve is shown in
Fig. 12 (11,12). The prosthesis illustrated in this sketch
consists of an air-flow tracheal entry, whereby an endo-

tracheal retention collar is connected to the mucosa (or
tracheal flange), a hollow cylindrical tube (whose length
depends on the patient’s physical characteristics) connect-
ing the trachea to the esophagus, an endoesophageal
flange, and a dome (or hat) that closes the proximal endoe-
sophageal end of the tube. Via the razor-thin slit (or
esophagus exit), the hat enables airflow to pass from the
trachea to the esophagus when there is a positive differ-
ential pressure, and prevents the reverse flow of liquid (or
food) when the differential pressure becomes negative. The
arrows represent the airflow paths.

Hat shape and the extension of the razor-thin slit can
differ according to valve type. The razor-thin slit may be
located at the base of the hat (Staffieri, Groningen low
pressure), at the center of the hat (Panje, Groningen
standard), or inside the hollow tube (Provox, Blom-Singer).

Though valve geometry and shape may vary, the oper-
ating principle remains the same.

Several commercial prostheses are shown in Fig. 13:
from left to right, they include the Staffieri, Groningen
standard, Groningen low pressure, Panje, and Provox types.

Fixed and removable prostheses are available in differ-
ent lengths, which usually range from 6 to 12 mm to enable
the surgeon to select the dimensions that are best suited to
the patient’s physical characteristics, for example, poster-
ior tracheoesophageal wall thickness.

To compare valve performance in the laboratory, most
authors use valve airflow resistance (7,11), which is defined
as the ratio of pressure to flow-rate. Figure 14 show an
example of resistance versus flow-rate characteristics
obtained with experimental tests on commercial valves (11).

Low resistance allows air to pass freely though the
prosthesis with little effort on the part of the patient, and
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Figure 12. Sketch of phonatory valve or prostheses.

Figure 13. Examples of fixed commercial prosthesis. (Staffieri,
Groningen standard, Groningen low pressure, Panje, Provox).
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is thus the most favorable condition. Different materials
have been used for phonatory prostheses. For indwelling
prostheses, silicone rubber is the material of choice, though
other materials such as polyurethane have also been used.
The most significant problem affecting voice prostheses is
the formation of a thick biofilm on the esophageal surface, as
the esophageal environmental around the prosthesis pro-
vides ideal growing conditions for bacteria, fungi, and yeast.

In this area, secretions from the trachea, the mucous
membranes in the oropharynx and esophagus, and saliva
from the oral cavity create an optimal ‘‘pabulum’’ for
microorganisms, which can thus adhere to the prosthesis
surface. Though biofilm does not lead immediately to valve,
malfunction, colonies growing around the prosthesis can
increase airflow resistance, blocking the valve or prevent-
ing it from closing correctly. This causes saliva to leak from
the oral cavity through the esophagus lumen. The biofilm
also grows into the valve material (silicone rubber).

Massive microorganism growth is more frequent in
indwelling prostheses than in non-indwelling types, as
the latter are regularly removed and cleaned.

The first step of this colonization is the formation of a
very thin layer of organic origin, called a conditioning film.
Microorganisms adhere to the thin layer of saliva condi-
tioning film on the inner esophageal surface of the device
and form the first stratum of biofilm, which is nearly
impossible to eradicate. There are few methods for redu-
cing the growth of bacteria and fungi: One possibility is to
apply (through oral instillations) antimycotic drugs that
reduce biofilm formation and increase prosthesis life
(1,2,7,8,13,14). The valve has a limited life, varying from
�4 to 8 months. After this period, the valve must be
removed and changed in an outpatient procedure because
of a dysfunctional mechanism caused by the biofilm, which
causes food and liquids to leak from the esophageal area to
the trachea.

Figure 15 shows a new Provox valve (left) and a Provox
valve after eight months of use by a patient (right). Silicon
rubber deterioration caused by microbial action and adher-
ent deposits of microorganisms is clearly apparent.

Current work with voice prostheses focuses on improv-
ing their aerodynamic characteristics (low airflow resis-
tance) and developing more resistant materials that can
extend the life of the device. For the patient, in any case,
the most important thing after a total laryngectomy is to be
hopeful: a prosthesis can provide a new voice, improving
the quality of life.
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INTRODUCTION

Ridley’s implantation (1949) of the first intraocular lens
(IOL) marked the beginning of a major change in the
practice of ophthalmology. The IOLs are microlenses
placed inside the human eye to correct cataracts, near-
sightedness, farsightedness, astigmatism, or presbyopia.
There are two types of IOLs: anterior chamber lenses,
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Figure 15. Provox valve: (a) new and (b) old.



which are placed in the anterior chamber of the eye
between the iris and the cornea, and posterior chamber
IOLs, which are placed in the posterior chamber behind the
iris and rest against the capsular bag. Procedures for
implanting the IOLs and technologies for manufacturing
them in various sizes, thicknesses, and forms as well as
with various materials progressed tremendously in the last
decade. Multifocal IOLs are one of the important signs of
this progress. While monofocal IOLs, the most commonly
used, are designed to provide clear vision at one focal
distance, the design of multiple optic (multifocal) IOLs
aims to allow good vision at a range of distances.

INTRAOCULAR LENSES: WHAT AND WHY?

An intraocular lens, commonly called IOL, is a tiny arti-
ficial lens implanted in the eye. It usually replaces the
faulty (cataractous) cristalline lens. The most common
defect of the natural lens is the cataract, when this optical
element becomes clouded over. Prior to the development of
IOLs, cataract patients were forced to wear thick coke
bottle glasses or contact lenses after the surgery. They
were essentially blind without their glasses. In addition to
IOLs replacing the crystalline lenses, a new family of IOLs,
generally referred to as phakic lenses, is nowadays subject
of active research and development. (Phakos is the Greek
word for lens. Phakic is the medical term for individuals
who have a natural crystalline lens. In Phakic IOL surgery,
an intraocular lens is inserted into the eye without removal
of the natural crystalline lens.) These IOLs are placed in
the eye without removing the natural lens, as is completed
in cataract surgery. They are used to correct high levels of
nearsightedness (myopia) or farsightedness (hyperopia).

An IOL usually consists of a plastic lens with plastic side
struts called haptics to hold the lens in place within the
capsular bag. The insertion of the IOL can be done under
local anesthesia with the patient awake throughout the
operation, which usually takes <30 min in the hands of an
experienced ophthalmologic surgeon (Fig. 1).

HISTORICAL OVERVIEW

The idea of the IOL dates back to the beginning of modern
cataract surgery when Barraquer developed keratomileu-
sis (1). However, the first implantation of an artificial lens
in the eye was probably attempted in 1795 (2). References
to the idea of the IOL before World War II in ophthalmic
literature are rare. There has been mention of limited
animal experiments using both quartz and plastic material
performed in the 1940s, but nothing had come of these
efforts (3).

The most important step toward the implantation of
IOLs came as a result of World War II pilots, and the
injuries sustained when bullets would strike the plastic
canopy of their aircraft (Fig. 2), causing small shards of
plastic to go into their eye. In the late 1940s, Howard Ridley
was an RAF ophthalmologist looking after these unfortu-
nate pilots and observed, to his amazement, little or no
reaction in cases in which the material had come from

Spitfire planes. He then concluded the poly(methyl metha-
crylate) (PMMA) material of the canopies (windshield) was
compatible with eye tissue (4). This observation sparked
the idea for inserting an artificial lens in the eye. Ridley,
who was convinced this lens should be placed in the poster-
ior chamber, designed a disk-shaped lens, much like the
natural lens, with a small peripheral flange allowing him to
hold the lens with forceps (4). The artificial lens, made
entirely of PMMA, weighed slightly > 100 mg in air and
was �8.35 mm in diameter. In several cases, he attempted
to implant the lens following intracapsular surgery using
the vitreous base for support (5). On November 29, 1949,
the first successful IOL implantation was performed at
St. Thomas Hospital in London (6,7). While far from
perfect, the procedure worked well enough to encourage
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Figure 1. Implantation of an IOL: Since the natural lens is left
undistrubed, theoperation ismuchsimpler thanacataractoperation.
The entire procedure consistsof making a small incisionat the edgeof
the cornea and placing the appropriate tiny plastic lens in the space
between the iris and the cornea, (the anterior chamber). Stitches are
used to close the incision.

Figure 2. Invention of the IOL: During World War II, Fighter
pilots were sometimes involved in accidents where the plastic
windshield (canopy) of their aircraft was shattered. Doctors
found that fragments of the canopy that entered the eye were
tolerated by the eye tissues. They might remain inside the eye for
years, and the eye would not react.



further refinement. Then, over a decade, Ridley implanted
several hundred IOLs (8).

Though Ridley was ahead of his time, his method was
subject to serious criticism. Complications were common
and failure rates > 50% were often contemporaneously
quoted. Fixation was dependent on the formation of adhe-
sions between the iris and the capsule. Several ophthal-
mologists strongly opposed to his procedure. Implantation
in the anterior chamber was technically easier and was
compatible with intracapsular surgery. Also, fixation could
be achieved at the time of implantation by adding haptic
struts to the lens that could be wedged into the angle. The
first anterior chamber lens was implanted by Baron in 1952
(8).

To make intraocular lens implantation safe, develop-
ments in lens design and surgical techniques were
required. Lens implantation did not become widely adopted
as an integral part of cataract surgery until the 1980s. Key
advances were the introduction of viscoelastic fluids to
protect the cornea during implantation and flexible haptics
to enhance long term stability of the IOL (9).

With traditional single vision monofocal IOLs, people
generally experience good vision after surgery at a single
focal point, either near or at a distance. The multifocal IOL
(10) was designed in the mid-1990s to provide a full range
of vision with independence from glasses in most situa-
tions.

Besides, the invention of phakic lenses is no less impor-
tant than Ridley’s invention. These IOLs were introduced
by Strampelli (11) and later popularized by Barraquer in
the late 1950s (12). Phakic IOLs are becoming more pop-
ular because of their good refractive and visual results and
because they are easy to implant in most cases (13). In the
beginning, the design was a biconcave angle-supported
lens. These lenses were abandoned following serious angle-
and endothelium-related complications. By the late 1980s,
Baikoff (14,15) introduced a myopia lens with Kelman-type
haptics (16). This design had many problems, leading to its
design modification a number of times. Fyodorov, the
inventor of radial keratotomy (17), introduced the concept
of a soft phakic lens in the space between the iris and the
anterior surface of the crystalline lens (18).

Based on earlier works of Worst, winner of the Bin-
khorst Award for innovation in ophthalmology in 1976,
Fechner introduced phakic myopia lens of iris claw design
in 1986 (19). This IOL is then referred to as Worst–Fechner
lens (20). Many companies around the world manufactured
it in various models. Today, people usually identify it by the
name of Artisan IOL.

MATERIAL OF THE IOL

Many factors, such as the optical quality of the system of
the eye (aberrations, . . .), presence of inflammation, cost, and
wound size, depend on the material and the form of the IOL.

From the point of view of flexibility, there are two
families of IOLs: foldable and inflexible lenses. Foldable
IOLs are generally made of acrylic or silicone. They can be
rolled up and inserted through a tube with a very small
incision not requiring any stitches. Inflexible IOLs, typi-
cally made of PMMA, require a larger incision because they
are unfoldable. Most lenses are biconvex, thus optically
equivalent upside down. However, most lenses have hap-
tics which are generally angled to push the posterior optics.

Four basic materials are used for IOLs: PMMA, silicone,
acrylic and collamer. Other materials are also used. For
example, some manufacturers replace silicon by a hydro-
philic biocompatible polymer, called collamer. Many IOLs
have been made from PMMA plastic, the same plastic the
original hard contact lenses were made of. Silicon IOLs are
foldable. Folding an IOL allows it to be inserted through a
smaller incision. A smaller incision heals faster and
induces less postop astigmatism. Some foldable lenses
are now being made of acrylic plastic. While acrylic and
silicone lenses are very popular, PMMA is the time-tested
material but, as stated above, requires a large incision.
Silicone oil is also a problem for silicone IOLs in that the
view of the fundus can be severely degraded. This is less so
for PMMA and hydrophobic acrylic IOLs and least for
hydrophilic acrylic. Although this is a relative contraindi-
cation for silicone IOLs in the face of significant vitreor-
etinopathy, a solvent exists that eliminates the problem
(21). Collamer is a new hydrophilic material just recently
released that has shown some interesting properties. It has
been shown to exhibit less internal reflectance than other
lens materials including silicone, acrylic, and PMMA (22).
It reduces the risk of long-term inflammation (23). Table 1
summarizes the characteristics of the four materials.

VARIOUS PARAMETERS FOR IOLs

Are age, race, and sex important parameters for IOL
implantation? Age at which surgery is performed turned
out to be of great importance (24–28). The ideal age should
be at around 18 years when the refraction stabilizes.
However, in specific circumstances, in the interest of the
minor patient, the parents and the surgeon can opt to
perform phakic lens implantation at an earlier age. Studies
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Table 1. Four Commonly Used IOLs Materials and their Advantages and Drawbacks

Material Flexibility Advantages Drawbacks

PMMA Rigid Low cost, less inflammation, long-term experience,
good bicompatibility

larger incision, not foldable

Silicone Foldable Smaller incision, injectable high cost, more inflammation,
cannot use with silicon oil

Collamer Foldable Smaller incision, less inflammation, very good bicompatibility high cost, short term experience
Acrylic Foldable Smaller incision, less inflammation, high refraction

index (thin IOL), good bicompatibility
high cost



of the suitable age of IOL implantation in children have
been carried out (24). A 3-year-old child has been qualified
with IOL implantation, the child younger than 9 years old
should be implanted with a normal adult IOL and then
corrected with glasses, and a child after 10 years old should
be directly implanted with a proper dioptric IOL (24). Some
researchers evaluated the influence of cataract surgery on
the eyes of children between 1 and 5 years old. They
concluded that cataract surgery, either extraction with
or without IOL implantation, did not retard axial elonga-
tion in children above 1 year old (25). Comparisons between
children with congenital or developmental lens opacities
who underwent extracapsular cataract extraction and chil-
dren with normal eyes have been carried out (26). The
pattern of axial elongation and corneal flattening was
similar in the congenital and developmental groups to that
observed in normal eyes. No significant retardation or
acceleration of axial growth was found in the eyes
implanted with IOLs compared with normal eyes. A myopic
shift was seen particularly in eyes operated on at 4–8 weeks
of age and it is recommended that these eyes are made 6 D
hyperopic initially with the residual refractive error being
corrected with spectacles (26).

To our knowledge, IOL implantation does not depend on
race and sex.

OPTICAL QUALITY

Two optical qualities are distinguinshed: the intrinsic
optical quality of the IOL and the optical quality of the
system of the eye including the IOL. Many factors, such as
the material and the geometrical profile of the IOL, influ-
ence the intrinsic quality of this optical element. Axial shift
(decentration), transversal rotation (not around the optical
axis), and deformation (mechanical stresses, . . .) of the IOL
are examples of factors affecting the optical quality of the
whole system of the eye even in case the IOL alone is a
perfect optical element. Thus, the optical quality of the IOL
is certainly important. However, for vision, the determi-
nant factor is the optical quality of the whole system of the
eye in which the IOL is implanted. Several studies have
been undertaken to assess the optical quality of the IOL
and the optical quality of the whole system of the eye.
Before progressing in this section, let us briefly introduce
the notion of optical quality.

Aberrations

Stated in wave optics, the system of the eye should trans-
form the input wavefront into a perfect convergent sphe-
rical wavefront that has the image point as center (29–31).
Note that an optical wavefront represents a continuous
surface composed of points of equal phase. Thus all image-
forming rays, which travel normal to the exit spherical
wavefront, meet in the focal point in phase, resulting in
maximum radiant energy being delivered to that point. In
reality, this situation never occurs. The rays modified by
the optical system do not converge entirely to a common
point image. For one object point correspond several image
points that form a blurred image. This deviation from the
ideal case is called optical aberration, or merely aberration,

and is a measure of the optical quality of the system.
Aberration can be quantified either with respect to the
expected image point or to the wavefront corresponding to
this ideal point. If the real output wavefront is compared to
the ideal one, it is called the difference between them
wavefront aberration (29). All human eyes suffer from
optical aberrations that limit the quality of the retinal
image (32–36). Several metrics have been proposed to
measure the optical quality of the system of the eye
(37–41). Let us return back to IOLs now. Optical quality
of multifocal IOLs will be treated in the section devoted to
this kind of lens.

Optical Quality of the IOL

The optical quality of IOL was the subject of intensive
studies. Several common but some contrasted results have
been obtained. An exhaustive study goes beyond the scope of
this document. We limit our attention to some recent results.
Tognetto et al. (42) evaluated the optical quality of different
IOLs by using an optical test bench. The purpose of the study
wastoevaluatetheopticalqualityof IOLsandnot toevaluate
the optical performance of these lenses once implanted.
Three randomly acquired samples of 24 different models of
foldableIOLswerecompared.Theconclusionisthatdifferent
IOLs can transmit different spectra of spatial frequencies.
The best frequency response was provided by acrylic IOLs,
particularly those with an asymmetrically biconvex profile.
This could be due to a reduction of optical degradation
providedbythis typeofprofile.A lenswithahigher frequency
response should create a better quality of vision once
implanted, and the frequency response should therefore be
considered when choosing the intraocular lens model (42).

Negishi et al. (43) evaluated the effect of chromatic
aberrations in pseudophakic eyes with various types of
IOLs. Their results show that longitudinal chromatic aber-
rations of some IOLs may degrade the quality of the retinal
image. They concluded that attention must be paid to the
detailed optical performance of IOL materials to achieve
good visual function.

In a comparative study (44), Martin found that the
collamer IOL reduced the number of induced higher order
aberrations when compared with acrylic and silicone lenses.
Indeed, he found that the collamer IOL has 55–117%
fewer induced higher order aberrations than acrylic or
silicone materials. As a consequence, it produces less
postop glare. He concluded the collamer lens provides
clearer vision than the other lenses.

Optical Quality of ARTISAN Lenses

Brunette et al. (45) evaluated the optical quality of the eye
before and after the insertion of an ARTISAN phakic
intraocular lens for the treatment of high myopia (range
�20.50 to �9.75D). Consecutive patients implanted with
the ARTISAN lens by a single surgeon were prospectively
enrolled. One eye per subject was tested. The wavefront
aberration was calculated from images recorded with a
Hartmann-Shack sensor (46,47). The PSF and the MTF
were also computed from the wavefront aberration. It was
concluded that preliminary data using the Hartmann–
Shack wavefront sensor have not revealed a tendency
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toward deterioration of the optical performance following
the insertion of an ARTISAN lens for the treatment of high
myopia. The Hartmann–Shack sensor is a useful tool for
the objective assessment of the image optical quality of eyes
with a phakic intraocular lens.

MULTIFOCAL IOLs

Unlike the natural lens, the curvature of current intrao-
cular lenses cannot be changed by the eye. Standard
intraocular lenses provide good distance vision, and the
patient needs reading glasses for near vision. Newer
bifocal intraocular lenses give distance vision in one area
and near vision in another area of the vision field. How
does it work?

The basic idea consists in providing a lens with two
posterior focal points instead of one. The IOL is no longer
monofocal. It becomes bifocal. Two solutions are possible:
refractive or diffractive bifocal lens. A third solution con-
sists in combining both approachs together.

Diffractive Lenses

The idea comes from the principle of the Fresnel zone plate.
It consists in designing a binary diffractive phase element
so when the incident wave comes across this diffractive
element, all the resulting waves, coming from all points of
the zone plate, arrive in phase at a certain (focal) point.
They then superimpose constructively, yielding a focusing
behavior. As shown in Fig. 3, waves traveling along various
segments arrive in phase at the focal point since the optical
paths differ by a multiple of the wavelength. To fulfill this
condition, the thickness d is chosen so that it introduces a
phase shift of p: d ¼ ð2k þ 1Þl=½2ðn � 1Þ� (optical path:
ð2k þ 1Þl=2). In Fig. 3, k ¼ 0, yielding d ¼ l=½2ðn � 1Þ�,
where n is the refraction index of the diffractive lens.
The radii of the rings (Fig. 3) verify the following rule:

rm ¼ ffiffiffiffi
m

p 
 r1 ¼
ffiffiffiffiffiffiffiffiffiffi
ml f

p
, where r1 is the radius of the smallest

circle and f is the focal length. Without grooves on the
diffractive, the waves traveling along the segments, repre-
sented by dashed lines in Fig. 3, would arrive in phase
opposition with respect to other waves. In reality, the
binary form (two phase levels) of the diffractive lens does
not fully ensure the condition of coming in phase at the
focal point. For rigor, several phase levels are required
(Fig. 4). In general, the diffraction efficiency h, which is
defined as the ratio of the focused energy to the incident
energy, increases with the number of phase levels L accord-
ing to the following formula (48): h ¼ sin2ðp=LÞ=ðp=LÞ2.
Using two phase levels (binary), only 41% of the energy
is focused. The rest is scattered in space. A four level
diffractive lens focuses 81% of the input energy (it scatters
only 19% of the incident energy).

To obtain a bifocal diffractive lens, we need to focus rays
on two focal points at distances f1 and f2. It can be done by
providing two series of zones (rings). The first series, the
inner one, involves radii verifying r

ð1Þ
m ¼

ffiffiffiffiffiffiffiffiffiffiffi
ml f1

p
(with

m ¼ 1,2,. . ., M), whereas the radii in the second series,
the outer one, satisfy the condition r

ð2Þ
p ¼

ffiffiffiffiffiffiffiffiffiffiffi
pl f2

p
(with

p ¼ Mþ1,. . ., P). To obtain a multifocal diffractive lens,
we need more series of radii.

Refractive Lenses

An alternative to obtain a multifocal length consists in
modifying the surface profil of a conventional biconvex lens
so that it provides two or more different focal points for
light convergence. The technique consists in designing a
spherical refractive surface that has additional refracting
surfaces to give a near add (Fig. 5), or a near and inter-
mediate add. The principle of multifocal refractive lenses is
illustrated in Fig. 6a. Refractive IOLs with several focal
points are commercialized in various models. For example,
one of the models includes five refractive zones targeting
distance, intermediate and near vision (Fig. 6b). The IOL
uses continuous aspheric optics to ensure that 100% of the
light entering the eye reaches the retina. The lens uses five
concentric zones with the first, third, and fifth zones being
far dominant and second and fourth zones being near
dominant (49). The light distribution is arranged so that
50% of light is distant focussed, 13% is focussed for inter-
mediate vision and 37% for near vision. The near add
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Figure 3. Binary diffractive phase element: Fresnel zone plate.
Waves traveling along various segments arrive in phase at the
focal point since the optical paths differ by a multiple of the
wavelength. To fulfill this condition, the thickness d is chosen
so that it introduces a phase shift of p: d ¼ (2k + 1) l/[2(n�1)]
(optical path: (2k + 1) l/2): In the figure, k ¼ 0.

Figure 4. Bifocal hybrid refractive/diffractive IOL: Anterior
surface broken up into a refractive zone and a second zone
composed of concentric diffractive rings.



comprises of 3.5 dioptre intraocular power equivalent to a
2.75–2.85 add in the spectacle plane (49).

Optical Quality of Refractive and Diffractive Lenses

This discussion will be limited to some recent results. Pieh
et al. (50) compared the optical properties of bifocal dif-
fractive and multifocal refractive intraocular lenses. The
IOLs were manufactured by different companies. A model
eye with a pupil 4.5 mm in diameter was used to determine
the point spread function (PSF) (30,51) of the distance focus
and near focus of the IOLs to compare them with PSFs of
foci of corresponding monofocal lenses. For interpreting the
PSFs the through focus response, the modulation transfer
function (MTF) (51), and the Strehl ratio (51) were eval-
uated. They concluded the modulation transfer functions

reveal comparable properties for distance vision and a
superiority of the bifocal diffractive lens over the refractive
multifocal lens for near vision. This mean due to the fact
that the incoming light is distributed over different zones
in the refractive lenses.

Hybrid Lenses

Diffractive and refractive optics (Fig. 4) can be combined.
In this type of lens, the basic spherical refractive surface is
broken up into a refractive zone and a second zone com-
posed of concentric diffractive rings. This combination of
zones creates two different focal points for light conver-
gence, one for near objects and one for distant objects.
Hybrid IOLs are basically bifocal lenses (Fig. 4). The usual
strategy has been to have a distance component with a near
component targeting the usual near distance. However,
multifocal hybrid lenses are possible.

IOLs AND ACCOMODATION

New research into accommodating intraocular lenses indi-
cates that many patients who get these implants will enjoy
good distance and near vision (52). The first hint that
intraocular lens implants could accommodate came back
in 1986, when Thornton used A-scan biometry to report on
anterior movement of a three-piece loop IOL (53). He found
that this forward movement allowed some patients to have
good uncorrected distance and near vision simultaneously.

The mechanisms of presbyopia remain incompletely
understood. A review of the variety of such mechanisms
has been presented by Atchison (54). Accommodation in the
youthful, phakic human eye is accomplished by contraction
of the ciliary body and subsequent release in the resting
tension of the zonular fibers by which the crystalline lens is
suspended, resulting in increased lens curvature (55–57).
The weight of current evidence seems to suggest that
although some loss of ciliary body action might contribute
to reduced accommodation (58), significant ciliary body
function persists into advanced maturity, and that loss
of lens and capsule elasticity in concert with changes in the
geometry of zonular attachments are probably most culp-
able in producing the distress of presbyopia (59). If so,
replacement of the crystalline lens with a lens that
responds to ciliary body contraction should restore accom-
modative function (60). Attempts to replace the crystalline
lens by refilling the capsular bag with appropriately
deformable gels have been made (59,61,62). McLeod et al.
aimed at designing an accommodating intraocular lens with
extended accommodative range that can be adapted to
current standard phacoemulsification and endocapsular
implantation technique (60). They concluded that a dual
optic foldable IOL design can increase the optical effect of a
given displacement and suggests improvements for accom-
modating intraocular lenses.
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INTRODUCTION

Tendons and ligaments are fibrous connective tissues that
play a mechanical role in the stability and locomotion of
the body by transmitting tension. Unlike muscle, which
actively contracts, ligaments and tendons are passive.
Tendons transmit mechanical forces from muscle to bone,
whereas ligaments join bone to bone. Both tendons and
ligaments contain relatively few cells (1), and their extra-
cellular matrices are made up of several components.
These components are combined in various proportions,
and with different organizations to give mechanical prop-
erties appropriate to the function of the particular tendon
or ligament. There have been a number of reviews in recent
years covering specific ligaments, for example, in the rabbit
(2), or tendons, such as the human achilles (3), or aspects of
their behavior such as healing and repair (4). In this
article, the emphasis is on properties the ligaments have
in common, which will provide an insight into how and why
they behave as they do. This will be based around their
functioning as fiber-reinforced materials whose properties
are regulated by the cells they contain that produce and
maintain the extracellular matrix.

First, this article considers the components of the tissue,
not from a biochemical point of view, but as components

that may be combined to produce mechanically stable
materials. The constituents are considered in terms of
the matrix in which are embedded fibers of collagen and
varying amounts of elastin. Following this is a discussion of
the ways these components interact in ligaments and
tendons to yield composite materials with the required
mechanical properties. A consideration of some of the ways
in which ligaments and tendons may be damaged, and the
mechanisms by which they might recover or be repaired,
leads to a final, brief review of their surgical replacement. A
small section on work being conducted in order to produce a
tissue engineered ligament and tendon is also included.

COMPONENTS

Tendons and ligaments are composed primarily of collagen
fibers surrounded by a matrix. Here the matrix refers to all
the materials that surround the collagen fibers providing
both structural support and a medium for diffusion of
nutrients and gases. Note this is in contrast to its use in
biological terms in which it generally includes the fibrous
components. The matrix contains proteoglycans and adhe-
sive glycoproteins and is highly hydrated (typically 65–80%
water) (5,6).

Collagen

Collagen fibrils are able to reinforce the weak matrix
because of their much greater stiffness and strength in
tension (7). The collagen molecule is a long, stiff rod made
up of three polypeptide chains wound as a triple helix
structure (8). Each fibril is like a rope in which linear
molecules are packed together with their axes parallel,
within a few degrees, to the fibril axis. Molecules are held
together by covalent cross-links so that the fibril is very
strong in tension. The regular arrangement of molecules
along the axial direction in a fibril gives rise to the char-
acteristic periodicity of 67 nm, which may be seen in
electron micrographs (Fig. 1). Although to date, 21 geneti-
cally different types of collagen have been identified, types
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Figure 1. Electronmicrographof collagenfibril fromrat tail tendon
stained with uranyl formate showing characteristic banding pattern
repeated every 67 nm. Micrograph courtesy of Dr D. P. Knight.



I and III fibrous collagens dominate in tendons and liga-
ments.

There is a heirarchical structure within tendons (9) that
has been reviewed often [e.g., (10)], and that appears to
have been based on an earlier description of keratin. In this
model, collagen molecules are arranged successively into
microfibrils, subfibrils, fibrils, and fascicles that are finally
packed into the tendon sheath. Evidence for micro- and
subfibrils is still equivocal, but a principal mechanical
structure is the fibril. These generally have a unimodal
distribution of diameters in the newborn, typically a few
tens of nanometers, but assume a bimodal distribution in
mature tendons and ligaments with mode diameters typi-
cally �100–300 nm (11,12). The ends of fibrils are rarely
seen in electron micrographs, and even when they are seen,
it is not clear whether they are artifacts of sectioning.
Fibrils appear to grow by end-to-end addition of short
fibrils and there is evidence from 12-week old mouse skin
that fibril tips may eventually fuse with the central region
of other fibrils to create a meshwork (13). It is not known
whether this happens in tendon or ligament or whether the
fibrils are as long as the tendon or ligament. Fibrils are
arranged into fascicles, which are �80–300 mm in diameter
and these have a ‘‘crimped’’ morphology that is seen most
clearly using polarized light (6,9). This crimp is generally
described as a planar zigzag with a sharp change in direc-
tion of the collagen fibrils with a periodicity of �200–
300 mm (Fig. 2). On application of a tensile load, initial
elongation of the fiber requires a relatively low stress
because it simply leads to removal of the crimp (14,15).
Once the crimp is removed, the fibers become very stiff.
This crimp structure, which is also found in ligaments,
explains the characteristic shape of the stress–strain curve
for ligaments and tendons (14).

There are many studies of the mechanical properties of
tendon and ligament. Most tendons have similar proper-
ties, because of their role transmitting forces from muscle
to bone and the need to do this most efficiently (16–19). In
contrast, every ligament has unique properties that fit it to
its function at that particular site in the body. These may
range, for example, from the highly extensible ligamentum
flavum, helping control spinal posture, to the relatively
stiff cruciate ligaments in the knee. Most information on
the mechanical properties of collagen has been inferred
from experiments on tendon; and though they contain a
large proportion of collagen, �70–80% of the dry weight,
the fibrils are surrounded by matrix, and therefore

the tissue is really a composite material (6). This makes
it difficult to separate the behavior of the individual
components.

Proteoglycans

The proteoglycans found predominantly in tendon and
ligament belong to the small leucine-rich proteoglycan
(SLRP) family; decorin, biglycan, lumican, and fibromodu-
lin though there are small amounts of the large proteogly-
cans aggrecan (20,21) and versican (21,22). The SLRPs all
comprise a repeating structure that is rich in leucine
residues, between 13 and 16% of all residues (23). They
are present in different tissues in differing amounts and
appear at different stages of development (24). Their func-
tion is poorly understood though gene knockout studies in
mice have shown marked osteopenic effects on bone, skin
laxity, and irregular collagen fibers in tendon (25). Most of
these SLRPs have one or two glycosaminoglycan (GAG)
chains of varying lengths attached, generally either der-
matan sulfate or chondroitin sulfate, which can interact
electrostatically with collagen (26,27). The proteoglycan
decorin has been found to be localized in the tissue to a
specific region of a collagen fibril (28). It is also reported to
play a regulatory role in collagen fibrillogenesis, by affect-
ing fibril radius (13), and increases the strength of uncross-
linked fibers (29,30). In regions where tendons pass over
bone and are subjected to compressive loading in addition
to tension, a fibrocartilaginous tissue containing large
amounts of aggrecan and biglycan develops (31,32). The
adhesive glycoproteins include fibronectin and thrombos-
pondin (33–35), both of which contain possible attachment
sites for cells. In humans, these were reported to be more
common in the tendon sheath than in the fibrous bulk (36)
and fibronectin was found to be up-regulated at sites of
injury (34).

The matrix is weak in shear; that is, if it is loaded in
compression, it tries to slide out sideways unless it is
contained. This behavior may be readily seen in jelly (Jello
in the United States) and is not surprising given its high
water content, since fluids simply flow when sheared. It is
not easy to measure the shear strength of matrix. Proteo-
glycans at similar concentrations have a very low shear
strength (37); however, matrix may be stiffer than this
because of the interactions between its macromolecular
components. An analysis of the behavior of tendon suggests
that its matrix would have a shear modulus of �100 kPa
(38). Because of this low stiffness in shear, the matrix alone
is not well suited to bearing loads. Also, its proportion in
ligament and tendon is quite low, �10–20% of the dry
weight. The ways in which matrix may transmit stress
to the fibers and prevent crack propagation will be dis-
cussed later.

Elastic Fibers

Electron microscopy reveals the presence of elastic fibers in
ligaments and tendons (39,40). Elastic fibers have two
components; elastic fiber microfibrils and elastin. The
microfibrils have a diameter of 10–12 nm and consist of
glycoproteins. Elastin is composed of mainly hydrophobic
nonpolar amino acids with a high content of valine (41).
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Figure 2. Schematic diagram of the crimp structure in collagen
fibers seen from the side. (a) relaxed state [this is grossly
exaggerated; the true crimp angle (u) is �158]. As the fiber is
stretched, the crimp straightens out (b) until at strains of a
�0.03, the fiber becomes straight (c), at which point it becomes
much stiffer.



Elastic fibers are highly extensible, they do not creep and
their extension is reversible at high strains. Their mechan-
ical properties are thus very different from collagen. Most
of our knowledge of elastic fibers comes from experiments
on ligamentum nuchae, a ligament from the cervical spine,
which contains �70% elastin by dry weight (42). Elastin
closely resembles a rubber in many respects and its
mechanical properties are certainly very similar (43). Pur-
ified samples of ligamentum nuchae will extend to roughly
twice their resting length before breaking.

The extensibility of a tendon or ligament depend in part
on the elastin content of the tissue. Ligamentum flavum,
from the spine, which may typically be strained to �50%
contains roughly 70% elastin, by dry weight (44), whereas
tendon, which works at strains <4% contains only 2%
elastic fibers by dry weight (1). It is fairly easy to see
why highly extensible tissues have a high proportion of
elastin, but not quite as easy to explain the presence of
elastic fibers in a relatively inextensible tissue such as
tendon. A clue is provided by some synthetic fibrous com-
posite materials that contain two different kinds of fiber
(45). Here a small proportion of strong, low stiffness fibers
added to the composite produces a material that is less
susceptible to failure under sudden application of load than
one that contains only stiff fibers; that is, it makes the
material less brittle. It may be that the small proportion of
elastic fibers in tendon provide some protection against the
sudden application of load that may occur, for example, if
an animal is startled.

Fiber–Matrix Interactions

The combination of strong fibers in a weak matrix leads to
materials that are less susceptible to mechanical damage
while maintaining a high proportion of the strength of the
fibers. In particular, they are less susceptible to sudden
failure than a homogeneous material would be; a property
called ‘‘toughness’’ (46). This composite nature has been
recognized for many years (6) and provides a theoretical
framework for understanding the properties of the tissues.
It also enables some useful comparisons to be made
between relatively simple synthetic composites and biolo-
gical tissues in which the complexities of composition and
structure make modeling very difficult. The aim is to obtain
an understanding of how the similarities in the tissues,
fibers in a matrix, enable them to function in general terms
before considering the differences (in composition, and
organization), which give them their specific properties.
The function of collagen fibrils and fibers in such a compo-
site is to withstand axial tension, since, like any rope, they
have little resistance compression and flexion (7). As the
tissue is stretched the matrix will try to flow and this will
exert a shear force along the surface of the collagen fibers
tending to stretch and orient them (7,47). This length
increase, which is normally expressed as a fraction of
the original length and is then termed ‘‘strain’’, leads to
a restoring force in the fiber that balances the applied force.
The behavior is rather like a loaded spring that stretches to
enable it to bear load, but returns to its relaxed length on
removing the load. Similarly, collagen fibers are able to
reinforce a tissue if they are oriented so that an applied

load tends to stretch them. The nature of the shear force
exerted by the gel is unknown, but two simple models,
those of elastic and plastic (or frictional) stress transfer,
have been used to investigate stresses in the fibers and the
force that has to be generated at the fiber surface to enable
them to function in this way (47–49). Fibers that are
shorter than the tissue are still able to provide reinforce-
ment (50). Some fibrils observed in tissues (51) and those
grown in vitro (52,53) appear to be tapered, rather than
having a uniform radius. Analytical and finite element
models of idealized single-fiber composites have shown
that tapered fibers have two distinct advantages over uni-
form fibers: the axial stresses within the fiber are more
uniformly distributed and they contain a much smaller
amount of material, though their effectiveness at reinfor-
cing is just as great. A more uniform stress within the fiber
means more of the fiber is carrying a significant stress, thus
making better use of the fiber, and avoids the generation of
stress concentrations that are potentially damaging and
could lead to fiber fracture. In addition, the volume of
material in a cone, for example, is only one-third of that
in a straight cylinder and, therefore, a tapered fiber incurs
a far smaller metabolic cost by the cells to produce it. In
straight-cylindrical fibers it has been calculated that inter-
actions at the fiber surface do not have to be great in order
to load fully the fiber. In tendon, assuming conservatively
only one interaction per 67 nm D-period, it was estimated
that fiber–matrix interaction forces of the order of only 10
pN was sufficient to load fully the fiber (47). These forces
are similar in magnitude to van der Waals forces or hydro-
gen bonds. This suggests that permanent bonds or covalent
interactions between fiber and matrix are not essential for
the mechanical functioning of the tissue though, of course,
it does not preclude them. Regulating the interaction
between fibers and matrix is clearly important in this
model of how the tissues function and decorin, as described
above, is a prime candidate for a role in this. Changes in the
concentration and orientation of collagen and its interac-
tions with the matrix have been used to explain the dra-
matic changes in a similar fibrous tissue, the uterine
cervix, that occur during parturition (54). The presence
of the matrix around the collagen fibrils is also important
when it comes to preventing crack propagation. This will be
considered in more detail in the context of the tissues
themselves.

LIGAMENT

Ligaments are short bands of tough, but flexible, fibrous
connective tissue that bind bones together and guide joint
motion, or support organs in place. The word ligament is
derived from the Latin word ‘‘ligare,’’ which means to bind.
Generally, ligaments can be classified into two major sub-
groups. There are those connecting the elements of the
skeletal system (usually crossing joints) and those connect-
ing other soft tissues, such as the suspensory ligaments in
the abdomen. This section only considers skeletal liga-
ments. The main function of the skeletal ligaments, such
as the anterior cruciate ligament (ACL) of the knee joint, is
to stabilize and control normal kinematics, to prevent
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abnormal displacements and rotation that may damage the
articular surfaces (2,55). At the insertion to bone, the
ligaments change from flexible ligamentous tissue to rigid
bone, mediated by a transitional zone of fibrocartilage and
mineralized cartilage. This helps to prevent stress concen-
tration at the attachment site by allowing gradual change
in stiffness (56,57).

Similar to tendon, ligaments are primarily composed of
collagen embedded in a weak matrix (7). The collagen
molecules in ligaments pack together to form fibrils and
the fibrils aggregate into larger fibrous bundles (2). As
described previously, the function of collagen fibrils is to
provide tensile reinforcing for the matrix. The proportion of
fibers within the ligamentous structure and the orientation
of the collagen fibers are the main factors that govern the
mechanical behavior of the tissue (7). In contrast to tendon,
there is commonly less collagen, which is less highly
oriented than in tendon, conferring a generally greater
extensibility to these tissues.

The collagen fibrils also prevent damaged tissues from
failing suddenly. For example, most ligaments do not tear
straight across when they are damaged (Fig. 3). Instead,
small tears in the matrix are diverted when they encounter
the strong collagen fibrils (see below on failure). There is
then a possibility that a damaged ligament can heal while,
in the meantime, retaining the ability to withstand some
load. Some ligaments, however, (e.g., the ACL), have a
limited ability to heal when ruptured and this means
that it often needs to be replaced or reconstructed when
ruptured. A brief summary of different options available
for treating ruptured ligaments will be presented in a
later section.

Unlike tendons that all have very similar composition,
structure, and function, the same cannot be said of liga-
ments, and it is far harder to make general comments
about their properties. Much less is known, too, about
the relationship between their structures and functions
as the arrangements of their collagen fibrils are more
complex than those in tendons (58,59). This greater com-
plexity is understandable when it is realized that the
function of a ligament is very dependent on its position
in the body; for example, the medial collateral ligament in
the knee of a sheep operates at strains of �0.02 (60),

whereas the ligamentum flavum of the human spine oper-
ates at strains of up to 0.6. Figure 4 shows that ligamentum
flavum is much less stiff than tendon.

It is not surprising that some ligaments contain a high
proportion of elastin (�60–70% of the dry weight), which
enables them to withstand the high strains to which they
are subjected without fracture (61). Ligaments are viscoe-
lastic, that is their properties are time dependent and they
appear stiffer if stretched more rapidly. These ligaments
exhibit hysteresis, that is, they lose energy on being taken
through a cycle of stretching and relaxing. Tkaczuk (61)
published a detailed account of the mechanical properties
of longitudinal ligaments from the human spine. These
deform elastically up to strains of �0.25, when the stress is
�5 MPa, and rupture at a stress of �20 MPa. Shah
et al.(62) also showed that, like tendons, the collagen fibers
are crimped and this crimp disappears at strains of �1.2–
2.8% depending on the ligament. When ligaments are cut
from the joint, they can often be seen to contract rapidly,
suggesting that they are held in a state of tension even
when the joint is in a relaxed state.
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Figure 3. (a) Video image showing a ligament
failing under tensile strain. (b) A schematic diagram
showing a longitudinal section through a fiber com-
posite illustrating how a weak matrix prevents crack
propagationfromonefibertoanotheranddissipatesits
energy by creating cracks in directions other than
across the composite.
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Spinal ligaments provide a good example of the mechan-
ical function of ligaments in a joint (58). The longitudinal
ligaments and the ligamentum flavum act together with
the intervertebral disc to achieve a mechanically stable
joint and serve to limit its mobility. The ligamentum
flavum is almost twice as far from the axis of rotation in
forward bending as the posterior longitudinal ligament,
and hence it can be seen that it needs to be roughly twice as
extensible (58,63). This is partly explained by a higher
elastin and lower collagen content in ligamentum flavum
(61), but also by a less highly aligned organization of
collagen fibers (63). As the ligament is stretched, the fibers
become more highly aligned and this will increase the
stiffness of the tissue, that is its resistance to extension.
X-ray diffraction experiments have measured the spread of
orientations of fibrils in these ligaments and modelling has
shown how this decreases with increasing extension (47).
Figure 5 shows that the width of the distribution, Du, as
measured at half the peak height, is greater for ligamen-
tum flavum than posterior longitudinal ligaments. This
mechanism provides an explanation for the form of the
force–strain curve, shown in Fig. 4, One final point about
ligaments is that they have a nerve supply that makes
them potential sources of pain. It has also been suggested
that they may function as proprioceptors as part of a reflex
arc, that is, the ligaments would act as sensors to detect the
position of a joint and the information would then be used
to control the muscles around the joint thereby controlling
its movement and stability (64).

In summary, ligaments are composite materials con-
taining crimped collagen fibers that are prestressed in the
relaxed joint. They have a nonlinear stress–strain curve

and are viscoelastic. The collagen fibers are relatively
disoriented in the unstretched tissue and become more
highly aligned as the tissue is stretched. They often contain
a proportion of elastin. Their composition and structure
depend on their position in the body and their dynamic
behavior, that is, the change in structure with strain,
becomes more important.

TENDON

The function of tendon is to transmit the force generated by
a contracting muscle to the correct point of application on a
bone so as to manipulate a joint. Tendons are often pre-
ferable to direct attachment of muscle to bone because of
various functional requirements. Muscles have a low ten-
sile strength, defined as load at fracture per unit cross-
sectional area. This means that they must have a large
cross-sectional area in order to transmit sufficient force
without tearing. Around many joints (e.g., the fingers),
there is insufficient space to attach many muscles. The
muscle, therefore, is located further away and attachment
made by a tendon, which may be tens of centimeters long in
the hand and forearm. Tendons, therefore, need to be
strong, so that they can be relatively slender, and stiff,
so that the force developed by the muscle is transmitted to
the bone without energy being wasted on stretching the
tendon. A graph of force as a function of strain for a tendon
is shown in Fig. 6. This type of curve is obtained by
subjecting the tendon to various forces and recording the
amount by which the tendon is stretched, and many of
the early studies have never been bettered (6,9,18,40,65).
The steepness of the stress–strain curve is a measure of the
stiffness of the material. Figure 6 shows that for small
strains the tendon requires very little force to stretch it but
thereafter it stiffens considerably. The stress at this point
is �10 MPa, which is several orders of magnitude greater
than the stresses needed to shear the matrix (6). If the
stiffness did not increase, a muscle would continue to
stretch the tendon and the force would not be transmitted
to the bone.

Tendons are believed to function in the body at strains
up to �0.04 (66,67). Beyond this strain, a tendon does not
return to its original length when the applied stress is
removed. A tendon will break at strains of �0.1 (67). The
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initial stages of tendon extension involve straightening the
crimp of the collagen fibers described previously.

The energy stored in the stretched tendon is given by the
area under the stress–strain curve, as shown in Fig. 7, and
it is this energy that must be used to create a tear in the
tissue. This energy is lower in a material with a J-shaped
stress–strain relationship than if, for example, it were
linear. Minimizing the energy available to cause a fracture
in this way gives the tissue a property known as resilience,
that is, a tendon does not suddenly fail if it is overloaded—
unlike a steel wire. While the crimped collagen fibers are
being straightened, the weak matrix must be sheared.
Because of the fluid-like nature of the matrix, it tends to
flow. The rate of flow depends on the force applied to it and
the amount of flow is greater the longer the force is applied.
The result is that tendons are ‘‘viscoelastic’’ (18,38,68). The
effect of the rate at which force is applied to the tendon is
shown in Fig. 8.

This time dependence of mechanical behavior leads to a
phenomenon known as ‘‘creep’’. For example, when a load
of 10 N was applied to a human flexor digitorum tendon,
the initial strain was 0.015, but 100 s later under the same
load, the strain had increased to 0.016 (69). Thus, if a

tendon is stretched rapidly, the matrix has less chance
to flow and creep in the material is less resulting in the
tendon being stiffer as shown in Fig. 8. Viscous flow of the
matrix also provides a mechanism for dissipating energy;
more work is done in stretching a tendon than is recovered
when the tendon is allowed to relax. This phenomenon is
known as hysteresis and is illustrated in Fig. 9. The beha-
vior of a tendon is therefore intermediate between that of
a steel wire that stores all the energy used to stretch it, and a
viscous liquid that simply flows to a new position and does
not store any of the energy put in to cause it to flow.

MEASURING THE PROPERTIES OF LIGAMENTS
AND TENDONS

To quantify the physical properties of ligaments and ten-
dons, mechanical testing of bone–ligament/tendon–bone
complexes is often performed (70–73). That this method
is often used is partly due to the difficulty in testing
isolated ligaments and tendons. Ideally, testing isolated
ligaments and tendons would provide measures of the
material properties of the tissue alone, but such tests
are complicated by difficulties in effectively securing the
cut ends (2). Putting the free ends in clamps often results in
stress concentrations at the grips, which may contribute to
premature failure. Although the use of bone–ligament/
tendon–bone complexes still provides more secure clamp-
ing, it also increases the difficulty of separating the proper-
ties of the ligament from those of the insertion sites. When
such complexes are subjected to tensile loading, the result-
ing load-displacement curve represents the mechanical
properties of the bone–ligament/tendon–bone complex as
whole rather than specifically about the material that
makes up the ligament or tendon.

In order to obtain the material properties of the liga-
ments, one needs to measure their length (to calculate
strain from deformation divided by original length) and
cross-sectional area (to calculate stress from applied force
divided by original area). From stress–strain curves mate-
rial properties such as Young’s modulus (slope of stress–
strain curve), maximum stress, maximum strain, and
energy density (area under stress–strain curve) can be
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hysteresis; that is, not as much energy is recovered on relaxing
as was initially used to stretch the tissue.



determined. Special devices such as buckle transducers
(74) and Hall-effect displacement transducers (75) have
been used to measure ligament strains during testing. The
drawback of such devices is that they rely on direct contact
with the tissue sample and that may influence the results.
Optical analysers have also been employed as a noncontact
method to measure ligament strains (2). However, inac-
curacies may occur because the irregular dye blobs used as
markers change shape on stretching making it difficult to
define unique points. Another technique that has been
employed to measure strain is the use of video dimension
analyser (VDA) (76,77). This method requires no direct
contact with the specimen, but relies on a recorded video
image.

The irregular and complex shape and geometry of liga-
ments and tendons also make it difficult to measure their
cross-sectional area. Although flexible callipers, which are
able to follow contours better, have been used to measure
ligament cross-sectional areas (2), they still require con-
tact, and this results in errors in measurements. Other
investigators have calculated the cross-sectional area of a
known length of ligament from measurements of its den-
sity by floatation in a mixture of xylene and carbon tetra-
chloride (78). A number of noncontact methods, such as the
use of a rotating microscope (79), use of the VDA (80) and
the laser micrometer (81) have also been employed to
measure the cross-sectional area.

When mechanical properties of ligaments and tendons
are being determined, it is important to consider the rate at
which they are loaded since they are viscoelastic, that is,
their mechanical properties depend on the rate at which
they are deformed (82–86). This sensitivity to strain rate
means that ligaments and tendons exhibit properties of
stress relaxation (decreased stress with time under con-
stant deformation) and creep (increased deformation with
time under constant load) (87,88).

Because of the complex geometry of tendons and liga-
ments, the orientation of the specimens during mechan-
ical testing affects their physical properties and the
manner in which they fail, and should therefore be taken
into account when performing mechanical tests. Torsion
has been implicated as a factor in the rupture of the ACL
during sporting injuries (89–91). Cyclic loading has also
been found to lower the yield point or soften the ligament
by increasing its compliance (decrease the slope of the
linear region of the stress–strain curve) (55). Azangwe
et al. (92) showed that, when combined, tension–torsion
loading affects both structural and mechanical properties
of anterior cruciate ligaments.

LIGAMENT AND TENDON FAILURE MECHANISMS

Since ligaments and tendons consist of collagen fibers
reinforcing a weak matrix, it is reasonable to compare
their behavior under tensile loading with that of synthetic
fiber-reinforced composites, since their failure mechan-
isms are well established. This section describes some
of the modes of failure of fiber-reinforced composites
and how they are related to those of the ligaments and
tendons. Detailed accounts of failure modes of synthetic

fiber-reinforced composites can be found in textbooks, for
example, Agarwal and Broutman (45), and Kelly and
Macmillan (50). When a material is subjected to any kind
of loading, it can absorb energy by two basic mechanisms:

1. Material deformation.

2. Creation of new surfaces.

Material deformation occurs whenever a material is sub-
jected to load. However, if the energy supplied is suffi-
ciently large, cracks may be initiated. Whether they
propagate depends on the relative amounts of energy
required to create new surfaces compared with that stored
in the deformed matrix. For brittle materials such as glass,
the energy required to create a new fracture surface is
small and though only a small amount of deformation takes
place, this is elastic and the associated energy is sufficient
to propagate the crack. This means that brittle materials
have a low energy-absorption capability. On the other
hand, for ductile materials, large plastic deformations
occur, which dissipate energy, resulting in large energies
being absorbed rather than being available to drive a
fracture. This finding shows that the total energy-absorb-
ing capability or ‘‘toughness’’ of a material can be enhanced
by increasing either the length of the path of the crack
during separation or the material-deformation capability.
In metals, the latter mechanism frequently occurs and
metallurgical processes are developed to maintain ducti-
lity. In composites, replacing low energy-absorbing consti-
tuents with greater energy-absorbing constituents can
enhance the toughness.

As is the case with many materials, failure in a fiber-
reinforced composite emanates from small inherent defects
in the material. Several failure events may occur during
the fracture of a fiber reinforced composite material,
such as,

1. Microcracking of the matrix.

2. Separation of fibers from the matrix (debonding and
pull-out).

3. Breaking of fibers,

Forcing a crack to take a longer path is the main mechanism
encountered in fiber composites to increase toughness. In
fibrous materials, when a matrix crack encounters a strong
fiber placed perpendicular to the direction of crack propaga-
tion, if the crack cannot cross the fiber because it is too
strong, the crack is forced to branch to run parallel with the
fiber (Fig. 10). If the crack goes right around the fiber, this
may result in fiber debonding, and pull-out, that is, becom-
ing detached from the matrix and pulled out leaving fiber
ends showing as the material is stretched. In many cases
the surface area produced by secondary cracks is much
larger than the area of the primary cracks. This may
increase the fracture energy many times and is an effective
way of increasing the toughness of composites or the total
energy absorbed during fracture. Fibers may eventually
fracture when their strength is exceeded. For most
synthetic fiber-reinforced composites, fibers are separated
by matrix and therefore are unable to pass energy directly
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from one to another, hence it is unlikely that they all fail
together. Collagen fibers in ligaments are similarly sepa-
rated by the matrix, and hence the transmission of stress
from fiber to fiber in the ligament is indirect (7). The
situation is more complicated in biological tissues because
of the complexity of the components and their arrangement
within the tissue and because of the possibility of repair. It
seems reasonable to assume that a crack will start first in
the weak matrix rather than in the strong collagen fibers.
It is unlikely that the crack will spread into a fibril, as
previously discussed, but it will be deflected by the fibrils
into new directions.

It appears that tendons and ligaments can continue to
withstand stress long after they are damaged, but before
complete fracture occurs (70,71,93). However, since
damage implies an irreversible change, at least until the
biological repair process begins, the tissue will not return
to its original dimension when the stress is removed. When
testing bone–tendon/ligament–bone complexes, an addi-
tional failure mode may occur at the ligament insertion
to bone. For example, the ligamentum flavum tears at the
enthesis, the junction with the bone, leaving virtually no
possibility of natural healing (72). Fortunately, this injury
does not appear to occur in vivo and can occur in isolation or
in combination with other failure modes. As mentioned
previously, most ligaments appear to be prestressed within
the body so that if they are severed or avulsed they retract
and the damaged ends are no longer in contact. This makes
it very difficult for cells within the tissue then to bridge the
gap by synthesizing new matrix.

The tearing of tendons is a fairly common injury, though
rupture of the tendon tends to occur at the junction with
bone. Healing of torn tendons in humans is slow, and is not
always improved by surgical intervention (3). Healing
starts with the invasion of cells into the damaged area
that first lay down fine, poorly oriented collagen fibrils (94).
These fibrils later increase in diameter and become increas-
ingly oriented as the cell population drops and the structure
becomes more akin to that of the original tendon (95).

Damage to and repair of ligaments follows a very similar
pattern to that described for tendons. A point to note in all

this is that there are differences in healing characteristics
between different ligaments. The ACL of the knee joint, for
example, appears to have a poor healing capacity when
injured prompting the need for reconstruction. At the
junctions of ligaments to bone, the fibers of the ligament
become more compact, then cartilaginous and finally cal-
cified before finally merging into the bone and there are
changes in cell phenotype and expressed proteins (96,97).
This complex structure reflects the difficulty of attaching a
tough, flexible material to a hard, brittle one.

LIGAMENT AND TENDON REPAIR

Because of the slow rate of healing of certain ligaments and
tendons, their reconstruction with synthetic materials has
been attempted, with varying degrees of success, for many
years (98). The area of prosthetic materials and methods is
so vast that only a very brief survey will be attempted here.
The main approaches that have been tried are replacement
using tissues taken from another part of the body, or from
an animal, and complete substitution by a synthetic mate-
rial. None of these approaches has so far proved entirely
satisfactory. Success rates of 80–90% are reported for both
techniques (99–101), but some long-term studies have
shown that this success rate may fall to 40–50% after
�5 years (102) and there are reports of high, �50%, inci-
dence of degenerative change (101,103). Friedman et al.
(104), reviewed the autogenous reconstruction of the ACL
using patellar tendon, iliotibial band, gracilis tendon, semi-
tendinosus, or meniscus that gives some idea of the range
of tissues that have been tried. Unfortunately, most repairs
stretch with time resulting in loss of stability (105); this is
probably due to the differences in structure and mechan-
ical properties between the original tissue and the replace-
ment, described earlier. If the replacement tissue is
stretched too much while being fixed in position, it may
be irreversibly strained.

Early attempts at the synthetic replacement of liga-
ments and tendons, using silk, for example, were not
successful. These prostheses were intended to be perma-
nent, but had not the strength and fatigue resistance to
withstand the millions of cycle of loading imposed on them
during the lifetime of the recipient. More recently polyester
(106), carbon fiber (107,108), or various combinations of
synthetic materials and autogenous tissue have all been
tried but still seem not to overcome this particular problem
(103,109,110).

Another approach that is currently being explored for
augmenting or reproducing ligaments and tendons is that
of tissue engineering (111,113), though this has not yet
reached the stage of clinical utility. These techniques may
include the developmentof biodegradable scaffolds, on which
it is hoped to encourage cells from the patient to grow a
replacement tissue (113), and growth factors (114) and their
introduction into the tissue using gene transfer (112,115).

SUMMARY

Tendons and ligament are connective tissues subject pri-
marily to tensile forces. They comprise crimped collagen
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Figure 10. Model of crack tip in a fiber-reinforced composite
showing how a crack may propagate Fibers become debonded
from the matrix and are pulled out as the crack widens.



fibrils and some elastin embedded in a weak matrix. Col-
lagen fibers in tendon, composed of bundles of fibrils, are
highly aligned along the direction of applied force. The
initial structural response to the application of force is
straightening of the crimp, which occurs at a strain of
�2%, after which the tendon stiffens considerably. Higher
strains are not immediately reversibly and may lead to
structural damage to the tissue. The function of the crimp
appears to be to minimize the energy stored in the
stretched tissue thus reducing the energy available to
cause fracture. Many ligaments can be stretched more
than tendons, because of their more complex collagen fibril
organization and, sometimes, the high proportion of elastin
present. Tendons and ligaments are viscoelastic; they do
not store all the energy used to stretch them, their response
to load depends on the rate at which it is applied, and they
continue to deform even if the applied load remains con-
stant. Because a lot of energy is required to produce a large
fracture surface, they do not break easily, that is, they are
tough materials. Because some ligaments do not heal well
when injured, there is a need to replace them. However,
success in this area is still limited. Future replacements
may include tissue engineered ligaments.
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INTRODUCTION

Several methods of transduction are available to convert
physiological events into electrical signals. Basic physio-
logical variables are first converted by sensing elements
into variables that can easily be measured by available
transducers. One such transducer, the linear variable
differential transformer, commonly abbreviated as LVDT
(some manufacturers designate it as LDVT — linear differ-
ential voltage transformer), is used to convert mechanical
displacement into proportional electronic signals. LVDTs
are capable of measuring physiological variables, such as
displacement, pressure, force, and acceleration, which are
either available in the form of a linear displacement or can
be converted into such movement.

THEORY

An LVDT is an inductive electromechanical transducer
that uses a primary (energizing) coil and two series-
opposed secondary coils. This mode of connecting the
secondaries serves to mutually cancel out the secondary
voltages. In this popular configuration, due to Shaevitz (1),
the primary winding is symmetrically placed with respect
to the secondary windings on a cylindrical former. The
former surrounds a free-moving rod-shaped magnetic core,
which provides a path for the magnetic flux linking the
coils (Fig. 1). The magnetic core is connected to a sensing
device like a movable diaphragm. Movement of the sensor
induces core movement, which in turn produces voltage
variations that are measured directly.

When the sliding magnetic core is in the central (null)
position, the electromotive forces (emfs) generated in the
secondaries are equal, and the net output voltage, e0 is,
therefore, zero. Movement of the core from this central
position causes the mutual inductance (coupling) for one
coil to increase and the other coil to decrease. The ampli-
tude of the output voltage, e0, being the difference between
the emfs in the two secondaries, varies approximately
linearly with the position of the core on either side of
the null position (Fig. 2). The differential secondary con-

nection in the LVDT causes the phase of the output voltage
to change by 1808 as the core passes through the null
position. The output voltage, e0, is generally out of phase
with the excitation voltage, ei. The phase shift is dependent
on the frequency of ei, and each LVDT has a particular
frequency at which phase shift is zero.

FABRICATION

The LVDT features essentially frictionless measurement
and long mechanical life, because there is no mechanical
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Figure 1. Schematic of the cutaway view of an LVDT showing the
core, primary coil, and two secondary coils: (ei) excitation voltage;
(e0) output voltage.

Figure 2. Output voltage of an LVDT as a linear function of core
position.



contact between the enclosed coil assembly and the sepa-
rate freely moving core within the coil assembly (Fig. 1).

A typical alternating current (ac) LVDT core consists of
a uniformly dense cylindrical slug of a high permeability
nickel–iron alloy. The core is internally threaded to accept
nonmagnetic core rods from an external sensing or actuat-
ing element. The core moves within a cylindrical coil
assembly. Hollow cores are employed when a low mass
core is desired. Recently, researchers have developed light-
weight glass-covered amorphous wire cores that can be
used to fabricate high sensitivity LVDTs with good
mechanical and corrosion resistance (2). The primary
and secondary windings are spaced symmetrically by wind-
ing them on a slotted cylindrical former. To avoid material
corrosion or insulation leakage, the windings are impreg-
nated with an insulating varnish under a vacuum. The
coils are encapsulated in epoxy for further mechanical and
moisture protection. Magnetic or ferromagnetic materials
in the proximity of an LVDT can disrupt its magnetic field.
The magnetic field of an LVDT may also induce eddy
currents into nonmagnetic materials in its vicinity. These
currents in turn would create a magnetic flux that would
interfere with the LVDT output. These problems are
avoided in practice by enclosing the LVDT in a case fab-
ricated from an alloy, a high permeability iron, or a stain-
less steel. The LVDT assembly is then mounted in a C- or
split block. LVDTs that can measure rotational movement
are also available.

In addition to the ac LVDTs described in the previous
sections, direct current (dc) LVDTs are also available (3,4).
These LVDTs, in addition to having all the advantages of ac
LVDTs, possess the simplicity of dc operation. They consist
of two integral parts: an ac-operated LVDT and a carrier
generator–signal conditioning module. The small carrier
system eliminates the need for the ac excitation, demodu-
lation, and amplification equipment required for conven-
tional ac LVDTs. This cuts down the cost and reduces the
volume of LVDT instrumentation; dc units can be battery
operated or be supplied by a simple dc power supply (3,4).
Also, any dc meter can be employed to read the LVDT
output. These advantages, coupled with the small size of
the dc LVDTs, make them attractive for use in hospitals
and other medical environments.

The LVDTs have several advantages and a few disad-
vantages (3–6) as briefly reviewed next.

1. Essentially frictionless operation and long mechan-
ical life: As described in the previous section, the
LVDT has no moving mechanical contact between
the moving core and the windings. This ensures that
LVDTs have a fast dynamic response as no additional
load apart from the core mass is imposed on the
measured event. In addition, this helps LVDTs to
have a long, essentially infinite, mechanical life.

2. Good in hostile environments: LVDTs can be man-
ufactured to withstand the vagaries of chemical
corrosion and extremes of temperature and pres-
sure. This is facilitated by the separation between
the core and windings of the LVDT. Only a static
seal is required to isolate the coil assembly from
hostile environments.

3. Extremely high resolution: LVDTs can respond to
extremely small displacements. Microdisplacement
LVDT transducers capable of measuring displace-
ments down to 100 pm have been fabricated (7).

4. Null repeatability: The null position of an LVDT is
very repeatable, even with large temperature varia-
tions.

5. Input–Output isolation: Since the primary and sec-
ondary windings are isolated from each other, the
signal ground can be isolated from the excitation
ground.

6. Cross-axis rejection: The LVDT is only responsive to
axial core motion. Cross-axis motion induced by con-
ditions such as jarring or continuous vibration will
not affect the LVDT output.

7. Overtravel damage resistance: As the LVDT core
can pass completely through the coil assembly, the
transducer is inherently immune to damage from
unanticipated overtravel that can be encountered in
applications where materials or structures can yield
or fail.

8. Absolute output: Unlike a lot of other transducers
that are incremental output devices, LVDTs are
absolute output devices, that is, the displacement
information from an LVDT is not lost if the system
loses power. When the measuring system is restarted,
the LVDTs output value will be the same as it was
before the power failure occurred.

All these advantages, in addition to their reasonable
cost, have made the LVDT an attractive displacement
measurement technique. However, LVDTs for use in med-
ical applications have the following disadvantages: (1)
They require a constant amplitude excitation of high fre-
quency. (2) They cannot be used in the vicinity of equip-
ment that creates strong magnetic fields.

LVDT INSTRUMENTATION

Instrumentation normally used with an ac LVDT should
perform the following functions (3,4).

Excitation

An LVDT needs an ac input of constant amplitude at a
frequency that is not readily available. Hence, an oscillator
of the appropriate frequency has to be connected to an
amplifier with amplitude regulation on its output.

Amplification

As in the case of most transducers, the low level outputs of
LVDTs require amplification. One procedure for amplifica-
tion employs two steps: (1) use of an ac carrier–amplifier
before demodulation; and (2) a dc amplifier after the demo-
dulator (3,4).

Demodulation

As discussed earlier, the output of an LVDT remains
proportional to the displacement while it undergoes a
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phase shift of 1808 when the core goes through the null.
When this LVDT output is connected to a voltmeter, the
meter will register the same reading for equal amounts of
core displacement on either side of the null position. This
lack of directional sensitivity has to be overcome if one has
to tell to which side of the null the core is displaced. Two
techniques can be used to confer directional sensitivity on
an LVDT output. In one technique, the core is offset, and
the operation is centered on a position other than the null
point. In this case, the output signal either increases or
decreases. The other procedure uses a phase-sensitive
demodulator (also called a detector). Several such devices
are available and are discussed in detail elsewhere (8). The
simplest forms employ diode rectification while the com-
plex forms involve synchronous demodulation. Figure 3
shows the block diagram for an LVDT employing a series
1000 oscillator–demodulator supplied by Trans-Tek, Inc. (9).

The demodulator confers directional sensitivity on its
input (output of the LVDT), which is either in phase with,
or 1808 out of phase with, the carrier signal (10). The
demodulator output e0 is usually sent to a low pass filter
that will pass only the frequencies present in x and reject
all higher frequencies created by the modulation proce-
dure. Obviously, demodulation is not required if the LVDT
transducer is to be used only on one side of the null position.

Recent developments allow all LVDT support circuitry
to be accomplished using an inexpensive flexible field pro-
grammable analog array (FPAA). The FPAA consists of
‘‘configurable analog blocks’’ consisting of switched-capa-
citor op-amp cells surrounded by a programmable inter-
connect and I/O structure (11).

dc Power

Stable dc voltage sources are required for operation of the
electronics associated with LVDTs. The dc LVDTs avail-
able at the present time employ a microcircuit module
including all the electronics needed to provide ac excitation
to the primary of the LVDT and to demodulate and amplify
the analog LVDT signal. The module is mounted in tandem
with the LVDT and only increases the effective LVDT
length slightly.

Figure 4 shows the block diagram for a dc LVDT (9). The
oscillator produces a constant amplitude sine wave
excitation for the primary of the LVDT. A phase sensitive
demodulator and an RC filter network process the second-
ary coil output. Some dc LVDT modules are furnished with

a reverse polarity protector for the dc power input. dc LVDTs
are becoming increasingly popular due to their advan-
tages in the areas of calibration and signal conditioning.

SELECTION CRITERIA

Several criteria have to be considered in selecting a parti-
cular LVDT for a certain application (12). The manufac-
turer supplies several of these parameters as specification
criteria.

Total Stroke

Stroke-length specification in the selection of an LVDT for
a particular application is governed by the displacement to
be measured. LVDTs can be custom-made for either short-
(up to 0.01 m) or long-stroke (up to 1.5 m) operation;
however, cost of fabrication increases greatly with increase
in length, and lengths over 0.03 m may not be cost effective.

Linearity and the Nominal Linear Range

The output of an LVDT is a nearly linear function of core
position for a rather wide range on either side of the
balance (null) position (Fig. 2). A nominal linear range is
defined for an LVDT as the core displacement on either side
of the balance position for which the LVDT output as a
function of displacement remains a straight line. Outside
this range, the output starts to deviate gradually from the
ideal straight line in the form of a smooth curve. Linearity
of an LVDT is defined as ‘‘the maximum deviation from a
best-fit straight line (applied to a plot of LVDT output
voltage vs. core displacement) within the nominal linear
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Figure 3. Block diagram for an LVDT employing a series 1000 oscillator–demodulator supplied by
Trans-Tek, Inc. (Courtesy of Trans-Tek Inc.)

Figure 4. Block diagram of a dc LVDT. (Courtesy of Trans-Tek
Inc.)



range’’ (12). Linearity is usually expressed as a percentage
of the full scale. A typical LVDT has a linearity of about
�0.25%.

Sensitivity

The sensitivity of an LVDT is usually expressed as the
output in millivolts (or V) per 0.001 m core displacement
per volt input. Normally, both the input voltage and the
frequency are specified as well, because voltage sensitivity
may vary with frequency over a limited frequency range. A
typical miniature LVDT transducer has a sensitivity of
�8–200 mV out/0.001 m/V input.

Resolution

Resolution of an LVDT is the smallest core movement that
can produce an observable change in the voltage output
(12). With careful circuit design, displacements smaller
than 100 nm can be detected.

Armature Mass

The mass of the armature (core) of the LVDT should be
small so as not to unduly load the measured event. A
reduction in the length of the LVDT results in a reduction
in either the linearity or the maximum linear range,
whereas sensitivity increases.

Excitation Frequency and Voltage

The sensitivity of the LVDT depends on both the excitation
voltage and frequency. Normally, a sinusoidal voltage of
3–15 V rms amplitude and a frequency of 60 Hz–20 kHz is
used for the excitation of LVDTs. The sensitivity of an
LVDT increases with the excitation frequency, particularly
at the lower part of the operating frequency range (12).
Normally, an excitation frequency range of 1–5 kHz pro-
duces optimal LVDT operation.

Operating Environment

LVDTs have the advantage of being available in hostile-
environment-proof format. Transducers designed to with-
stand both high and cryogenic temperatures and high
pressures are available. Immersion-type LVDTs resistant
to corrosive liquids are also available. Normally, specifica-
tion criteria for an LVDT include information on the tem-
perature range of operation and the temperature coefficient.

Residual Voltage Output

The residual voltage output is the LVDT output when the
core is in the null position. This should ideally be zero;
however, the null voltages and the harmonics of the excita-
tion source do not cancel, resulting in a nonzero residual
output (12). In practice, the residual voltage is about 1% of
that obtained with maximum displacement.

Repeatability

Repeatability, the ability of the LVDTs to give the same
output if the core is displaced and returned to the

original position is an important consideration. LVDTs
with repeatability better than 100 nm are available for
some critical applications.

MEDICAL APPLICATIONS

LVDTs are used in medical applications and research to
measure physiological variables that are either available in
the form of a linear displacement or can be converted into
such movement. LVDTs for medical applications can be
readily fabricated in very small sizes with low mass cores.
This will ensure that only a negligible force is imposed on
the measured physiological event. Also, due to the low
alternating currents in the windings, negligible magnetic
load is imposed. When not in use, the core remains in the
null position, and no force is imposed on the measured
event. Even when the core is displaced from null, the load
imposed on the event is small. These advantages, coupled
with the general advantages of LVDTs discussed in the
previous paragraphs, make these transducers very attrac-
tive for physiological measurements.

One early application of LVDTs was in the fabrication of
invasive blood pressure measurement transducers (13).
These transducers consisted of three essential parts: (1)
a dome with pressure fittings, (2) a stainless steel dia-
phragm and core assembly, and (3) the LVDT coils. Pres-
sure transmitted via the catheter exerts a force on the
diaphragm. This causes a movement of the diaphragm,
which in turn manifests itself in a movement of the core
attached to it. Movement of the core of the LVDT creates a
proportional output that can then be recorded after suita-
ble electronic circuit processing. Catheter tip and implan-
table transducers employed the same principle (13).
However, these rugged LVDT blood pressure transducers
have been supplanted by cost-effective microelectromecha-
nical system (MEMS) type transducers (14).

Another application for LVDT transducers is in inden-
tation tests on tissue to determine mechanical properties.
The authors have developed an LVDT indenter for the
characterization of the mechanical properties of skin and
the underlying soft tissue (Fig. 5). The indenter uses a
loaded hemispherical tip coupled with a load cell-LVDT
system for simultaneously measuring both the force and
displacement during indentation tests. This information in
turn was used to evaluate soft tissue properties. Walsh and
Schettini (15) used a similar indenter to measure the
in vivo viscoelastic response properties of brain tissue.
Oculotonometers operating on the same principle and
designed to indent the corneoscleral shell use LVDTs to
measure deflections in the micrometer range (16). In
another similar application, Gunner et al. (17) used an
LVDT transducer-mounted extensometer to measure the
in vivo recoil characteristics of human skin. The device
consisted of two flat rectangular tabs, one fixed and
the other capable of rectilinear sliding motion, attached
to the test skin surface with double-sided adhesive tape.
This combination was attached to an LVDT displacement
transducer. Behavior of the skin resulting from the move-
ment of the tabs was converted by the LVDT into electronic
signals that were then analyzed to characterize the skin.
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Christiansen et al. (18) used a similar device for the
viscoelastic characterization of skin. These examples are
just a few of the myriad potential applications for LVDT
transducers in soft tissue characterization.

Several radiological and neurological devices have
incorporated LVDTs. For example, Laser Diagnostic
Technologies of San Diego, CA, incorporated a position-
sensing DC-DC LVDT into a scanning laser tomography
instrument designed for retinal topography (9). The stable
and repeatable DCDT output is part of a continuous
feedback loop in the scanner’s on-board logic control sys-
tem. Radionics, Inc., employed an LVDT in a sophisticated
modular probe drive used to support the precise implan-
tation of deep brain stimulating electrodes (9). The device
uses a push–pull cable drive mechanism to move the
carrier that guides the probe to the desired location in
the brain. The LVDT is mounted at the top of the mech-
anism and is used to accurately monitor probe position
(Fig. 6). The LVDT used in this application was sealed to
resist moisture and was modified to withstand the rigors
of steam sterilization.

LVDTs have been used in endocrinology and pharma-
cology to evaluate in vitro and in vivo contractile properties
of vascular smooth muscle. Erdos et al. (19) designed an

in vitro isotonic myograph employing an LVDT. The
device resembled a beam-type balance. One arm of the
device was connected to the contracting muscle specimen,
and the other arm was counterbalanced by a suspended
weight. Motion of the weight was translated via the move-
ment of an LVDT core into electronic signals.

Gow (20) employed a novel LVDT electronic caliper for
the continuous monitoring of arterial diameter changes
during pulsation. This low mass device was found to
possess a rapid response time with a natural resonant
frequency greater than 180 Hz. Shykoff et al. (21) used
LVDT measurements of changes in diameter of dorsal
hand veins to establish diameter, pressure, and compli-
ance relationships. LVDT-based devices have been used to
evaluate the in vivo vascular effects of drugs with the
dorsal hand vein technique (22). For example, Landau et
al. (23) used an LVDT-based device to evaluate the mag-
nesium-induced vasodilation in the dorsal hand vein. A
similar technique was used by Streeten and Anderson (24)
to measure venous contractile responses to locally infused
norepinephrine.

LVDTs have been used in numerous orthopedic and
dental devices. Chen et al. (25) used an LVDT bonded to
the mandibular first molars to quantify mandibular defor-
mation during mouth opening. Other possible medical
applications are the mapping of facial contours before
and after maxillofacial surgery and the profiling of spinal
deformation in abnormalities like scoliosis. Buhler et al.
(26) and Flamme et al. (27) used LVDTs to quantify
micromotion in orthopedic implants. Recently, Dong et
al.(28) incorporated an LVDT into a device for quantitative
assessment of tension in wires of fine-wire external orthopedic
fixators.

An LVDT was used to calibrate finger movements and to
correlate these movements with surface electromyograms
from the flexor digitorum superficialis muscles in the
forearm (29,30). This work was designed to develop tech-
niques for control of anthropomorphic teleoperator fingers
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Figure 5. An LVDT skin and tissue indenter. (Courtesy of N. P.
Reddy, J. Kagan and G. V. B. Cochran.)

Figure 6. Mechanism of modular brain probe drive showing the
LVDT used to help in precise electrode placement. [Courtesy of
Radionics (a division of Tyco Healthcare).]



using surface electromyographic signals obtained from the
forearm.

Wang et al. (31) used six spring-loaded LVDTs in an
experimental technique to measure three-dimensional (3D),
six-degrees-of-freedom motion of human joints. Rotary
LVDTs are useful for measuring joint angles. For measuring
3D rotations, rotary LVDTs are incorporated into six-
degree-of-freedom motion linkages.

As illustrated in the applications discussed above, LVDTs
are highly suited for biomedical device and research appli-
cations requiring accurate displacement measurements
with high resolution, input–output isolation, and cross-
axis rejection. Although LVDTs are being replaced by
miniaturized, cost-effective transducers utilizing advanced
fabrication technologies in many applications, their advan-
tages still render them excellent candidates for biomedical
applications.
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INTRODUCTION

The clinical introduction of shock wave lithotripsy (SWL)
by Chaussy in 1980 has revolutionized the way in which
patients with renal and ureteral calculi are treated. Shock
wave lithotripsy is a noninvasive method of fragmenting
stones located inside the urinary tract. Since its initial
introduction, SWL technology has advanced rapidly in
terms of the means for shock wave generation, shock wave
focusing, patient coupling, and stone localization. Despite
rapid technological advances, most current commercial
lithotripters are fundamentally the same; they produce a
similar pressure waveform at the focus, which can be
characterized by a leading shock front with a compressive
wave followed by a trailing tensile wave (Fig. 1). The
acoustic fields produced by different lithotripters differ
from each other in terms of the peak amplitudes of the
pressure waveform, pulse duration, beam size, total acous-
tic energy, and therefore, their overall performance.

Clinical experience has guided the technical development
of second and third generation lithotripters with the aim of
providing user convenience and multifunctionality of the
device, rather than on further understanding of how SWL
fragments calculi or injures surrounding renal tissue.
Furthermore, the evolution of lithotripter design thus far
has overwhelmingly relied upon the importance of the com-
pressive wave component of the shock wave (positive portion
of the sound wave), with almost total neglect of the contribu-
tion of the tensile component of the waveform. Consequently,

current lithotripters have suffered from inferior fragmenta-
tion rates compared to the original HM3 lithotripter.

In contrast, significant progress in SWL basic science
research has been made in the past 5 years to improve our
understanding of the primary mechanisms for stone com-
minution (fragmentation) and tissue injury. It is now
recognized that the disintegration of renal calculi in a
lithotripter field is the consequence of dynamic and syner-
gistic interaction of two fundamental mechanisms: stress
wave-induced dynamic fracture in the form of nucleation,
growth, and coalescence of preexisting microcracks inside
the stone (1) and cavitation erosion caused by the violent
collapse of bubbles near the stone surface (2,3). Similarly,
two different mechanisms have been proposed for SWL-
induced tissue injury: shear stress due to shock front
distortion (4) and cavitation induced inside blood vessels,
especially the expansion of intraluminal bubbles (5).

To understand how SWL fragments stones and causes
tissue injury, the basic components of current lithotripters,
the mechanisms behind stone fragmentation and kidney
injury, and clinical results of the original electrohydraulic
lithotripter in fragmenting kidney stones in patients will
be described. In addition, the future directions of SWL will
be reviewed based on current research that is investigating
ways to make lithotripters more efficient and safer.

HISTORY AND EVOLUTION OF SWL

Physicists at Dornier Systems, Ltd. and Friedrich Shafen,
Germany began experimenting with shock waves and their
travel through water and tissue in 1963. Throughout the
1970s, numerous experimental lithotripters were devel-
oped that used new methods of shock wave generation
and focusing as well as different techniques of stone loca-
lization. In addition, experimental studies were being per-
formed in vitro and in vivo (in animal models) examining
the effects of shock waves on various organs and tissues.

In 1980, Chaussy and associates successfully treated the
first human and reported their first series of 72 patients in
1982 (6). Subsequently, > 1800 articles have been published
in the peer-reviewed literature, detailing the use of SWL for
the management of renal and ureteral calculi. Moreover,
numerous second and third generation devices have been
introduced and are currently being used throughout the
world. To understand how SWL results in stone fragmenta-
tion, the fundamentals of this technology are reviewed.

SWL PRINCIPLES

Despite the tremendous number of lithotripters currently
available for fragmentation of renal and ureteral stones, all
of these devices rely on the same laws of acoustic physics.
Shock waves (i.e., high pressure sound waves) consisting of
a sharp peak in positive pressure followed by a trailing
negative wave are generated extracorporeally and passed
through the body to fragment stones. Sounds waves readily
propagate from a water bath or water medium into the
human body, due to similar acoustic impedances.

As a consequence, all lithotripters share four main
features: an energy source to generate the shock wave, a
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Figure 1. Pressure–time relationship of typical shock waves.
Typical pattern of a lithotripter-generated shock wave. The shock
wave is characterized by a leading positive or compressive
component (Pþ) followed by a negative or tensile component (P�).



device to focus the shock wave at a focal point, a coupling
medium, and a stone localization system. (Fig. 2a) The
original electrohydraulic lithotripter utilized a spark plug
energy generator with an elliptical reflector for focusing
the shock waves. A water bath transmitted the shock
waves to the patient with stone localization provided by
biplanar fluoroscopy. Modification of the four basic compo-
nents of this first generation lithotripter has provided the
development of second and third generation devices that
are currently available.

Shock Wave Generation and Focusing

While all lithotripters share the four aforementioned features,
it is the mode of shock wave generation that determines the
actual physical characteristics of that particular device. The
types of energy sources differ on how efficient they are in
fragmenting stones and how many treatments are required to
adequately treat the stone. Figure 2 diagrammatically

summarizes the three different shock wave generation
sources used in commercially available lithotripters.

Electrohydraulic Generator. In the original Dornier
HM3 lithotripter, the electrohydraulic generator (Fig. 2a)
was located at the base of a water bath and produced shock
waves by electric spark discharges of 15,000–25,000 V of
1 ms duration. This high voltage spark discharge produced
the rapid evaporation of water that created a shock wave by
expanding the surrounding fluid. The generator was located
in an ellipsoidal reflector that concentrated the reflected
shock waves at a second focal point, F2, with F1 being the
point of origin of the primary shock waves. While the HM3
continues to be the gold standard lithotripter for stone
fragmentation, the short half-life of its electrode results
in variable pressure between shocks the longer it is used.
In addition, minimal displacement of the electrode, as it
deteriorates at F1, results in displacement of the F2
resulting in inaccurate focusing of the shock wave on the
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Figure 2. Schematic of different shock wave lithotripters. (2a) Electrohydraulic lithotripsy. Spark
electrode generates shock wave which is focused at F2 by an ellipsoid reflector. In the original
electrohydraulic lithotripter, a water bath served as a coupling medium to allow passage of the
shock wave from the source (F1) to the patient and stone (F2). Fluoroscopy or ultrasound can be used
to focus to identify and focus the shock waves on the stone. 2b) Piezoelectric lithotripsy. Many ceramic
elements are arranged in a spherical pattern. When energy passes through them, they vibrate and
send shock waves through a coupling medium to the stone. 2c and d) Electromagnetic lithotripsy. An
electromagnetic coil (2c) or cylinder (2d) are stimulated to vibrate by passage of electric current. Their
shock waves are focused on the stone (F2) by an acoustic lens (2c) or a parabolic reflector.



stone. The need for frequent replacement of the electrode
increases the cost of electrohydraulic lithotripsy.

Piezoelectric Generator. Piezoelectric shock waves are
generated (Fig. 2b) by the sudden expansion of ceramic
elements excited by a high frequency, high voltage pulse.
Thousands of these elements are placed along the inner
surface of a hemisphere at the base of a pool of water. While
each of these elements moves only slightly in response to a
pulse of electrical energy, the summation of the simulta-
neous expansion of multiple elements results in a high
energy shock wave directed to the focal area, at the center
of the sphere. The shock wave is propagated through either
a small water basin or a water-filled bag to the focal point,
F2. The spherical focusing mechanism of the piezoelectric
lithotripters provides a wide area of shock wave entry at
the skin surface, which causes minimal patient discomfort,
but a very small focal area with the smallest amount of
energy at F2 compared to other energy sources (7). The
small focal area necessitates greater precision to focus and
fragment the stone inside the kidney.

Electromagnetic Generator. In electromagnetic devices
(Fig. 2c and d), shock waves are generated when an elec-
trical impulse moves a thin, spherical metallic membrane,
which is housed within a cylindrical shock tube. The result-
ing shock wave, produced in the water-filled shock tube,
passes through an acoustic lens and is thereby directed to
the focal point, F1 (Fig. 2c). The shock wave is coupled to the
body surface with a moveable water cushion and coupling
gel (8). Alternatively, when energy is passed through a
cylindrical coil, the resulting magnetic field pushes away
the surrounding cylindrical membrane producing a shock
wave that can be focused by a parabolic reflector (Fig. 2d).
While these devices produce reliable shock waves with
consistent pressures and focus on F2, they also produce
small focal regions that may result in reduced stone frag-
mentation and higher tissue parenchymal injury.

Shock Wave Focusing. Shock waves must be focused in
order to concentrate their energy on a calculus. The type of
shock wave generation dictates the method of focusing
used. Machines that utilize point sources, such as spark-
gap electrodes (electrohydraulic lithotripters), generate
shock waves that travels in an expanding circular pattern.
All of these machines use ellipsoid reflectors for focusing
shock waves at the second focal point, F2.

Since a single piezoelement produces a very small
amount of energy, larger transducers with multiple cera-
mic elements are required for piezoelectric lithotripters.
The array of elements is positioned in a spherical dish that
allows focusing in a very small focal region, F1. Finally, the
vibrating metal membranes of the electromechanical litho-
tripters produce an acoustical plane wave that uses an
acoustic lens for focusing the shock wave at F1.

Coupling Medium

The original Dornier HM3 machine utilized a 1000 L water
bath to transmit shock waves into the patient. This method
of patient coupling required unique positioning of the
patient, since the anesthetized subject had to be lowered

into the tub and the calculus accurately positioned at the
second focal point. Second generation lithotripters were
designed to alleviate the physiologic, functional, and eco-
nomic problems of a large water bath. Current models utilize
an enclosed water cushion, or a totally contained shock tube,
to allow simplified positioning and ‘‘dry’’ lithotripsy (9).

Stone Localization

Stone localization during lithotripsy is accomplished with
either fluoroscopy or ultrasonography. Fluoroscopy pro-
vides the urologist with a familiar modality and has the
added benefits of effective ureteral stone localization. How-
ever, fluoroscopy requires more space, carries the inherent
risk of ionizing radiation to both the patient and medical
staff and is not useful in localizing radiolucent calculi
(certain noncalcium-containing stones are not seen on
fluoroscopy or conventional radiographs).

Ultrasonography utilizes sound waves to locate stones.
These sound waves are generated at a source. When they
encounter different tissue densities, part of the sound wave
is reflected back and these reflected waves are used to
generate a two dimensional image that can be used to
focus the shock wave on a calculus. Sonography-based
lithotripters offer the advantages of stone localization with
continuous monitoring and effective identification of radi-
olucent stones, without radiation exposure (7). Addition-
ally, ultrasound has been documented to be effective in
localizing stone fragments as small as 2–3 mm, and is as
good or better than routine radiographs to assess patients
for residual stone fragments following lithotripsy (8). The
major disadvantages of ultrasound stone localization
include the basic mastery of ultrasonic techniques by the
urologist and the inherent difficulty in localizing ureteral
stones. While there are several systems that utilize both
ultrasound and fluoroscopy to aid in stone localization,
many commercially available lithotripters now use a mod-
ular design in which the fluoroscopy unit is not attached to
the lithotripter reducing storage space as well as allowing
use of the fluoroscopy unit for other procedures.

MECHANISMS OF STONE FRAGMENTATION

Due to recent advances made in the basic science of shock
wave lithotripsy, there is a better understanding of how
shock waves result in stone fragmentation. Both the posi-
tive and negative portions of the shock wave (Fig. 1) are
critical in stone fragmentation and also play a role in renal
tissue injury. The four mechanisms described for stone
comminution include compressive fracture, spallation,
cavitation, and dynamic fatigue. As the calculus develops
in vivo, it is formed by both crystallization of minerals as
well as organic matrix material. This combination forms an
inhomogeneous and imperfect material that has natural
defects. When the shock wave encounters this inhomoge-
neous structure, the force generated in the plane of the
shock wave places stress on these imperfections resulting
in compression-induced tensile cracking. This mechanism
is known as compressive fracture. Spallation, another
mechanism of shock wave induced stone fragmentation,
occurs when the shock wave encounters fluid behind the
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stone and part of the wave is reflected back onto the stone
placing tensile stress on the same imperfections.

Shock waves cause bubbles to form on the surface of the
stone. These bubbles grow during the negative or tensile
component of the shock wave. When the positive component
of the next wave passes, these bubbles violently collapse
releasing their energy against the stone surface as secondary
shock waves and/or microjets. This phenomenon, known as
cavitation, represents the third mechanism of stone fragmen-
tation. Dynamic fatigue describes the sum of accumulated
damage to the stone that coalesce to result in stone fragmen-
tation and eventually destruction of the stone (10,11).

CLINICAL RESULTS OF SHOCK WAVE LITHOTRIPSY

Because many experts continue to consider the Dornier
HM3 (the original electrohydraulic lithotripter, Dornier
MedTech America, Inc., Kennesaw, GA) the gold standard
in lithotripsy, the available clinical literature comparing the
Dornier HM3 (first generation) lithotripter to other commer-
cially available lithotripters is summarized in Table 1. This
type of summary does not truly allow a comparison between
different lithotripters currently in use. Yet, this comparison
demonstrates that modifications to second and third gen-
eration lithotripters have traded better patient comfort for a
lessening of stone free rates. This current clinical data has
been one of the driving forces behind the modifications that
are currently being investigated to improve SWL.

Summarized results of five large early series on the
clinical efficacy of SWL using the unmodified Dornier
HM3 lithotripter demonstrate stone free rates for renal
pelvis (RP), upper calyx (UC), middle calyx (MC), and lower
calyx (LC) stones were 76% (48–85), 69% (46–82), 68% (52–
76), and 59% (42–73), respectively. Stone free rates in these
series were better for smaller stones (0–10 mm) and RP
stones with relatively poorer stone free rates for LC stones.
In comparison, results of five large published series on the
Siemens Lithostar, a lower power machine demonstrated
stone free rates for RP, UC, MC, and LC stones of 69% (55–
80), 67% (46–90), 63% (43–82), and 60% (46–73). A compar-
ison of integrated stone free rates stratified by size in a
regression model of the HM3 and Lithostar found signifi-
cantly greater stone free rates across all stone sizes for the
HM3 lithotripter (11). While most studies have evaluated
the efficacy of SWL for adults, stone free rates with the HM3
are similar for children (21). The limited number of com-
parative studies of newer machines and the explosion in the
number of commercially available lithotripters makes it
difficult to assess their clinical efficacy.

While the HM3 has been shown to produce excellent
stone free rates for renal calculi, there continues to be
debate on the clinical efficacy of SWL for ureteral stones.
The main problem is that stones in the ureter are more
difficult to locate and therefore more difficult to target with
the shock wave. However, several studies have demon-
strated stone free rates close to 100% for the treatment
of proximal ureteral stones with SWL (22). However, stone
free rates appear to decline to 70% for mid-ureteral stones
for many lithotripters (23). Treatment of distal ureteral
stones with SWL typically involves a prone or a modified

sitting position to allow shock wave targeting of the stone
below the pelvic brim. Stone free rates of distal ureteral
stones with the HM-3 lithotripter have been as high as
85–96% (24). Endoscopic methods (ureteroscopy) can also
be employed for ureteral stones, especially those located in
the distal ureter with equivalent or better stone free rates.

While many of the lithotripters sighted in Table 1 are no
longer in clinical use or have been updated, these studies
clearly demonstrated several key points. The HM3 con-
tinues to provide equivalent and likely superior stone free
rates when compared to other lithotripters in studies.
While most commercially available lithotripters provide
acceptable stone free rates for stones located within the
kidney, these stones often require more treatment sessions
and adjunctive procedures to achieve the stone free rates of
the HM3 device. Additionally, success rates with all litho-
tripters declines the further the stone progresses down the
ureter and poses positioning challenges with alternative
methods indicated to remove ureteral stones.

TISSUE INJURY WITH CLINICAL LITHOTRIPSY

Clinical experience treating patients with SWL has demon-
strated that while SWL is generally safe, shock waves can
cause acute and chronic renal injury. This concept has been
confirmed by multiple animal studies and a few human
clinical studies (11). Originally, shear stress to the tissue
was believed to be the main cause of this renal injury.
However, recent studies have sugggested that SWL
induced renal injury is a vascular event induced by vaso-
constriction or cavitation-induced injury to the microvas-
culature (25). Additionally, this initial tissue damage may
promote further renal injury via the effects of free radical
production (26). Acute damage to the kidney appears to be
mainly a vascular insult.

While clinicians have long recognized the acute effects
of SWL, most have believed that there was no long-term
sequela to shock wave treatment. The> 25 years of clinical
experience with SWL serves as a testament to its safety
and effectiveness. However, several chronic problems may
develop as a consequence of SWL. Table 2 summarizes the
acute and chronic effects of SWL. Perhaps the most serious
long-term problem of SWL is the increased risk of hyper-
tension. A review of 14 studies on the impact of SWL on blood
pressure demonstrated that when stratified according to the
number of shock waves administered, higher doses of shock
waves seem to correlate with a greater likelihood of increased
rates of new-onset hypertension or changes in diastolic blood
pressure (11). The impact of hypertension on cardiovascular
disease including the risk of myocardial infarction, stroke,
and renovascular disease make this a serious long-term effect
that needs further investigation.

Three mechanisms of SWL induced tissue injury have
been reported: cavitation, vasoconstriction, and free radi-
cal induced tissue injury. Investigators have demonstrated
in vitro that cavitation bubble expansion can rupture
artificial blood vessels (5). Other investigators have shown
in animal models that cavitation takes place in kidneys
exposed to shock waves (27). While cavitation bubbles that
form on the stone surface contribute to stone fragmentation,
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Table 1. Literature Comparison of Lithotripters to Gold Standard Dornier HM3

Study Type Reference HM3 Compared to:

Stone
Location

Number of
Patients

Stone Free Rates
(SFR), %

Auxiliary
Procedures

Retreatment
Rate, % Comment

Prospective 12 Wolf Piezolith Kidney HM3: 334
Wolf: 378

HM3: 75Wolf: 72 HM3: 15.5
Wolf: 45

Wolf required more
retreatment, more shocks,
treatment rates
decreased dramatically
for ureteral stones
with Wolf

13 EDAP LT01 Kidney HM3: 500
EDAP: 500

HM3:77.2-90.4
EDAP: 42.5-87.5

> with EDAP More sessions, increased
shocks required
with EDAP

14 MFL 5000 Kidney 198 total HM3: 80MFL: 56 Increased subcapsular
hematoma and longer
treatment times
with MFL

15 Wolf Piezolith 2300 Ureter 70 total HM3: 74Wolf: 76.6 Comparable 3 month
SFR but used plain
radiographs for
comparison

16 Siemens Lithostar Kidney HM3: 91Siemens:85 HM3: 91Siemens: 65 HM3: 4
Siemens: 13

SFR comparable at
3 months, Increased
tissue injury with
HM3 by urinary
enzymes

Retrospective 17 EDAP LT01
Sonolith 2000

Kidney
and ureter

HM3: 70EDAP:
113Sono: 104

HM3: 79EDAP:
82Sono: 79

HM3: 12EDAP:
13Sono: 9

HM3: 4EDAP:
42Sono: 26

SFR at 3 months
comparable with
HM3 and EDAP, lower
for Sonolith, lower
retreatment with HM3

18 Siemens Lithostar,
Dornier HM4,
Wolf Piezolith 2300,
Direx Tripter X-L,
Breakstone

Kidney and
ureter

Multicenter comparable between
2nd generation

All were deemed inferior
to HM3 in terms of stone
free rates

19 Medstone STS Kidney HM3: 5698Med:
8166

HM3: 70Med: 81.5 HM3: 3.1Med: 5.5 HM3: 4.4
Med: 5.2

Slightly better retreatment
and need for auxiliary
procedures with HM3

20 Lithotron Kidney 38 matched pairs HM3: 79Lithotron:
58

> for Lithotron > for Lithotron HM3 superior to Lithotron
using matched pair
analysis

11 Siemens Lithostar Meta-analysis HM3: 59-76
Siemens: 60-69

Using regression model,
SFR better with
HM3 across all
stone sizes

2
6
2



their formation in other locations (tissue, blood vessel lumen)
is an unwanted end product that results in tissue injury.

Recent investigations have elucidated yet another
potential mechanism of renal injury secondary to high
energy shock waves. Evidence suggests that SWL exerts
an acute change in renal hemodynamics (i.e., vasoconstric-
tion) that occurs away from the volume targeted at F2, as
measured by a transient reduction in both glomerular
filtration rate (GFR) and renal plasma flow (RPF) (28).
Prolonged vasoconstriction can result in tissue ischemia
and permanent renal damage.

Vasoconstriction and cavitation both appear to injure the
renal microvasculature. However, as the vasoconstriction
induced by SWL abates, reperfusion of the injured tissue
might also result in further tissue injury by the release of free
radicals. These oxidants produced by the normal processes of
cellular metabolism and cellular injury cannot be cleared and
injure the cell membrane destroying cells. Free radical for-
mation has been demonstrated in animal models (26).

It appears that the entire treated kidney is at risk of
renal damage from SWL-induced direct vascular and dis-
tant vasoconstrictive injury, both resulting in free radical
formation. Although previous studies have suggested that
the hemodynamic effects are transient in nature in nor-
mally functioning kidneys, patients with baseline renal
dysfunction may be at significant risk for permanent renal
damage (28). Patients of concern may be pediatric patients,
patients undergoing multiple SWL treatments to the same
kidney, patients with solitary kidneys, vascular insuffi-
ciency, glomerulosclerosis, glomerulonephritis, or renal
tubular insult from other causes.

SHOCK WAVE LITHOTRIPSY ADVANCES

Based on a better understanding of cavitation in stone
fragmentation as well as the role of cavitation, vasocon-
striction, and free radical formation in SWL-induced tissue
injury, several groups are investigating ways in which
SWL can be clinically more effective and safe. In general,
these advancements involve changes to the shock wave
itself, by modifying the lithotripter, alterations in treat-
ment technique, improvements in stone fragmentation /
passage or the reduction in tissue injury through medical
adjuncts, and improved patient selection.

Changes to the Lithotripter

There are two major mechanical modifications that can
improve stone comminution, based on our current under-
standing of acoustic physics. One is to enhance the compres-
sive component of the shock wave. The original HM3 relies on
a high energy output and thus the compressive component to
achieve stone fragmentation. The downside of this effect, from
clinical experience, is patient discomfort and potential renal
tissue injury. Alternatively, one can improve stone comminu-
tion by altering the tensile component of the shock wave and
thus better control cavitation. Below, several ways are
describe in which investigators are modifying the shock wave
to improve comminution, with decreased renal tissue injury.

Several investigators have modified lithotripters to alter
the negative portion of the shock wave that is responsible for
cavitational-induced stone fragmentation and tissue injury.
In one study, a reflector insert is placed over the original
reflector of an electrohydraulic lithotripter to create a second
shock wave that arrives behind the original shockwave, thus
partially canceling out the negative component of the shock
wave. These investigators found that this modification
reduced phantom blood vessel rupture, while preserving
stone fragmentation in vitro (29). Similarly, an acoustic diode
(AD) placed over the original reflector, has the same impact
as this modified reflector (30).

However, because reducing the tensile component of the
shock wave weakens that collapse of bubbles at the stone
surface, two groups have designed piezoelectric inserts into
an electrohydraulic lithotripter that send small, focused
shock waves at the time of bubble collapse near the stone
surface thus, intensifying the collapse of the cavitation bubble
without injuring surrounding tissue (29).

Another way in which investigators have modified the
shock wave is by delivering shock waves from two litho-
tripters to the same focal point, F2. Dual pulse lithotripsy
has been evaluated by several investigators both in vitro,
animal models and in clinical trials. Several investigators
have demonstrated in an in vitro model that the cavitation
effect became more localized and intense with the use of two
reflectors. Also, the volume and rate of stone disintegration
increased with the use of the two reflectors, with production
of fine (< 2 mm) fragments (31). In both animal models and
clinical studies, dual pulse lithotripsy has been shown to
improve stone fragmentation with reduced tissue injury.

Modifications to Treatment Strategy

The original Dornier HM3 lithotripter rate was synchronized
with the patient’s electrocardiogram so that the shock rate
did not exceed the physiologically normal heart rate. Experi-
ence with newer lithotripters has revealed that ungating the
shock wave delivery rate results in few cardiac abnormalities.
As a result, there has been a trend to deliver more shock
waves in a shorter period of time. However, increasing doses
of shock wave energy at a higher rate may have the potential
to increase acute and chronic renal damage.

As a result, several investigators have evaluated ways
in which the treatment strategy can be modified to optimize
SWL treatment. One proposed strategy is altering the rate
of shock wave delivery. Several investigators have reported
that 60 shocks � min�1 at higher intensities resulted in the
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Table 2. Acute and Chronic Injury with SWL

Acute Chronic

Renal edema (swelling) Hypertension(elevated
blood pressure)

Hematuria (blood in urine) Decreased renal function
Subcapsular hematoma Accelerated stone formation

(in animal models)
Decreased renal

blood flow
Altered renal
function:
Impaired urine
concentration
Impaired control of
electrolytes

Renal scar formation



most efficient stone fragmentation than 120 shocks � min�1.
This has been confirmed in vitro, in animal models and also
in randomized clinical trials. These studies speculate that at
increased rates, more cavitation bubbles were formed in
both the fluid and tissue surrounding the stone that did
not dissipate between shocks. As a result, these bubbles
scattered the energy of subsequent shocks resulting in
decreased efficiency of stone fragmentation (32).

In order to acclimate patients to shock waves in clinical
treatment, lower energy settings are typically used and
gradually increased. A study investigating whether
increasing voltage (and thus increasing treatment dose)
impacted on stone fragmentation has been performed in
vitro and in animal models. Stones fragmented into smaller
pieces when they were exposed to increasing energy com-
pared to decreasing energy. The authors speculate that the
low voltage shock waves ‘‘primed’’ the stone for fragmenta-
tion at higher voltages (33). In addition, animals exposed to
an increasing voltage had less tissue injury than those
kidneys exposed to a decreasing or stable dose of energy.
While this treatment strategy has not been tested clini-
cally, it might be able to improve in vivo stone comminution
while decreasing renal parenchymal injury (34).

In the same vein, several studies have reported that
pretreating the opposite pole of a kidney with a low voltage
dose of shock waves (12 kV), prior to treating a stone in the
other pole of a kidney with a normal dosage of shock waves,
reduced renal injury when as little as 100 low voltage shocks
were delivered to the lower pole. It is believed that the low
voltage shock waves causes vasoconstriction which protects
the treated pole of the kidney from hemorrhagic injury (35).

Other SWL treatment modifications being tested include
aligning the shock wave in front of the stone in order to
augment cavitation activity at the stone surface or apply
overpressure in order to force cavitation bubble collapse.
While these techniques have only been investigated in vitro,
these alterations in shock wave delivery, as well as the
previous treatment strategies demonstrate how an improved
understanding of the mechanisms of SWL can enhance stone
comminution and potential reduce renal tissue injury (36,37).

Adjuncts to Improve SWL Safety and Efficacy

Antioxidants. A number of studies have investigated
the role of antioxidants in protecting against free radical
injury to renal parenchyma (38). Table 3 summarizes the
results of various in vitro and in vivo studies on the use of
antioxidants to protect against SWL-induced renal injury
due to free radicals. While these studies are intriguing,
further clinical trials will be needed to evaluate potential
antioxidants for use in patients undergoing SWL.

Improving Stone Fragmentation. Another potential way
to improve stone fragmentation is to alter the stone’s
susceptibility to shock wave energy. One group has demon-
strated that after medically pretreating stone in an in vitro
environment, one could achieve improved stone fragmen-
tation. These data suggest that by altering the chemical
environment of the fluid surrounding the stones it is
possible to increase the fragility of renal calculi in vitro
(49). Further studies are warranted to see if calculi can be

clinically modified, prior to SWL therapy, in the hopes of
enhanced stone fragmentation.

Improving Stone Expulsion. Several reports have demon-
strated that calcium channel blockers, steroids, and alpha
blockers all may improve spontaneous passage of ureteral
stones. (ref) Compared to a control group, investigators found
improved stone clearance and shorter time to stone free in
patients treated with nifedipine or tamsulosin following SWL
compared to the control group. Additionally, retreatment rates
were lower (31%) for the medical treatment group compared to
the control group (51%). While expulsive therapy appears to
offer improved outcomes following SWL for ureteral stones,
confirmation with a randomized controlled study is needed
(50). Another intriguing report from the same group involves
the use of Phyllanthus niruri (Uriston) to improve stone
clearance of renal stones following SWL. This medication is
derived from a plant used in Brazilian folk medicine that has
been used to treat nephrolithiasis. Again, stone free rates were
improved with the administration of Uriston following SWL
compared to a control group with apparently the greatest
effect seen in those patients treated with lower pole stones (51).

Improving Stone/Patient Selection for SWL. Another way
to enhance the efficacy of SWL is improve patient selection.
Advances in computed tomography (CT) have allowed better
determination of internal stone architecture (52). As a con-
sequence, a few studies have demonstrated that determining
the Hounsefield units (i.e., density unit of material on CT) of
renal stones on pretreatment, noncontrasted CT could pre-
dict stone free rates of patients treated with SWL (53).
Current micro-CT and newer multidetector CT scanners
have the potential to identify stone composition based on
CT attenuation. Therefore, stone compositions that are SWL
resistant, such as calcium oxalate monohydrate or cystine
stones, can be identified and those patients can be treated
with endoscopic modalities, therebye avoiding additional
procedures in these patients (54). Clinical trials utilizing this
concept will need to be performed.

Other factors, such as the distance of the stone from the
skin, weight of the patient, and other imaging modalities,
are being investigated to help determine who is likely to
benefit the most from SWL and which patients should be
treated initially with other modalities.
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Table 3. Investigated Antioxidants Providing Protection
against SWL-Induced Free Radical Injury

Reference Study Type Antioxidant

39 In vitro nifedipine, verapamil,
diltiazem

40 In vitro Vitamin E, citrate
41 In vitro, animal Selenium
42 Animal Verapamil
43 Animal Verapamil
26 Animal Allopurinol
44 Animal Astragulus membranaceus,

verapamil
45 Human Antioxidant vitamin
46,47 Human Verapamil, nifedipine
48 Human Mannitol



CONCLUSIONS

Shock wave lithotripsy has revolutionized the way in which
urologists manage urinary calculi. Patients can now be
treated with minimal discomfort using an outpatient pro-
cedure. While all lithotripters rely on the same funda-
mental principles of acoustic physics, second and third
generation lithotripters appear to have traded patient
comfort and operator convenience for reduced stone free
rates, as compared to the original HM3 lithotripter. In
addition, mounting evidence demonstrates that SWL has
both acute and chronic impact on renal function and blood
pressure as a result of renal scarring.

Basic science research has provided insight into how
SWL results in stone comminution as well as renal tissue
injury. While the compressive component of the shock
wave causes stone comminution, it is apparent that the
tensile component plays a critical role in creating passable
stone fragments. These same forces cause tissue injury by
damaging the microvasculature of the kidney. This knowl-
edge has resulted in several novel modifications to
improve both stone free rates as well as SWL safety.
Mechanical modifications to lithotripsy have focused on
controlling cavitation. Preventing bubble expansion in
blood vessels while intensifying bubble collapse near the
stone surface has been demonstrated to achieve improved
stone comminution with decreased tissue injury in vitro
and in animal models. Many of these designs could be
adapted to conventional lithotripters. Modification of
treatment techniques have also stemmed from our better
understanding of SWL. Slowing treatment rates may limit
the number of cavitation bubbles that can interfere with
the following shock wave. Voltage stepping and alterna-
tive-site pretreatment with low dose shock waves, may
cause global renal vasoconstriction that prevents cavita-
tional injury to small vessels during treatment. In addi-
tion, our understanding that free radicals may be the end
culprit in parenchymal damage has suggested that pre-
treatment with antioxidants may prevent SWL-induced
renal injury. Finally, improved CT imaging may allow us
to predict which stones and patients are best suited for
SWL versus endoscopic stone removal. Further advances
will continue to make SWL a major weapon in the war
against stone disease for years to come.
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INTRODUCTION

From a conceptual perspective, liver transplantation involves
the replacement of a diseased or injured liver with a new
organ. Historically, liver transplantation has emerged from
an experimental procedure deemed ‘‘heroic’’ therapy for
patients not expected to survive, to the treatment of choice
with anticipated excellent long-term outcomes for patients
with end stage liver disease. This article will outline the
history of and indications for liver transplantation, delineate
short- and long-term complications associated with the pro-
cedure, and discuss the role of immunosuppressive therapy,
intrinsic to the long-term success of the procedure.

HISTORY

Historically, the most significant and persistent impedi-
ment to liver transplantation has been the availability of
suitable organs. Up until the early 1960s, ‘‘death’’ was
defined as cessation of circulation, and thus, donation from
deceased donors was thought to be both impractical and
impossible, as organs harvested from pulseless, nonperfus-
ing donors would not function when transplanted, due to
massive cellular injury. The concept of ‘‘brain death’’ and
ability to harvest organs from individuals defined as such
first occurred at Massachusetts General Hospital in the
early 1960s, when a liver was harvested from a patient
whose heart was beating despite central nervous system
failure. This seminal event led to the development of a new
concept; death was defined when cessation of brain function
occurred, rather than the cessation of circulation. Thus, brain
dead donors with stable blood pressure and the absence of
comorbid disease could serve as potential organ donors.
Improvements in the ability to preserve and transport organs
dramatically increased organ availability, necessitating a
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centralized system to facilitate procurement and allocation of
organs to individuals waiting for transplantation. This was
initially provided by SEOPF (the Southeast Organ Procure-
ment Foundation), founded in 1968, from which UNOS (the
United Network for Organ Sharing) arose. At present, UNOS
operates the OPTN (Organ Procurement and Transplanta-
tion Network), providing a centralized agency that facilitates
recovery and transportation of organs for transplantation,
and appropriately matches donors and recipient.

LIVER TRANSPLANTATION: INITIAL RESULTS

The first reported liver transplantation occurred in 1955, in
the laboratory of Dr. Stuart Welch (1). In a dog model, an
‘‘auxiliary’’ liver was transplanted into the abdominal cavity,
leaving the native liver in situ. Between 1956 and 1960,
various investigators initiated experiments in different animal
models whereby ‘‘orthotopic’’ liver transplantation was per-
formed, achieved by removal of the native liver and implanta-
tion of a ‘‘new’’ liver in its place, requiring anastamoses of the
donor and recipient hepatic vein and artery, bile duct, and
portal vein (see Fig. 1). These initial attempts at liver trans-
plantation refined the surgical procedure, however, graft dys-
function and death of the animals occurred quickly, due to
ineffective immunosuppression and eventual rejection of the
liver mediated by the animal’s immune system (2).

The first human liver transplants were performed by
Dr. Thomas Starzl in 1963, at the University of Colorado
(3). These early attempts at transplantation highlighted
the difficulties associated with extensive abdominal sur-
gery in desperately ill patients, and were associated with
poor outcomes, largely due to technical difficulties and the
inability to effectively prevent rejection. Similar negative
experiences at other centers led to a worldwide moratorium
on liver transplantation. However, a major breakthrough
in the ability to prevent rejection and prolong the survival
of the transplanted liver occurred following the availability
of Cyclosporine in 1972 (described below). With continued
refinement of the surgical techniques required to perform
liver transplantation, combined with the ability to minimize

organ rejection, posttransplant outcomes improved signifi-
cantly. From 1963 to 1979, 170 patients underwent liver
transplantation at the University of Colorado; 56 survived
for 1 year, 25 for 13–22 years, and several remain alive today
30 years after their surgery. Continued improvement in
posttransplantation outcomes were achieved, and thus, in
1983, the National Institutes of Health (NIH) established
that liver transplantation was no longer considered an
‘‘experimental’’ procedure, rather, as definitive therapy for
appropriately selected patients with end-stage liver disease.
Additional advances in immunosuppression (reviewed below)
including the discovery of polyclonal and monoclonal anti-
bodies to T-cells or their receptors, and other agents such as
Tacrolimus, Mycophenolate Mofetil, and Sirolimus have
further improved outcomes.

INDICATIONS FOR LIVER TRANSPLANTATION

Liver transplantation is an accepted therapeutic modality for
complications of chronic liver disease, or acute liver failure. In
general, liver transplantation is recommended when a
patient with end stage liver disease manifests signs and
symptoms of hepatic decompensation, not controlled by alter-
native therapeutic measures. This is evidenced by

1. Esophageal and/or gastric variceal bleeding, or
bleeding from portal hypertensive gastropathy.

2. Hepatic encephalopathy.

3. Spontaneous bacterial peritonitis.

4. Significant ascites.

5. Coagulopathy.

Patients with liver disease complicated by early stage
hepatocellular carcinoma (HCC), often defined as either a
single lesion <5 cm or not more than three lesions, each <3
cm are also considered candidates for liver transplantation
irrespective of evidence of concomitant hepatic decompen-
sation (4).

If a patient meets these initial criteria, further require-
ments must be realized. It is generally accepted that liver
transplantation is indicated if the patient is not moribund
and the transplant is likely to prolong life with a > 50%
chance of 5-year survival. Furthermore, it is anticipated
that the transplant will restore the patient to a range of
physical and social function suitable for the activities of
daily living. Patients who are suitable candidates should
not have comorbid disease with involvement of another
major organ system, which would preclude surgery or
indicate a poor potential for rehabilitation.

Transplant candidates undergo a thorough psychological
assessment prior to liver transplantation. Adequate family
and social support must be demonstrated to ensure adher-
ence to the difficult long-term medical regimen that will be
required posttransplant. In addition, if a history of substance
abuse is present, most transplantation programs require that
the patient complete at least 6 months of documented reha-
bilitation with displayed freedom from alcohol and/or drug
recidivism. ‘‘Psycho-social’’ assessment is usually performed
by several individuals, including a Psychiatrist or Psycholo-
gist and an experienced social worker. In addition, living
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donor liver transplantation (LDLT), discussed in greater
detail below, requires a detailed psychosocial assessment of
both recipient and potential donor. In most transplantation
centers, an independent donor advocate team consisting of a
social worker, internist, and surgeon who are independent of
the team evaluating the recipient performs the difficult task
of educating a potential donor regarding the risks and ben-
efits of LDLT, assessing motivation to be a donor, and
determining if coercion is present.

Another indication for liver transplantation is fulmi-
nant hepatic failure, defined as hepatic encephalopathy
(confusion) arising in the setting of massive liver injury in a
patient without preexisting liver disease. This condition is
rapidly fatal unless recovery of hepatic function occurs
spontaneously, and thus, emergent liver transplantation
may be required. Conditions associated with fulminant
hepatic are listed in Table 1.

ETIOLOGY OF LIVER DISEASES REQUIRING LIVER
TRANSPLANTATION

Diseases associated with hepatic dysfunction in adults and
childrenareoutlined inTables2and3, respectively. Ingeneral,
any disease process in adults or children that induces either
acute or chronic hepatocellular, biliary, or vascular injury may
necessitate liver transplantation. The indications for liver
transplantation in children are identical to those in adults, that
is, liver transplantation is indicated in the presence of progres-
sive liver disease in patients who fail medical management.

Manyof thediseaseprocesses inadults that induce liver failure
are recapitulated in children. However, specific disease states
seen in children including metabolic diseases and congenital
biliary anomalies represent additional indications for liver
transplant. Moreover, liver transplantation is indicated in
infants and children if the transplant will prevent or attenuate
derangements in cognition, growth, and nutrition. Therefore,
children should be considered for liver transplantation when
there is evidence that hepatic decompensation is either una-
voidable(basedonknowledgeofthehistoryofthediseaseitself),
imminent, or has already occurred. The clinical scenarios that
determine when liver transplantation is required in children
can include one or more of the following:

1. Intractable cholestasis.

2. Portal hypertension with or without variceal bleeding.

3. Multiple episodes of ascending cholangitis.

4. Failure of synthetic function (coagulopathy, low
serum albumin, low cholesterol).

5. Failure to thrive or achieve normal growth, and/or
the presence of cognitive impairment due to meta-
bolic derangements, and malnutrition.

6. Intractable ascites.

7. Encephalopathy.

8. Unacceptable quality of life including failure to be
able to attend school, intractable pruritis.

9. Metabolic defects for which liver transplantation
will reverse life-threatening illness and/or prevent
irreversible central nervous system damage.
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Table 1. Diseases Associated with Fulminant Hepatic
Failure

Viral Infection
Frequent Hepatitis A, B, D, E, Hepatitis Non A-G

Rare Hepatitis C
Cytomegalovirus
Epstein Barr virus
Herpes simplex virus

Metabolic Acute fatty liver of pregnancy
Reye’s SX

Toxin, Drugs Acetaminophen
Nsaid’s
CCL4
Isoniazid
Sodium valproate
Methyl DOPA
Tetracycline
Halothane
Amanita phalloides (mushroom poisoning)
Yellow Phosphorus
‘‘Herbal Medication’’

Drug Combos Acetaminophen and ETOH
Acetaminophen and barbiturates,

isoniazid trimethoprim, and
sulamethoxazole amoxicillin
and clavulinic acid

Ischemic Hepatic artery thrombosis
Budd-Chiari Syndrome
Right ventricular failure, cardiac

tamponade shock
Miscellaneous Hyperthermia

Hellp SX

Table 2. Indications for Liver Transplantation

Diseases Effecting Hepatic Parenchyma
Viral hepatitis with cirrhosis (Hepatitis B with or without

Delta Virus, Hepatitis C, Non A-E hepatitis)
Autoimmune hepatitis
Alcoholic cirrhosis
Metabolic disorders (Wilson’s disease, hemochromatosis, alpha 1

Antitrypsin, Tyrosinemia, protoporphyria, Cystic fibrosis,
familial amyloidosis, Neiman-Pick disease)

Fulminant hepatic failure due to any cause
Drug induced liver disease

Diseases Effecting Biliary System
Primary and secondary biliary cirrhosis
Sclerosing cholangitis
Caroli’s disease
Relapsing cholangiohepatitis
Choledochal cysts with obstruction and bilary cirrhosis

Hepatic Neoplasia/Malignancies
Patients with nonmetastatic primary hepatocellular carcinoma,

with;
A single tumor not > 5 cm
No more than three lesions with the largest lesion < 3 cm
No thrombosis of the portal or hepatic vein

Hemangioendothelioma (confined to the liver)
Neuro endocrine tumors with hepatic involvement
Large hepatic Hemangioma

Miscellaneous Causes
Hepatic vein thrombosis (Budd-Chiari syndrome)
Portal vein thrombosis
Hepatic artery thrombosis
Trauma



10. Life threatening complications of stable liver dis-
ease (e.g., hepatopulmonary syndrome).

CONTRAINDICATIONS TO LIVER TRANSPLANTATION
(ADULTS AND CHILDREN)

At present, ‘‘absolute exclusion’’ criteria for liver trans-
plantation are evolving. In general, patients with advanced
cardiac or pulmonary disease, severe pulmonary hyper-
tension, active substance abuse, coma with evidence of
irreversible central nervous system injury, sepsis, or
uncorrectable congenital abnormalities that are severe
and life threatening are not transplant candidates. In
addition, individuals with evidence of extrahepatic malig-
nancy do not meet criteria for transplantation, unless the
patient meets standard oncologic criteria for ‘‘cure’’. ‘‘Rela-
tive’’ exclusion criteria include renal insufficiency when
renal transplantation is not feasible, prolonged respiratory
failure requiring > 50% oxygen, advanced malnutrition,
primary biliary malignancy, inability to understand the
risk/benefits of the procedure, and inability to comply with
medications and conform to follow-up regimens. Recent
data indicates successful outcomes in HIV infected patients
who undergo liver transplantation, a population formerly
considered noncandidates for the procedure. However,
initial enthusiasm regarding successful transplantation out-

comes must be restrained by evidence that HCV recurrence
in HIV–HCV coinfected patients may be problematic (5).

RECIPIENT CHARACTERISTICS AND PRIORITIZATION FOR
TRANSPLANTATION

Given the relatively stable number of available donor
organs in the setting of a rapidly expanding pool of poten-
tial recipients, the timing of transplantation is critical.
Liver transplantation in a stable patient who is anticipated
to do well for many years while waiting for an available
organ may not be appropriate, while liver transplantation
in a moribund patient with a low probability of posttrans-
plantation survival is similarly inappropriate. Prior to
1997, prioritization for liver transplantation was based
on the location where patients received their care (i.e.,
home, hospital, intensive care unit) and waiting time on
the transplant list. In 2002, several policies were instituted
by UNOS in an attempt to produce a more equitable organ
allocation scheme. Waiting time and whether the patient
was hospitalized were eliminated as determinants of prior-
itization of organ allocation. The ‘‘MELD’’ score (Model for
End Stage Liver Disease) a logarithmic numerical score
based on the candidate’s renal function (creatinine), total
bilirubin, and INR (international normalized ratio for pro-
thrombin time) has been shown to be the best predictor of
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Table 3. Additional Indications for Liver Transplantation in Infants and Children

Cholestatic Liver Disease
Obstructive: Biliary Atresia (most common indication for liver transplantation in children)
Intrahepatic: Alagille’s Syndrome, Bylers disease, familial cholestatic symptoms

Other
Congenital hepatic fibrosis
Metabolic Diseases

Disease Defect Inheritance Comments

Alpha 1 antitrypsin Decreased serum A1AT Codominant May reverse both liver and lung disease
Wilsons’s Disease Decreased Ceruloplasmin Autosomal

Recessive (AR)
Tyrosinemia Fumarylacetoacetate hyrolase AR Transplant in fulminant liver failure,

or to prevent hepatic neoplasia
Urea cycle defects Example: ornithine

transcarbamylase
x-linked

dominant
Prevent CNS injury

Arginosuccinate synthetase AR
Galactosemia Galactose phosphate uridyl transferase AR Prevent development of cirrhosis and Hepatoma
Glycogen storage Diseases Glucose 6 phosphatase AR Consider transplant if dietary management not

successful
Type 1A

Type IV
Brancher enzyme

Familial
hypercholesteroloemia

Type 2 A-LDL receptor deficiency AR Avoids ASHD

Gaucher’s Disease Glucocerebrosidase AR May need combined liver/bone marrow t-plant
Nieman-Pick disease Sphingomyelinase AR
Crigler-Najjar type 1 Uridine diphosphate glucoronly

transferase
AR prevents fatal Kernicterus

Cystic fibrosis Chloride ion transfer gene AR May need combined liver/lung transplant
Hyperoxaluria type 1 Alanine glyoxalate aminotransferase AR Usually requires combined liver/kidney
Neonatal Fe storage Unknown Varies Transplant as infant
Hemophilia A and B Factor VIII/IX x-linked Transplant indication varies (?iron overload,

factor inhibitor present)
Disorders of bile acid

synthesis (Bylers disease)
Unknown Varies Transplant indicated if associated with end stage

liver disease



mortality among cirrhotic patients, including those on the
transplant waiting list. It was therefore adopted by UNOS
as a mechanism to prioritize waiting list candidates.
MELD had been validated as a predictor of 3-month sur-
vival in diverse groups of patients with various etiologies
and manifestations of liver disease (6). Presently, a
patient’s position on the liver transplantation waiting list
is now determined by their MELD score; patients with
highest MELD scores are ranked highest on the list.
Prospective analysis of the impact of MELD indicates
improvement in both the rate of transplantation, pretrans-
plantation mortality, and short-term posttransplantation
mortality rates (7). However, retrospective analysis has
suggested that posttransplantation survival may be
reduced in patients with very high pretransplantation
MELD score, particularly in Hepatitis C infected patients
(8). Conversely, MELD score effectively delineates when a
patient is ‘‘too well’’ for transplantation. A recent review
indicates that posttransplantation survival in patients
transplanted with a MELD score of <15 is lower than a
nontransplanted cohort with similar MELD score (9).
Thus, it is clear that careful recipient selection, with
attention to pressor and ventilatory requirements, need
for dialysis, age, and MELD score are important factors in
selecting appropriate candidates for liver transplantation.

LIVER TRANSPLANTATION: SOURCE OF ORGANS

At present, there are three potential types of organ donors
specific to liver transplantation, identified as deceased, liv-
ing, or non-heart beating. Deceased donors (DD) comprise
the majority of liver donors. Either by self-identification
while living, or after discussion with ‘‘next of kin’’ when
donor brain death has been declared, individuals are
acknowledged as potential organ donors. Recent data from
UNOS indicate that 1- and 3-year patient survival in reci-
pients of DD liver transplant is 81 and 71%, respectively
(10). However, despite efforts to maximize utilization of
organs acquired from DD including the use of older donors,
steatotic (fatty) livers, and livers infected with Hepatitis C
or B, a growing disparity exists between the number of
available livers and the number of individuals waiting
for transplantation. This critical shortage of organs has
resulted in both an increase in the waiting time for liver
transplantation and death rate among patients on the
waiting list. In response, the modalities of adult-to-child
and adult-to-adult LDLT have emerged as alternatives to
deceased donor liver transplantation (11,12). Adult-to-child
LDLT usually involves the removal of the left lateral seg-
ment of the liver (�20% of hepatic mass) from an adult donor
for implantation into a child, while adult to adult living
donor liver transplantation requires that the larger, right
lobe of the liver (which accounts for �50–60% of the hepatic
mass) be removed from the donor to ensure adequate hepa-
tic mass in the recipient. Rapid regeneration of the liver
remnant in the donor and the partial allograft transplanted
into the recipient occurs, to the extent that appropriate liver
volume is restored within 1–2 months in both donor and
recipient following surgery. Since most pediatric LDLT
recipients are <2-years old, they receive a liver graft of

adequate or even excessive size, and thus liver insufficiency
due to the receipt of inadequate liver mass is rare. In
contradistinction, as the recipient of an adult-to-adult living
donor liver transplantation receives a graft that must over
time grow to an appropriate volume, selection of recipients
best able to tolerate transplantation of a ‘‘partial’’ graft is
necessary. In appropriately selected pediatric and adult
recipients, 1- and 3-year graft and patient survival in indi-
viduals who undergo LDLT is similar or superior to DD (10).
However, when comparing postoperative complications in
recipients of DD versus LDLT, recipients of LDLT have a
greater rate of biliary complications including bile leaks and
biliary strictures, which occur in 15–32% of patients (13). In
addition, the ‘‘small-for-size syndrome’’ manifested as pro-
longed posttransplantation cholestasis with or without por-
tal hypertension may occur following LDLT, if the graft is of
inadequate size (14). Fortunately, the majority of patients
who experience this syndrome recover without the require-
ment of retransplantation.

Recently, significant interest in the utilization of ‘‘non-
heart beating’’ donors (donation after cardiac death,
DACD) as a potential modality to further increase the pool
of available organs has emerged. In contrast to DD who are
declared brain dead, DACD are critically ill patients who
are not brain dead, but have no expectation of recovery and
who based on their own prior wishes or families request are
removed from life support. Following cardiac arrest and
declaration of death, organs are harvested. There are two
types of DACD, ‘‘controlled’’ and ‘‘uncontrolled’’. In the
controlled DACD (Maastricht category 3 ‘‘death antici-
pated’’) the patient is removed from life support and death
occurs in the operating room. Once death has been
declared, organs deemed suitable for transplantation are
rapidly perfused with preservation solution and removed
surgically. The uncontrolled DACD (Maastricht category
1 and 2 ‘‘death not anticipated’’) is declared dead after
cardiac arrest, rushed to the operating room, and organs
are harvested. Uncontrolled DACD are usually not uti-
lized for liver transplantation due to the high rate of
primary nonfunction (defined below), usually due to pro-
longed ischemia of the graft. When utilizing controlled
DACD for transplantation, emerging data indicates that
recipient and graft survival are diminished when com-
pared to deceased and living donor liver transplantation
with a higher incidence of primary nonfunction, biliary
injury, and requirement for retransplantation. However,
several centers have reported acceptable outcomes when
utilizing controlled DACD organs, particularly those without
significant ischemia in well-selected recipients (15).

Finally, ‘‘domino’’ transplantation is an option for
patients afflicted with familial amyloidotic polyneuropathy
(FAP). Familial amyloidotic polyneuropathy is a fatal dis-
ease caused by an abnormal amyloidogenic transthyretin
(TTR) variant generated by the liver. Liver transplantation
in these patients removes the source of the variant TTR
molecule, and represents the only known curative treat-
ment. As no intrinsic liver disease exists in patients
affected by FAP, the liver explanted from a patient with
FAP may be transplanted into another patient, thus,
allowing ‘‘domino’’ transplantation. Survival in both reci-
pients of FAP livers and transplanted FAP patients has
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been reported to be excellent and comparable to survival
with OLT performed for other chronic liver disorders (16).

POSTTRANSPLANTATION MANAGEMENT

The complex nature of the surgical procedure utilized to both
explant (remove) the diseased, cirrhotic liver and implant
(transplant) the new allograft into the recipient make it
intuitive that the majority of the early complications fol-
lowing liver transplantation are technical and related to the
surgical procedure itself. However, following the first post-
operative days, and as patients progress to the first month
posttransplantation and beyond, the nature and variety of
complications change. Early complications (within the first
2 months) and late complications (beyond 2 months) may
negatively affect patient and graft survival (Table 4). Com-
plications specific to the surgical procedure and those that
directly affect the transplanted organ are discussed below.

EARLY COMPLICATIONS

Primary Nonfunction and Early Graft Dysfunction

A major threat to the newly transplanted liver is primary
graft nonfunction (PNF). This syndrome defined as acido-
sis, rising INR, progressive elevation in liver transami-
nases and creatinine, and decreases in mentation occurs
when the newly transplanted liver allograft fails to func-
tion normally. The mechanisms responsible for this phe-
nomenon are complex, and relate to donor factors,

inadequate preservation of the liver, prolonged ischemia,
extensive steatosis of the graft, hepatic artery thrombosis
(see below) or immune response to the implanted organ
(17). In the setting of PNF, a rapid assessment of hepatic
artery flow needs to occur, as immediate surgical repair of a
thrombosed hepatic artery may reverse PNF. In the
absence of hepatic artery thrombosis, emergent retrans-
plantation is required for PNF.

In contrast to PNF, early graft dysfunction (EGD) is
manifested by an early rise in serum transaminases to values
> 2000–3000 IU/L, cholestasis with rising Bilirubin levels,
without marked coagulopathy or impairment in mental sta-
tus and renal function. EGD may occur in the setting of
ischemic injury or steatosis in the graft, and typically occurs
within the first 24–48 h after the transplant. Unlike PNF, the
manifestations of EGD usually improve with supportive care,
and emergency retransplantation is not necessary.

Hepatic Artery Thrombosis

A potentially devastating posttransplantation complica-
tion is hepatic artery thrombosis (HAT). Hepatic artery
thrombosis occurs more commonly in pediatric transplant
recipients compared to adults due to the technical diffi-
culties associated with the anastomosis of smaller size
vessels. In HAT, the immediate postoperative period may
be associated with graft failure, elevation in serum liver
transaminases, bile leak, hepatic necrosis, and sepsis.
Since the blood supply to the biliary tree in the early
posttransplant period is principally from the hepatic
artery, HAT is frequently associated with irreversible
injury to the biliary tract (18). Thus, HAT in the first 7
days after liver transplantation is an indication for emer-
gent artery repair or retransplantation.

Due to the potentially devastating consequences of HAT,
most transplant centers screen for this complication with
duplex-ultrasound (US) in the immediate posttransplant per-
iod. If duplex-US suggests HAT, angiography is usually
performed to confirm the diagnosis, and if present, surgical
revision of the hepatic artery is required. If surgical repair
cannot be achieved, liver retransplantation may be necessary.

PORTAL AND HEPATIC VEIN THROMBOSIS

Though less common than HAT, thrombosis of the portal
and/or hepatic veins in the immediate posttransplant per-
iod can also adversely affect patient and graft survival.
Acute ‘‘Budd-Chiari’’ syndrome due to hepatic vein or vena
cava thrombosis is associated with abdominal pain, per-
ipheral edema, and the threat of graft failure, as hepatic
congestion in the newly transplanted liver is poorly toler-
ated. In this circumstance, emergency thrombectomy and
surgical revision is required. Acute portal vein occlusion
may be associated with exacerbation of preexisting portal
hypertension, associated with gastrointestinal bleeding
from porto-systemic collateral vessels such as esophageal
and gastric varices. Acute portal vein thrombosis is man-
aged by surgical repair, while chronic portal vein throm-
bosis may be well tolerated. A potential alternative to
surgical repair for both hepatic and portal vein stenosis
or occlusion is thrombolysis and/or the placement of
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Table 4. Early and Late Complications Following Liver
Transplantation

Early
Graft Specific

Primary nonfunction
Early graft dysfunction
Hepatic artery thrombosis
Hepatic and portal vein thrombosis
Preservation injuryBiliary complications: bile leak, biliary
stenosis
Acute cellular rejection

Other
Bacterial and fungal infection
CMV infection
Recurrent Hepatitis B and C

Late
Graft Specific

Chronic rejection
Recurrence of primary disease

Other
Hypertension
Hyperlipidemia
Diabetes
Obesity
Cardiac disease
Renal dysfunction
Fungal infection (Cryptococcus, Aspergillus)
CMV
Posttransplant lymphoproliferative disorder
Nonhepatic malignancy: i.e., skin cancer



endovascular stents by an experienced interventional radi-
ologist (19).

ACUTE CELLULAR REJECTION

Rejection of any transplanted organ is a constant threat, as
immunologic recognition of the graft as ‘‘foreign’’ may be
associated with injury. However, compared to other
organs, liver allografts are relatively privileged immuno-
logically, and thus, the incidence and consequences of
acute cellular rejection (ACR) are diminished when com-
pared to other solid organs utilized for transplantation.
The reported incidence of ACR within the first posttrans-
plant year is 30–50%, in most cases, usually occurring
within the first 2–3 weeks postoperatively. The clinical
presentation is variable; ACR may be asymptomatic, or
associated with fever or abdominal pain. Laboratory find-
ings include elevation or failure of normalization of serum
transaminases, usually in association with a rising alka-
line phosphatase and/or bilirubin. The diagnosis of acute
liver graft rejection is confirmed by liver biopsy and exam-
ination of liver histology (20). Conventional histologic
criteria associated with ACR include the presence of peri-
portal lymphocytic infiltrate, as well as bile duct and
hepatic vascular endothelial cell injury. Most cases of
ACR respond to treatment with intravenous bolus gluco-
corticoids. Approximately 10% of patients with ACR will
not improve with intravenous glucocorticoids, requiring
the administration of monoclonal or polyclonal anti-T cell
antibodies (reviewed below). Mild and moderate ACR may
also respond to either increasing the dose of the primary
immunosuppressive agent, or switching to an alternate
calcineurin inhibitor. This approach has been used with
increasing frequency, particularly in patients transplanted
for HCV and HBV due to concerns regarding the negative
impact of over-immunosuppression on viral recurrence.

BILIARY COMPLICATIONS

Bile leaks and strictures generally occur at the anastomo-
sis of the donor and recipient bile ducts, recognized by a rise
in serum bilirubin and/or alkaline phosphatase or by the
presence of bile in surgical drains in the immediate post-
transplantation period. The incidence of biliary complica-
tions is between 5 and 15% following deceased donor liver
transplantation. However, between 15 and 30% of patients
who undergo living donor liver transplantation develop
biliary complications, due to the complexity of the biliary
reconstruction required (21). In both deceased and living
donor recipients, the majority of bile leaks resolve sponta-
neously without the need for reoperation. As previously
stated, the biliary tree receives the vast majority of its
blood supply from the hepatic artery, and thus, the ade-
quacy of hepatic artery blood flow needs to be evaluated in
the setting of any biliary injury. If spontaneous resolution
of the bile leak does not occur, endoscopic or radiologic
placement of a biliary stent across the biliary anastamoses
is often successful (22). In some cases, surgical exploration
and revision of the biliary anastamoses with a Roux-en-Y
choledochojejunostomy may be required.

Anastamotic biliary strictures require careful attention,
as if left untreated, cholangitis, graft dysfunction, and
eventually secondary biliary cirrhosis may occur. Techni-
ques for management include dilatation and stenting via
biliary endoscopy or percutaneous transhepatic cholangio-
gram by an interventional radiologist. If these modalities
are unsuccessful, surgical revision of the biliary anasta-
mosis with a Roux-en-Y choledochojejunostomy may be
required. In rare cases with diffuse stricturing, retrans-
plantation may be necessary.

ISCHEMIC AND PRESERVATION INJURY

The newly transplanted liver is always subjected to some
degree of ischemic injury (23). Cold (or hypothermic) ische-
mia is unavoidable, as it occurs prior to transplantation
while the liver is cooled in preservation solution, awaiting
implantation. Warm (normothermic) ischemia occurs dur-
ing the transplantation procedure itself, when hepatic
blood flow is interrupted to minimize blood loss during
transplantation, or when the formerly ‘‘cooled’’ liver is
subjected to body temperature during transplantation.
Cold ischemia is usually well tolerated, while in contrast,
warm ischemia often leads to death of hepatocytes, with
resultant elevation in serum transaminases, apoptosis and
centrilobular necrosis. In the setting of significant warm
ischemia, graft failure may result. Several investigators
have noted improvement in ischemic injury and enhanced
graft and patient outcomes by employing a technique
described as ‘‘ischemic preconditioning’’ defined as a brief
period of controlled ischemia followed by a short interval of
reperfusion before the actual surgical procedure (24). This
is accomplished during liver transplantation by transiently
interrupting hepatic inflow by placing a vascular clamp or
a loop around the portal triad (i.e., portal vein, hepatic
artery, and bile duct), rendering the whole organ ischemic
for 10–15 min, after which the clamp is removed and the
liver is reperfused. This technique may be of particular
benefit in organs with significant steatosis.

Complications Beyond Two Months

Progress in the surgical techniques required to perform
transplantation, the treatment of postoperative complica-
tions and prevention of rejection have been associated with
significant improvements in short-term morbidity and mor-
tality following transplantation. Coincident with improve-
ments in short-term outcomes has been a rise in long-term
complications. These complications, including side effects of
chronic immunosuppression, neoplasia, and infections are
discussed in detail elsewhere. Long-term complications that
affect the transplanted liver are discussed below.

CHRONIC REJECTION

Chronic allograft rejection or ‘‘vanishing bile duct syn-
drome’’ is rare, but in contradistinction to acute cellular
rejection, a much more difficult to treat complication.
Diagnostic criteria for chronic rejection include bile duct
atrophy affecting the majority of bile ducts, with or with-
out bile duct loss. Arterial and venous injury affecting the
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large branches of the hepatic artery or portal vein (foamy
arteriopathy) may also be present (24). Risk factors for
chronic liver rejection include transplantation for pri-
mary sclerosing cholangitis, primary biliary cirrhosis,
HLA mismatch between donor and recipient, and cytome-
galovirus infection. Chronic rejection is usually a harbinger
of poor outcomes, often resulting in the requirement for
retransplantation; altering immunosuppression is rarely
associated with improvement.

Recurrence of Primary Disease Following Liver
Transplantation

A major challenge to the liver transplant community is recur-
rence of the primary disease that caused the patients native
liver to fail. Diseases that do not recur following liver trans-
plantation include congenital anatomic anomalies (e.g., biliary
atresia, polycystic liver disease, Caroli’s disease, Alagilles
syndrome, congenital hepatic fibrosis) and metabolic diseases
of the liver (e.g., Wilson’s disease, alpha 1 antitrypsin defi-
ciency). However, all other causes of liver disease including
primary biliary cirrhosis, primary sclerosing cholangitis, auto-
immune hepatitis, nonalcoholic fatty liver disease, hemochro-
matosis and alcohol related liver disease have been reported to
recur after liver transplantation. In some cases, recurrent
disease may lead to significant liver injury with resultant
graft failure (26–30). Disease processes most commonly asso-
ciated with recurrence include viral hepatitis B (HBV) and C
(HCV). The recurrence of HBV is associated with uniformly
poor outcomes with graft failure and death. Fortunately,
recurrence of HBV after liver transplantation can be pre-
vented by administering hepatitis B immune globulin (HBIG)
at the time of transplantation and at regular intervals there-
after, with or without the use of antiviral agents such as
Lamivudine and Adefovir. In contradisctinction to HBV,
HCV recurrence following liver transplantation remains a
significant source of morbidity and mortality, with negative
impact on post-transplantation outcomes. In patients with
active HCV replication prior to transplantation, reacquisition
of viremia following transplantation is universal, and histo-
logic injury due to HCV occurs in up to 90% of patients
followed for 5 years (31). Although histologic injury in the
allograft due to HCV is exceedingly common, disease pro-
gression after the development of hepatitis is variable, with
some patients experiencing indolent disease and others
rapidly progressing to cirrhosis and liver failure. In patients
that develop HCV associated cirrhosis posttransplantation,
up to 42% will experience decompensation manifested as
ascites, encephalopathy, or hepatic hydrothorax, and <50%
of patients survive > 1 year after the development of decom-
pensation (32). It is important to contrast the natural his-
tory of HCV before and after transplant; prospective and
retrospective data are emerging which indicate that the
progression of HCV following liver transplantation is
accelerated when compared to the nonimmunosuppressed
pretransplant patient population.

Whether HCV recurrence is more severe in recipients of
LDLT than in DD recipients is controversial. Although
several recent reports indicate that HCV recurrence may
be more problematic in recipients of LDLT when compared
to DD (33), particularly the cholestatic variant of HCV (34),

other authors have noted no differences in outcomes in
HCV infected patients who undergo LDLT when compared
to DD (35,36). At present, both the optimal timing for
transplant in HCV patients and the therapy for recurrent
HCV following liver transplantation are incompletely
described. Theoretically, eradication of HCV prior to liver
transplantation in patients with decompensated liver dis-
ease would be beneficial, although in practice, this strategy
has been marred by exacerbation of encephalopathy, infec-
tions, and other serious adverse events, particularly in
patients treated with high dose Interferon and ribavirin
(37). A novel approach including initiating therapy with
low dose interferon (including Pegylated interferon pre-
parations) and ribavirin with slow escalation in dose may
be associated with improved tolerability and efficacy (38).
Following liver transplantation, both preemptive therapy
prior to the development of histologic injury and directed
therapy after the onset of liver injury have been attempted
with varying degrees of success. It is important to note,
however, that posttransplantation, tolerability of inter-
feron preparations, and ribavirin is suboptimal. Significant
leucopenia and anemia are common, likely due to drug
induced bone marrow suppression and renal insufficiency
potentiating ribavirin induced hemolysis (39).

Immunosuppressive Medications

A cornerstone to posttransplantation management is the abil-
ity to prevent or attenuate immunologic rejection of
the transplanted graft, which when left untreated, can be
associated with graft failure. From a conceptual standpoint,
understanding how recognition of the newly engrafted liver as
‘‘foreign’’ occurs, how to modulate immune mediated injury,
and at the same time prevent ‘‘overimmunosuppression’’
are critical to achieve optimal post transplantation out-
comes. The various immunosuppressive medications and
their mechanism of action currently utilized in liver trans-
plant recipients are listed in Table 5. Unfortunately, all
immunosuppressive therapy is associated with undesired
effects, with the potential for additive effects when agents
are combined. In general, most transplant centers utilize
three agents to prevent allograft rejection in the immediate
posttransplant period, utilizing a combination of a calci-
neurin inhibitor such as Cyclosporine (CYA) or Tacrolimus
(TAC), a second agent such as Mycophenolate mofetil (MMF)
or Azathioprine (AZA), and a glucocorticoid such as Predni-
sone. As patients achieve adequate liver function and free-
dom from rejection beyond 6-months posttransplantation,
satisfactory immunosuppression can be achieved in many
patients with monotherapy, usually with a calcineurin inhi-
bitor, although in patients who are at increased risk of
rejection such as those with autoimmune hepatitis, primary
biliary cirrhosis, or sclerosing cholangitis, long-term immu-
nosuppression is achieved with a combination of a calcineurin
inhibitor with either low dose MMF or Prednisone (40).

Corticosteroids

Corticosteroids achieve their desired immunosuppressive
affects by the suppression of leukocyte, macrophage, and
cytotoxic T-cell activity, and diminution of the effect of

LIVER TRANSPLANTATION 273



cytokines, prostaglandins, and leukotrienes. However, hyper-
tension, dyslipidemia, glucose intolerance, bone loss, peptic
ulcers and psychiatric disorders are often associated with
therapy. Therefore, a strategy to taper and discontinue gluco-
corticoids within the first 6 months–1 year following trans-
plantation while maintaining adequate levels of calcineurin
inhibitor is employed by many transplant centers. This tactic is
often altered in patients who undergo liver transplantation
secondary to an immunologic disorder such as autoimmune
hepatitis, primary biliary cirrhosis and sclerosing cholangitis
due to an enhanced risk of acute cellular rejection. In these
patients,eitherlong-termuseofcorticosteroidswithanattempt
to minimize doses is advocated, or chronic use of MMF or
AZA in combination with a calcineurin inhibitor is required.

T-Cell Depleting Agents

In the past, ‘‘induction therapy’’ with antilymphocyte
agents such as antilymphocyte globulin or antithymocyte

globulin or monoclonal antibody preparations such as
OKT3 was utilized immediately after liver transplantation
to rapidly induce an immune suppressed state via the rapid
destruction of the host’s T cells. However, due to significant
systemic side effects including fevers, allergic reactions,
serum sickness, and thrombocytopenia, the use of these
agents is now usually reserved for the treatment of gluco-
corticoid resistant rejection, or less commonly, in patients
with severe renal insufficiency in an attempt to delay the
use of either CYA or TAC, which may be associated with
worsening of renal function (41).

IL-2 Receptor Blockers

T-cell activation and proliferation following presentation of
a foreign antigen requires the induction of several cyto-
kines, including IL-2 (interleukin 2). Antibodies directed
against the interleukin (IL)-2 receptor are effective for
initial immunosuppression, as IL-2 receptor blockade
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Table 5. Immunosuppressive Agents

Agent Mechanism of Action Side Effects

Antilymphocyte
globulin

Antithymocyte
globulin

Depletes circulating lymphocytes Flu-like symptoms
Anaphylaxsis
Lymphoproliferative disorders

OKT3 Depletes circulating T cells Flu-like symptoms
Anaphylaxsis
Lymphoproliferative disorders

Basiliximab
Daclizumab

IL-2 receptor blockade Infections
Gastrointestinal distress
Pulmonary edema and
bronchospasm (rare)

Cyclosporine Inactivates calcineurin, decreases
IL2 production, Inhibits
T-cell activation

Hypertension
Renal insufficiency
Neuropathy
Hyperlipidemia
Gingival hyperplasia
HirsutismInsulin resistance

Prednisone Suppression of leukocyte, macrophage,
and cytotoxic T-cell activity
Decrease cytokines, prostoglandins,
and leukotrienes

Hypertension
Dyslipidemia
Glucose intolerance
Bone abnormalities
Peptic ulcers
Psychiatric disorders

Azathioprine Inhibits adenosine and guanine production
Inhibits DNA and RNA synthesis in rapidly
proliferating T cells

Leukopenia
Anemia
Thrombocytopenia
Pancreatitis

Tacrolimus Inactivates calcineurin, decreases IL2
production, Inhibits T-cell activation

Hypertension
Renal insufficiency
Insulin resistance
Neuropathy
Hyperlipidemia

Mycophenolate
mofetil

Inhibits of inosine monophosphate
dehydrogenase (IMPDH)
Prevents T- and B-cell proliferation

Leukopenia
Anemia
Thrombocytopenia
GI side effects

Sirolimus inhibiting mTOR (target of Rapamycin)
Prevents T-cell replication.

Hepatic artery thrombosis
Bone marrow suppression
Hyperlipidemia
Pneumonitis
Inhibits wound healing



down regulates IL-2 mediated T-cell proliferation. The IL-2
receptor antibodies such as Basiliximab and Daclizumab,
given intravenously at the time of transplant and during
the first posttransplantation week can reduce the incidence
of acute liver graft rejection when utilized in combination
with a calcineurin inhibitor, although these agents may not
be sufficient to prevent rejection when utilized alone. The
IL-2 receptor antibodies are generally well tolerated,
although side effects may include infections, gastrointest-
inal distress, and rarely, pulmonary edema and bronchos-
pasm. As these agents rarely induce renal dysfunction,
many transplant programs utilize IL-2 receptor antibodies
as ‘‘induction’’ therapy in individuals with renal insuffi-
ciency at the time of transplantation (42), in an attempt to
delay initiation or diminish dose of calcineurin inhibitors,
which may exacerbate renal insufficiency.

Calcineurin Inhibitors

IL-2 inhibition effectively suppresses T-Cell activation.
Cyclosporine and TAC achieve this by binding to cytoplas-
mic receptors, forming complexes which inactivate calci-
neurin, a key enzyme in T-cell signaling. The major side
effects of both CYA and TAC include hypertension, renal
insufficiency, and neurologic complications. However,
there is evidence to suggest that obesity, hyperlipidemia,
hirsutism, and gingival hyperplasia occur more commonly
in patients who receive CYA, while a higher rate of diar-
rhea, insulin resistance, and diabetes is seen in patients
who receive TAC. In response to inconsistent absorption of
standard Cyclosporine, the development of a microemulsi-
fied formulation of cyclosporine (e.g., Neoral) has allowed
consistent blood levels (43). Given their efficacy and oral
administration, calcineurin inhibitors have a central role
in posttransplant immunosuppression.

Safety and efficacy of calcineurin inhibitors is generally
assessed by monitoring blood levels drawn prior to the dose
(trough), although several investigators describe that blood
levels drawn 2 h after a dose of Cyclosporine (i.e., C2 levels)
rather than trough levels more accurately indicate exposure
to drug. At many transplantation centers, the definition of
appropriate target level of calcineurin inhibitor is linked to
the patients time posttransplantation; in general, higher
levels are required in the first several months postoperatively
while the threat of rejection is acute. The target levels for
calcineurin inhibitors can be appropriate adjusted downward
as patients achieve both normal liver function and freedom
from rejection months to years following surgery. In addi-
tion, a philosophy of minimizing exposure to high levels of
calcineurin inhibitors in HBV or HCV infected patients is
adopted by many transplant centers, due to the negative
impact of ‘‘overimmunosuppression’’ on viral replication
and disease recurrence.

Antiproliferative Agents

Antiproliferative agents such as AZA and MMF prevent
the expansion of activated T cells and B cells and regulate
immune mediated injury. Azathioprine, a purine analogue,
is metabolized in the liver to its active compound, 6-mer-
captopurine, which inhibits adenosine and guanine pro-
duction, thus inhibiting DNA and RNA synthesis in rapidly

proliferating T cells. Mycophenolate Mofetil is a potent
noncompetitive inhibitor of inosine monophosphate dehy-
drogenase (IMPDH), an enzyme necessary for the synth-
esis of guanine, a purine nucleotide. Mycophenolate
Mofetil, when used in combination with a calcineurin
inhibitor and steroids has been shown to be associated
with lower rejection rates in the first 6 months posttrans-
plantation when compared to AZA (44). The major toxi-
cities associated with the use of either MMF or AZA are
bone marrow suppression with resultant leukopenia, ane-
mia, and thrombocytopenia, though this is more marked
with AZA. Mycophenolate Mofetil has been associated with
a greater incidence of dyspepsia, peptic ulcers, and diar-
rhea when compared to AZA, while pancreatitis may occur
in individuals prescribed AZA. These side effects usually
abate by dose reduction or discontinuation. The majority of
transplant centers utilize a combination of a Calcineurin
inhibitor with either MMF or, less commonly, AZA for at
least the first 3–6 months posttransplantation. Since AZA
and MMF do not cause renal insufficiency, they can be
utilized in a strategy to minimize or avoid calcineurin inhi-
bitor use, particularly in patients with renal dysfunction.

Other Immunosuppressive Agents

The limitations and untoward effects of available immuno-
suppressive agents have induced research and development
of alternative agents. Sirolimus (Rapamycin) (RAPA) and its
derivative Everolimus represent a new class of compounds,
which achieve their immuosuppressive effect by inhibiting
mTOR (target of Rapamycin). Inhibition of mTOR dimini-
shes intracellular signaling distal to the IL-2 receptor and
prevents T-cell replication. As the lymphoproliferative path-
ways inhibited by RAPA and Everolimus are distinct from
those affected by calcineurin inhibitors, investigators have
utilized these agents in combination with calcineurin inhibi-
tors to achieve synergistic effect. However, enthusiasm for
RAPA has been tempered by recent data showing higher
rates of hepatic arterial thrombosis in patients who receive
RAPA in the weeks immediately following transplantation
(45). In addition, impaired wound healing has been noted in
patients who receive RAPA, potentially due to impairment of
granulation mediated by inhibition of TGF-b. Leukopenia,
thrombocytopenia, and hyperlipidemia are the principal toxi-
cities associated with RAPA and Everolimus. Recent reports
of pneumonitis in RAPA treated patients have also emerged.
A positive attribute of both RAPA and Everolimus is the
absence of renal toxicity; some data suggest that post trans-
plantation renal insufficiency can be reversed when calci-
neurin inhibitors are withdrawn and RAPA is initiated (46).
Newer immunosuppressive agents will continue to be devel-
oped; it is hoped that these agents will be associated with
diminished short- and long-term toxicity and facilitate a state
of ‘‘immune tolerance’’ of the graft that will ultimately allow
minimization of the requirement for immunosuppressive
medications.

SUMMARY

Liver transplantation is the treatment of choice for appro-
priately selected patients with end stage liver disease.
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Over the last several decades, significant advances in
surgical technique and immunosuppression, selection of
appropriate donors, grafts, and recipients, and improved
therapies to prevent and treat postoperative complications
have greatly improved posttransplantation outcomes.
Despite these impressive achievements, many challenges
remain. It is becoming increasingly apparent that the
growing disparity between the number of liver transplant
candidates and available organs will be associated with
escalating death rates on the transplant waiting list.
Enhanced posttransplantation survival has led to the
emergence of complications associated with patient long-
evity, including nonhepatic disease, complications of
immunosuppression, infections, neoplasia, and recurrence
of the primary disease for which the liver transplantation
was indicated. Further progress in liver transplantation
will be achieved by maximizing the use of available organs,
refinement and exploration of alternatives to deceased
donor liver transplantation, improvements in immunosup-
pression, and enhanced recognition and treatment of long-
term complications, particularly recurrent liver disease.
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LUNG SOUNDS

ROBERT G. LOUDON

RAYMOND L. H. MURPHY

INTRODUCTION

Medical devices and instrumentation have developed rapidly
in the last few decades, yet the first diagnostic medical
instrument, the stethoscope, is still the most widely used,
and it has changed only superficially in design and function.

The lungs, as we breathe, produce sounds that are
transmitted to the body surface and to the mouth. The
characteristics of these sounds convey information about
the sound-producing and -transmitting structures. This
information often has diagnostic value. Auscultation of the
lungs is therefore widely taught and practiced. Textbooks of
physical diagnosis present a body of information that has
been derived by careful workers since the introduction of
the stethoscope by R.T.H. Laennec in 1819. Much of that
information was indeed presented by Laennec himself in
his remarkable treatise, De l‘Auscultation Mediate(1,2).

In this article, the medical devices and instruments that
have been applied to the study of lung sounds, including
the traditional acoustic stethoscope are reviewed. This
survey will include sound transducers and their place-
ment, methods, and equipment used for the recording
and analysis of lung sounds, results obtained by the use
of these techniques, and their clinical meaning. Recent
work on this subject helps in the understanding of what
we hear with the stethoscope; some is aimed at answering
specific questions in physiology or pathology, and some is
designed to provide new diagnostic and monitoring tools.
Much of this work has been done in the past three decades,
reflecting the enormous increase in the availability and
quality of sound recording and processing techniques dur-
ing that period. Reviews of lung sounds (3–5) and the
success of the International Lung Sounds Association
and its annual meetings bear witness to the upsurge of
interest in the subject. Recommended standards for terms
and techniques used in computerized respiratory sound
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analysis (CORSA) have been prepared by a Task Force of
the European Respiratory Society and published in the
European Respiratory Review series (6). Better under-
standing of the meaning of current and future observations
promises a larger place in the future for clinical and
research applications.

THE STETHOSCOPE

The introduction of the stethoscope is an interesting story,
well described in a bicentenary appreciation of Laennec’s
birth (7). Laennec, a young physician practicing in Paris,
had occasionally found it useful to listen directly to a
patient’s chest, as had been done by physicians at least
since the time of Hippocrates. In 1816, he wished to listen to
an obese young lady’s heart, but was reluctant to do so. He
recollected (and this part of the story may be apocryphal)
having seen boys playing on a park bench, one listening to the
wooden bench at one end with his ear, and the other scratch-
ing the other end. Laennec’s own words were that ‘‘he
happened to recollect a simple and well know fact in acous-
tics, that sound could be transmitted through solid material
or along a tube. He rolled a quire of paper into a sort of
cylinder’’, placed one end over her heart, and listened at the
other end. He was ‘‘not a little surprised and pleased’’ to hear
the sounds more clearly in this ‘‘mediate’’ fashion than he had
ever been able to do by the immediate application of his ear
(2). Over the next 3 years he amassed an enormous amount of
information about the sounds heard over the chests of his
patients. As he did all of the autopsies at the Hopital Necker
in Paris where he worked, he could often relate these sounds
to the underlying pathology.

The first edition of Laennec’s book (1) cost 13 francs for
the two volumes; for an extra 2.50 francs, one received a
wooden stethoscope. This ‘‘cylinder’’ served its purpose
well. Modifications were introduced over the years, such
as earpieces, flexible tubing, binaural stethoscopes, and a
diaphragm on the chest piece. The relative merits of dia-
phragm and bell, the effect of the length and bore of the
tubing, and the convenience of different patterns have been
debated over the years, and the design of modern stetho-
scopes has been largely empirical, better models surviving
because of their popularity with auscultators. Some char-
acteristics that acousticians might think of as defects may
indeed be advantageous from the physician’s point of view.
Those using them tend to feel comfortable listening to
sounds with which they are familiar and may reject a
stethoscope that lets them hear too much.

The assessment of acoustical performance of stetho-
scopes is not as simple as it might seem, and approaches
to this problem have been described by several authors
(8–10). The value of the traditional stethoscope is in no way
reduced by the recent introduction of devices and instru-
ments that can record and analyze the sounds that we hear.
Rather, its value is increased. Appropriate use on new
medical devices and instrumentation adds science to art,
measurement to impression, and recordings to memory.
Better understanding of what lung sounds mean, and of
how much the simple stethoscope can tell us and how much
it cannot, will make the use of the simple stethoscope in

examining rooms or on clinical rounds more important
than ever.

SOUND TRANSDUCERS

Microphones transform mechanical energy to electrical
energy, in the sound frequency range. Mechanical move-
ment at the chest wall, resulting from the transmission of
vibrations representing lung sounds to the chest wall sur-
face, may be detected by any one of several devices. The
main categories are ceramic, condenser (capacitor), and
electret microphones. Ceramic microphones use a piezo-
electric ceramic element that produces voltage when it is
stressed. They tend to be stable and rugged and do not need
a bias voltage for operation. Condenser microphones of the
conventional type act as a variable capacitor that requires
a bias voltage. They have good sensitivity and frequency-
response characteristics. Electret microphones are a more
recent type; a permanent charge on the diaphragm and no
free electrostatic charge on its surface relieve the need
for a polarizing (bias) voltage and reduce sensitivity to
humidity.

Most microphones are designed to receive sound trans-
mitted through air. Air coupling has been used by several
investigators recording sounds from the surface of the
chest wall, or from the trachea, and it is not surprising
that stethoscope chest-pieces have been used for this pur-
pose. The sound transmitted through the air column in
stethoscope tubing can be applied to a microphone just as it
can to an auscultating eardrum. Direct mechanical cou-
pling of the transducer to the signal site (chest wall or
tracheal surface) is an alternative to air coupling.

Several authors have reviewed the relative advantages
and disadvantages of the various types of microphones as
lung sound transducers (11,12). Desirable characteristics
include sensitivity, rejection of ambient noise and surface
noise, appropriate frequency response, insensitivity to var-
iation in pressure of application, ease of attachment, rug-
gedness, and low price. Sensitivity is necessary because of
the low level of the sound signal. Vesicular breath sounds
will on occasion be virtually inaudible, for example, when
airflow rates at the mouth are <0.27 L/s (13).

It is not always possible to study lung sounds in ideal
circumstances, and rejection of ambient noise is important
for many applications. Microphone housing can be helpful
in this regard. Heart sounds are often of greater amplitude
than lung sounds and may obscure them. They can be made
less troublesome by the frequency response of the micro-
phone because heart sounds are in a lower frequency
range. Air coupling or inherent microphone characteristics
may help by increasing the high frequency response.
Microphone placement can also reduce the interference
from heart sounds, which are, of course, loudest over the
front of the chest, particularly in the left lower zone, and
are less obtrusive on the right side, especially at the base of
the right lung posteriorly. One method that has been
adopted to reduce contamination of lung sounds by the
heart sounds is to record the electrocardiogram simulta-
neously and to use some form of gating to delete segments
where the heart sounds are present (14). The periodicity of
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the heart sound makes this an attractive alternative for
some purposes. Muscle noise can also contaminate lung
sounds; again the frequency content of muscle noise is
considerably lower than that of lung sounds, and a micro-
phone that is insensitive to low frequency noise, or sub-
sequent filtration of the signal, can be helpful. Muscle noise
has the disadvantage of being timed with respiration
because it arises from respiratory muscle activity, and this
prevents it from being gated out on a time base. Most
investigators have found that the frequency range of most
interest in the recording and analysis of lung sounds lies
between 100 and 1000 Hz, well within the frequency range
of most microphones.

Surface noise is another important source of difficulty
that can arise in recording and interpreting lung sounds.
The movements associated with respiration make it easy
for the microphone to slide over the skin surface in phase
with respiration, producing sounds that are in phase with
respiration, may be in the same frequency range as lung
sounds, and may be very difficult to distinguish from
friction sounds such as a pleural friction rub. Surface noise
is more likely to arise when the microphone is mechanically
in contact with, but not firmly fixed to, the chest wall. Air
coupling may have advantages over mechanical coupling in
this respect, but not always if the chest piece is of the
diaphragm type commonly used in stethoscopes. Respira-
tory movement may also cause changes in the pressure
with which a microphone is applied to the chest wall; if the
microphone is strapped to the chest by a circumferential
band, pressure on the microphone will increase as inspira-
tion occurs and the chest diameter increases. Variation in
pressure of the microphone against the chest wall is liable
to alter the acoustic coupling, particularly if mechanical
coupling is used to transmit surface movement to the
sensitive microphone element. If the pressure exerted is
sufficient, the deformation of the sensitive element may
approach the limit of its range, damping the signal. Air-
coupled microphones are less sensitive to changes in pres-
sure of application, provided that the air chamber between
chest wall surface and microphone element is vented to
theoutside, usually by a small-bore needle; but too large a
vent may increase the amount of ambient sound recorded
(15).

For some purposes, the sound transducer is applied only
briefly at a specific site on the chest wall while a few
breaths are recorded. For monitoring purposes, attach-
ment of a sound recording device for a period of hours or
overnight may be necessary. Lightness and small bulk are
important in this type of application, and in some cases
two-sided adhesive tape or an adhesive patch similar to
that used for electrocardiograph electrodes is adequate for
attachment.

If chest wall surface movement is unimpeded, the vibra-
tions that correspond to the lung sound do not involve
actual mechanical displacement of the chest wall surface
by more than a few micrometers. A sensor applied to the
surface may measure displacement or, if it applies a load to
the chest wall surface, it may measure pressure rather
than displacement, or a combination of the two. Some
sound transducers measure acceleration rather than
actual physical displacement. In each case, the reaction

of the sensor to the signal being sensed will influence its
characteristics. Inertia, rigidity, or counterpressure by the
sensing element may cause distortion of the sound. Parti-
cularly in the case of accelerometers, the mass of the
sensing element will determine its frequency response
characteristics. It is not always clear what criteria are
used in making a decision about microphone type. The
human ear is remarkably good at separating out the dif-
ferent sounds that may be combined to form a mixed signal,
and often the final judgment may be made by listening to
replay of a recorded signal. The efficiency of a particular
sound system depends on the purpose for which it is
intended, but unless the signal is listened to with an
educated ear it is easy to be misled by, for example,
frequency components whose origin is not obvious from
inspection of a graphic or calculated spectrum.

RECORDING AND DISPLAY SYSTEMS

Those using devices and instruments to study lung sounds
will choose recording and display systems appropriate to
their purpose. Audio tape and strip-chart recorders have
now virtually all been replaced by computers or systems
designed or modified for the purpose. The signals of inter-
est may be presented to the observer audibly, visually, or in
a variety of forms during and after analysis. Standard
physical examination of the chest does, in a sense, present
audible and visual displays to the clinician. The stetho-
scope presents an audible signal at the earpieces, and the
clinician observes his patient breathe to get a visual display
of respiratory movement.

For teaching purposes at the bedside, an electronic stetho-
scope or microphone may be connected to several headsets
worn by students, by telemetry if preferred, giving the instruc-
tor an opportunity to share the sounds with them. In this way,
a realistic learning experience is provided with less imposition
on the patient’s patience. Recording of sounds for teaching
purposes usually involves a computer system, or an electronic
stethoscope and audio tape recorder. Standard audiovisual
equipment has been used for editing, for adding comments,
and for preparation of cassettes or disks for distribution (16,17)
for teaching purposes.

For research purposes, arrays of microphones are now
available with computer recording, analysis, and display
systems to show the distribution of sound signals over the
surface of the chest (18–20). Brief differences in time of
sound signals have clinical relevance by allowing compar-
ison in timing of the same sound signal of a crackle or the
start of a wheeze arriving at different surface sites in the
same patient. And on a longer time base, in asthmatics, for
example, the site, the frequency pattern, and the sound
amplitude of wheezing may change during exercise, sleep,
exposure to cold air or to inhalants such as pollen, or
industrial exposure, or in response to drug treatment.
Sleep disorders such as nocturnal asthma, the sleep apnea
syndrome, and snoring, may be studied by sound monitor-
ing. Nocturnal asthma and snoring are present in the same
patient more often than would be expected as a result of
chance alone, especially in asthmatics under the age of 40
(21). Snoring is a respiratory, but not a lung sound, as it
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rises in the upper airways, at or above the larynx. Possible
explanations for the association with asthma, and sound
monitoring methods and devices, have been reviewed (22).

Comparisons over long periods of time were once made
by recording the results of analyses of wheezes, rather than
by comparing the actual recorded sounds. The development
and proliferation of computers with rapidly increasing
audiovisual capability and storage capacity are now, how-
ever, changing the situation to allow storage of original
data on tape or disk together with derived values. Kraman
et al. (23) evaluated minidisk recorders, with their con-
siderable increase of storage capacity for music, for lung
sound recording. They found no distortion of frequency or
waveforms that would interfere with this use. For some
studies, analyzing sound signals in real time as they are
being acquired makes it simpler to monitor results as they
accrue, and helps direct the course of an experiment.

An early example of audiovisual recording is in a paper by
Krumpe et al. (24), in which the authors discuss the evaluation
of bronchial air leaks by auscultation and phonopneumogra-
phy. They describe three patients who develop air leaks from
the bronchi after resectional lung surgery and in whom
‘‘videophonopneumography’’ provided more precise correlation
of abnormal sounds with the underlying visibly leaking bron-
chial abnormalities. Audiovisual tapes or disks are useful for
teaching or demonstration purposes, by providing examples of
classical or of unusual sounds.

Simultaneous sound recordings at several sites have
been used to study the spatial distribution of lung sounds.
This has provided information on regional ventilation, and
on the localization of abnormalities in disease such as
pneumonia, airways obstruction, bullae, or small areas
of infarction, atelectasis, fibrosis, or interstitial lung dis-
ease. Indeed, lung imaging by sound production provides a
potential alternative to chest X rays and computed tomo-
graphy (CT) scans, without the need to inject possibly
damaging energy or drugs.

For research purposes, analysis of sound signals and any
associated physiological measurements were formerly con-
ducted off-line. The signals were recorded on tape or disk
and replayed for analysis. This allowed editing for selection of
relevant segments of data and for quality control and signal
conditioning, such as amplification, filtering, or attenuation.
The purpose of each study will determine the equipment
needs, but most current lung sound research uses computers
with high speed audiovisual capabilities. These can be adapted
to record lung sounds along with physiological respiratory
variables, such as airflow, lung volume, and esophageal pres-
sure, measured simultaneously, which can then be related to
the lung sounds. If relationships in time are to be studied with
any precision, it is necessary to record signals together on one
medium and it is necessary to know the frequency character-
istics of the items of equipment used, and the time delays
introduced by filters, envelope detectors, integrators, fre-
quency analyzers, and other acquisition or processing devices.

SOUND ANALYSIS

Sound amplitude and frequency content are the two mea-
surements that most commonly form the basis of lung

sound analysis systems. Early studies presented the sound
signal as a time-amplitude plot. If such plots represent a
respiratory cycle on a few centimeters of paper, the result is
a compressed representation that superimposes many suc-
cessive sound signal cycles to form an envelope. Simple
integrating and rectifying circuits can provide the outline
of the envelope as a single line, thus acting as an envelope
detector, ac–dc converter, or sound-level meter. Filters
incorporated in such circuitry can yield a method for
comparing sound amplitude in different frequency bands
(14,17) or to provide a signal believed to represent the
important band range of vesicular sound from the ventila-
tion point of view (25).

The sound spectrogram is really an extension of this
principle, the signal of interest being passed repetitively
through a narrow bandpass filter with slowly changing
center frequency and the signals passed being assembled to
present a graphic display of time on the horizontal axis,
sound frequency on the vertical axis, and sound amplitude
by the degree of blackening of the paper. Sound spectro-
grams of this type, used routinely in the speech sciences,
were applied to heart and lung sounds extensively by
McKusick et al. (26) and are still widely used to good effect.

The time-amplitude plot of a sound signal has been used
to advantage in a different way by Murphy et al. (27).
Features of the sound waveform cannot be studied in detail
without using a rapid time sweep on an oscilloscope, and
only a brief (a few milliseconds) segment can be viewed in
this way. By digitizing a sound signal at a rapid rate and
playing the signal back through a digital-to-analogue con-
verter (DAC), a ‘‘time-expanded’’ waveform was prepared.
This has proved of particular value in studying crackles
(rales), the brief sounds heard over fibrotic, edematous,
consolidated, or atelectatic lung. Measurable characteris-
tics of these crackles, such as the initial or the largest
deflection width, show diagnostic value and automatic
methods for their measurement are now being applied.

The sound characteristics of rhonchi, as opposed to
crackles (continuous versus discontinuous adventitious
sounds) require an additional approach. Essentially, they
are longer in duration, possessed of perceptible pitch, and
have a repetitive waveform pattern. Waveform analysis is
a rapidly moving field. Sound frequency spectrum analysis
of lung sounds has most frequently been reported in terms
of discrete Fourier analysis. Several workers have used a
fast Fourier transform algorithm to measure frequency
content of signal segments. One way of representing
time-variant sound signals is to assemble a sequence of
spectra with frequency on the horizontal axis, sound ampli-
tude or power on the vertical axis, and time on an oblique
axis. Usually, some overlapping of the sequential segments
and appropriate windowing (e.g., Hanning) are used. The
resulting ‘‘bird’s-eye view’’ has proved to be readily related
to sounds, providing a mental image that can evoke a
mental image of the sounds represented. Individual peaks
on a frequency spectrum may be related to individual
wheezes coming from the chest, and peak detection pro-
grams have been used (28,29) to compare them statisti-
cally. The fast Fourier transform is the most frequently
reported type of waveform analysis, but other techniques,
such as those of linear predictive coding (LPC), the

280 LUNG SOUNDS



maximal entropy method of waveform analysis, fractal-
dimension analysis, wavelet networks, and artificial
neural networks, are being explored. They are most likely
to prove useful in brief sounds, in timing the onset or rapid
changes in complex sounds, or in noting time relationships
among sounds recorded at separate or at adjacent sensors.
Any graphic form of waveform analysis is more readily
interpreted when it can be combined with visual examina-
tion of a simultaneous time-amplitude plot.

RESULTS AND CLINICAL APPLICATIONS

Increasing attention and techniques for more exact repre-
sentation have led to a rapid growth in information avail-
able about lung sounds. The meaning of these various
items of information will emerge more slowly, as will
clinical applications. The objective, quantitative study of
lung sounds, is still at an interesting rapid growth phase of
development. It is clear that a good deal of information is
contained in the signals that we hear emerging from the
chest (2) and that auscultation is one of the safest of
diagnostic procedures, since no external energy or chemi-
cal is inserted into the body. It is also clear that some of the
information conveyed would be difficult to obtain in any
other way. Much of it is regional or local and may be able to
tell us about mechanical events and structural character-
istics at specific sites in the chest (30,31). The vesicular
lung sounds have been studied in sufficient detail that we
now know more about the probable general range of bron-
chial dimensions involved in the production of these
sounds, but not the exact site; the effects of flow rate
and lung volume, but not the exact nature of the relation-
ships; and we know that there are relationships between
vesicular lung sound intensity and regional ventilation,
but not their exact nature. The roles of production and of
transmission of these sounds are not always easy to dis-
tinguish from one another in the end-product, sensed at the
site of their detection, but recent work by Kiyokawa and
Pasterkamp (32) shows progress in this distinction.

We know that wheezing indicates airflow obstruction
and roughly its levels in the bronchial tree. We know that
several factors, such as airway dimensions, geometry, and
compressibility, are important. Endobronchial surface
characteristics and the presence and nature of secretions
may also have some effect. We know that flow rates and
intrathoracic pressure and volume history affect wheezes;
but we do not know the relative importance of these factors
and the extent of variation from one disease state to
another. Crackles are known to be associated with certain
diseases and not with other radiographically similar dis-
eases, but we are not sure why. We know that crackles from
different types of abnormal lungs have different character-
istics, but a great deal of clinical observation will be needed
to test their diagnostic value: and physiological or patho-
logical studies to understand the basic mechanisms
involved.

Laennec’s stethoscope—and for that matter the stetho-
scope pulled currently from the pocket of a white coat—
allows the user to consider the sound of one breath at one
place at one time. Medical devices and equipment are now

being developed that can expand the observations in time,
in space, in content, and in information; for example, from
one or two breaths to hundreds of breaths, and from one
specific point on the chest to the entire chest. From one
breath described or remembered as vesicular, reduced in
volume, with a few end-expiratory crackles the information
may expand to an assembly of pages of tables and graphs
showing a variety of measured features. These can include
diagrams of the chest showing where and how the lungs
and ventilation vary, where and how much airflow obstruc-
tion or lung collapse is present, and can offer a regional
description of airways’ diameters and other characteristics.

Que et al. (33) developed a system to measure tracheal
flow from tracheal sounds, and to use this to estimate tidal
volume, minute ventilation, respiratory frequency, mean
inspiratory flow rate, and duty cycle. Careful observations
and comparison of the results with simultaneously
recorded pneumotachygraph-derived volumes in various
postures allowed them to address the problems inherent in
the adverse signal/noise ratio and the low level of the flow-
derived sound at flow rates seen in quiet breathing. The
system that they developed suggests that their method of
phonospirometry measures overall ventilation reasonably
accurately without mouthpiece, noseclip, or rigid postural
constraints.

The study by Kiyokawa and Pasterkamp (32) in a sense
complements this by measuring lung sounds at two closely
spaced sensors on the chest surface. In five healthy sub-
jects, volume-dependent variations in phase and amplitude
of signals recorded over the lower lobe might reflect spatial
variations of airways and diaphragm during breathing.
These authors noted similar variations in phase and ampli-
tude on passive sound transmission, suggesting that a differ-
ence in sound transmission was a more likely cause of the
variations than a difference in sound generation. Their obser-
vations compare local sounds that reflect local circumstances;
the observations discussed in the previous paragraph concern
central sounds that reflect total ventilation.

Several systems are now available or under develop-
ment that can record sound signals simultaneously from a
number of sites, with or without associated physiological
signals, and present the observations for read-out by the
physician. Lung sound documentation and analysis can
now be done on personal digital assistants (PDAs) as well
as on laptop computers. Stethoscopes can be connected to
these devices wirelessly or by a short cable. This allows
objective quantification of these sounds at the bedside
(34,35). A personal computer based ‘‘telemedicine’’ system
has been described in which two remote hemodialysis sites
were connected by high speed telephone lines to allow video
and audio supervision of dialysis from a central site (36).
Such equipment may eventually be used to supplement—
or perhaps in some circumstances replace—other diagnos-
tic devices such as fluoroscopy or other types of radio-
graphic imaging. They have the great advantage of
avoiding the subjection of a patient to any potentially
harmful radiation or other energy, and can therefore be
used over prolonged periods of time.

Transthoracic speed of sound introduced at the mouth
or the supraclavicular space (35) can be mapped at sev-
eral sites on the chest using sound input with specific
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characteristics. This may allow noninvasive monitoring of
conditions such as pneumonia, congestive heart failure,
or pleural effusion that increase intrathoracic density.
Chronic obstructive lung disease may be detected by
reading lung sound maps showing time intensity plots
at several sites over the chest; this appears to be more
accurate than current clinical diagnostic methods. The
ability to detect diaphragmatic movement by multichan-
nel lung sound analysis suggests that it may prove to be
an inexpensive bedside test. It may also have useful
applications in ventilator management.

It seems clear that wider application of these new
developments in lung sound analysis will lead to safe,
useful, and rewarding forms of clinical and physiological
information that can answer many imaging, diagnostic,
and monitoring problems.
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INTRODUCTION

The principle of nuclear magnetic resonance (NMR) was
discovered by Felix Bloch and Edward Purcell indepen-
dently in 1946. The two were awarded the Nobel Prize in
Physics for the discovery, which had numerous applica-
tions in studying molecular structure and diffusion. Atomic
nuclei with an odd number of protons or an odd number of
neutrons behave like spinning particles, which, in turn,
create a small nuclear spin angular momentum. This
angular momentum of an electrically charged particle such
as the nucleus of a proton leads to a magnetic dipole
moment. In the absence of an external magnetic field,
the orientation of these magnetic moments is random
due to thermal random motion. These magnetic moments
are referred to as spins, because the fundamentals of the
phenomena can be explained using classical physics where
the moments act similarly to toy tops or gyroscopes. The
NMR phenomenon exists in several atoms and is used
today to study metabolism via imaging. However, hydro-
gen is the simplest and most imaged nucleus in MR exam-
inations of biological tissues because of its prevalence and
high signal compared with other nuclei.

NMR imaging was renamed Magnetic resonance
imaging (MRI) to remove the word nuclear, which the
general public associated with ionizing radiation. MRI
can be explained as the interaction of spins with three
magnetic fields: a large static field referred to as B0, which
organizes the orientation of the spins; a radio frequency
(RF) magnetic field referred to as B1, which perturbs the
spins so that a signal can be created; and spatially varying
magnetic fields referred to as gradients, which encode the
spatial location of the spins. These subsystems are shown in
Fig. 1.

When an external magnetic field is present, the distribu-
tion of the magnetic moments is no longer random.
Current technology allows large, homogenous static

magnetic fields to be created using superconducting
magnets, whereas smaller fields are possible with
permanent magnets. In most conventional systems, the
static field is aligned along the longitudinal axis or the long
axis of the body, as shown in the z axis in Fig. 1. Clinical MRI
scanners have been built with static fields ranging from
0.1 to 7 T, but the vast majority of scanners are between
0.5 and 3.0 T.

THEORY

Creating Net Magnetization

Consider a static field oriented along the z axis with mag-
nitude B0, or represented as a vector B¼B0k. Hydrogen
protons have a quantum operator whose z component is
quantized to �½. According to quantum mechanics, only
two discrete sets of orientations exist for the magnetic
dipole of each hydrogen nucleus. In the parallel energy
state, the magnetic moment vector m orients itself so that
its projection on the z axis aligns with the direction of the
main magnetic field B0. In the antiparallel energy state,
this projection aligns in the opposite direction of the
main field. It can be shown that the two allowed angles
between magnetic dipoles and the static field are u¼�548
(1), and thus a population of spins will be oriented as in
Fig. 2b.

The ratio of spins in the parallel state n� to the spins in
antiparallel state nþ is given by the Boltzmann equation

n�

nþ ¼ e
�DE
kT ¼ e�

g2p
h B0kT (1)

where g is a nuclei-specific constant referred to as the
gyromagnetic ratio, k denotes the Boltzmann constant,
and T is the absolute temperature. There are only slightly
more spins in the parallel state than in the antiparallel
state because this state is of lower energy; however, the
prevalence of water in biological tissue can create an
adequate signal with this differential. This distribution
of spin orientations in a small volume element results in
an average or net magnetization M, which aligns along
the longitudinal or z axis, as shown in Fig. 2b. The entire
process is referred to as polarization. The contributions in
the transverse (x�y) plane sum to zero. As the argument
of the exponential in Equation 1 is small and the
difference in energy levels varies proportionally with field
strength, the length of the net magnetization vector varies
linearly with field strength. A quantum mechanics
description of the spin distribution can be found
elsewhere (2).

Signal Generation

The behavior of the net magnetization vector in an external
field can be described by the classical model according to
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the Bloch equation.

dM

dt
¼ gðM � BÞ (2)

A useful parallel description is a spinning toy top where the
axis of the top is analogous to M and gravity is analogous to
B. In the equilibrium state, the net magnetization M and
the static magnetic field B0 are parallel so that M does not
experience a torque and consequently the direction of M
does not change. Similarly, the axis of a spinning top
oriented vertically remains vertical.

The second magnetic field in MRI is an RF field that is
created using an RF amplifier that supplies oscillating
current into a coil that surrounds the patient. The coil is
designed to create a magnetic field, referred to as B1

field, oriented in the transverse plane and approximately
on the order of 10 T. By having the RFenergy oscillate at
the resonant frequency of the nuclei, this relatively low
field can perturb and rotate the net magnetization away
from its orientation along the longitudinal axis. The
resonant or Larmor frequency v0 is related to the static
field strength such that v0 ¼ gB0. For protons, the gyro-
magnetic ratio g/2p¼ 42.57 MHz/T. The field created by
the tuned RF coil, referred to as an excitation, can be

viewed as an applied torque that tips or flips spins away
from the longitudinal axis by an angle referred to as the
flip angle. The strength of the B1 field and the length of
time it is applied determine the flip angle. The flip angle
usually varies between 5 and 1808 depending on the
application.

Once the magnetization is no longer parallel to the static
field, the right-hand side of Equation 5 is no longer zero and
the direction of the net magnetization will change. In fact,
it will begin to precess about the axis of the static magnetic
field and at the Larmor frequency. In general, the preces-
sional frequency is directly proportional to the magnetic
field experienced by the spin, such that v¼ gB. Similar to a
toy top that is tipped an angle u off its vertical axis, the top
will maintain an angle of u as it rotates about the vertical
force supplied by gravity.

The net magnetization can be described by its long-
itudinal component Mz and its transverse component
Mxy, a complex value whose magnitude describes the com-
ponent’s strength and whose angle describes the location of
the component in the x–y plane. The rapid rotation of the
transverse component will create a time-varying magnetic
flux. A properly oriented receiver coil will detect this time-
varying flux as a time-varying voltage, in agreement with
Faraday’s law of induction. Often, the same coil used for
excitation can also be used for reception. This voltage
signal, known as a Free Induction Decay, or FID, is shown
after a 908 excitation in Fig. 3, which is the most basic form
of a MR signal. Although the entire magnetization vector is
tipped into the transverse plane in this example, smaller
flip angles will also create a transverse magnetization and
thus an FID.
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Figure 2. (a) shows the precession of a spin with a magnetic
moment m in a static field with magnetic flux density of B0. An
assembly of spins in parallel and antiparallel states is shown in (b).
The Boltzmann equation determines the ratio of the spins in the
two states. As the components in x and y compensate each other,
the net magnetization M has a component in the z direction only
(parallel to B0). The coordinate system is shown with its unit
vectors i, j, and k along x, y, and z.

Figure 3. Generation of a free induction decay after a 908 RF
excitation.

Figure 1. Clinical 1.5 T MRI scanner with static
field oriented along long axis of the body (z).
Patient’s head lies in RF coil, which is used to
both perturb and receive MR signal. Scanner
bed will move patient into middle of cylinder
before imaging begins. MR gradient coils for y
dimension are shown, which have mirrored coils
on the opposite side of the magnet. A portion of the
z gradient, based on solenoid design, is also shown.
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The complex motion of the net magnetization, and thus
the recorded FID signal, can be described in a simplified
manner by using a rotating reference frame that rotates at
the Larmor frequency about the static B0 field. In this
rotating frame, the FID will decay as a simple exponential.
The causes of this decay, and its use as potential image
contrast mechanism, will be described after spatial encod-
ing is described. Most MR signals are demodulating using
the Larmor frequency and, thus are effectively acquired in
the rotating frame.

Spatial Encoding

The first two magnetic fields described above allow
biological tissue to be polarized, perturbed, and measured.
In terms of clinical imaging, however, these fields merely
allow us to integrate the signal derived throughout the
body, a measure of little value. The field of MRI developed
only when a third spatially varying magnetic field, referred
to as a gradient field, was invented to spatially encode
the MRI signal. This method allows us to achieve sub-
millimeter resolution while using RF energy whose wave-
lengths are on the order of tens of centimeters to meters.

Dr. Paul Lauterbur realized, in 1973, that, instead of
working like others to build a more homogenous field for
NMR spectroscopy, spatially varying the strength of the
magnetic field could provide a means to build an imaging
system. For this work, he won the Nobel Prize in Medicine
along with Sir Peter Mansfield in 2003.

The three gradient coils in a cylindrical MRI system, two
of which are shown in Fig. 1, are laid out concentrically on a
cylinder. The cylinder surrounds the patient as he or she lies
inside of the static B0 field. The three coils are designed to
create longitudinal magnetic fields in z that vary in strength
linearly with the x, y, and z dimensions, respectively. The
digital scanner hardware controls the current waveforms,
which are amplified by three respective gradient amplifiers
before being sent to the gradient coils. The strength of each
component gradient field, Gx,Gy, or Gz, is measured in G/cm
or mT/m and is directly proportional to the current supplied
to the coil. Changing gradient strengths quickly on clinical
scanners is possible with amplifiers capable of slew rates of
approximately 200 mT/m/s.

As the resonant frequency of an MR spin is directly
proportional to the magnetic field it experiences, a gradient
coil allows us to linearly vary the frequency of spins
according to their position within the magnet. For example,
a gradient of strength Gx, which does not vary in time,
causes the frequency of spins to vary linearly with the x
coordinate.

wðxÞ ¼ g½B0 þ Gxx	 ð3Þ

Spins to the left of the magnet center rotate slower, spins
at the exact magnet center remain unchanged, and
spins to the right rotate faster than they did without
the gradient.

Gradients can be used to selectively excite only spins
from a slice or slab of tissue. Slice thicknesses in 2D MRI
range from 1 to 20 mm. To select a transverse slice, the z
gradient can be applied during RF excitation, which will
cause the resonant frequency to vary as a function of z in

the magnet, such that wðzÞ ¼ g½B0 þ Gzz	. Instead of excit-
ing all the spins within the magnet, only spins whose
frequency matches the narrow bandwidth of a pulsed-
RF excitation will be excited within a slice at the center
of the magnet. Modulating the frequency of the RF pulse
up will move the slice superior in the body, whereas
modulating it down will excite an inferior slice. Likewise,
slices perpendicular to the x or y axis can be excited by
applying a Gx or Gy gradient, respectively, simultaneously
with RF excitation. In fact, an oblique slice orientation can
be achieved with a combination of two or more gradients.
The ability to control from which tissue signal is obtained,
without any patient movement, is a major advantage of
MRI.

Simplified MR Spatial Encoding. Once a slice of tissue is
selected, the two remaining spatial dimensions must be
encoded. A somewhat simplified method of visualizing
encoding follows. For a transverse slice, receiver data
could be obtained after RF excitation while a constant
gradient was applied in the x direction. Tuning a receiver
to select a very narrowband frequency range would deter-
mine which spins were present within a spatial range x1<
x< x1 þ Dx. By repeating the experiment while changing
the narrowband frequency range, a projection of the spin
densities along the x axis could be determined. Likewise,
the same experiment could be repeated while applying a
constant y gradient to obtain a projection of spin densities
along the y axis. Likewise, projections along arbitrary
axes could be achieved by acquiring data while applying
a combination of x and y gradients after RF excitation. In a
matter very similar to computed tomography (CT) ima-
ging, an image could be reconstructed from this set of
acquired projections.

MR Spatial Encoding in the Fourier Domain. Although
possible, the proposed method would be very slow because
each sample point within each projection would require its
own MR experiment or excitation. Time between excita-
tions in MR vary in duration from 2 ms to 4 s depending on
the desired image contrast. Even with the shortest excita-
tion, each slice would require over 3 min of scan time. All
the data for an entire projection can be acquired within
milliseconds by considering how the phase of the trans-
verse magnetization varies, instead of the frequency, with
spatial position. This description also uses the concept that
position in MR is encoding using an alternative Fourier
domain where signal location is mapped onto spatial fre-
quencies.

Integrating the frequency expression in Equation 3
indicates how the spin phase, or location of the transverse
magnetization within the transverse plane, will vary with
the x coordinate during a general time-varying gradient
Gx(t) applied after excitation. Ignoring the phase term due
to the B0 field, which will be removed during demodulation
of the received signal, gives a phase term for each spin that
varies with the spatial position x and the integral of the
applied gradient at each point in time.

Mxyðx; tÞ ¼ MxyðxÞe� j2p
g

2p

R t

t0¼0
½Gxðt0Þx	dt0 (4)
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The signal received by the MR coil can be expressed as an
integration of all the excited spins in the x–y plane using
the following equation:

SðtÞ ¼
Z
y

� Z
x

Mxyðx; yÞe� j2pkxðtÞxdx

�
dy (5)

where a Fourier spatial frequency, termed kx(t) in MR, has
been substituted for g

2p

R t
t0¼oðGxðt0ÞxÞdt0. In this example,

the coil simply integrates all the spins in the y dimension,
and thus only spatial information in x is available. The
received signal can be seen as a 1D Fourier transform of the
projection of transverse magnetization Mxy(x, y) onto the x
axis. The corresponding coordinate in the Fourier domain
at each point in time t is determined by the ongoing integral
of the gradient strength. Thus, we can acquire an entire
projection in one experiment rather than numerous MR
experiments as in the simplified example with the narrow-
band receiver.

The last spatial dimension for this 2D imaging example
y has a corresponding Fourier dimension termed ky, which
can be similarly traversed by designing the integral of the
Gy gradient current.

SðtÞ ¼
Z
y

Z
x

Mxyðx; tÞe� j2pkxðtÞx e� j2pkyðtÞydxdy (6)

where kyðtÞ ¼ g
2p

R t
t0¼oðGxðt0ÞxÞdt0. The integral of the gra-

dients determines location in the Fourier space known as k
space in MRI. Numerous strategies can be used to traverse
and sample k space before transforming the data, often
with a Fast Fourier Transform (FFT), into the image
domain. The method can be extended to three dimensions
by exciting a slab of tissue and using the Gz gradient to
encode the third dimension.

As in the simplified example, a combination of Gx and Gy

can be used to sample the 1D Fourier expression of projec-
tions of Mxy at arbitrary angles. This data can be trans-
formed into the actual projections using 1D inverse Fourier
transforms. Methods very similar to computed tomography
can translate the projection data into an image. Alth-
ough acquiring data in this manner, known as radial
imaging, has interesting properties, by far the most pop-
ular method in clinical imaging traverses the Fourier space
in a Cartesian raster pattern known as spin-warp imaging.

This sampling is typically completed in a series
of experiments, where the time between consecutive

excitations is referred to as the repetition time TR. In
many MR acquisition schemes, a complete k space line is
acquired along kx, known as the frequency-encoding or
readout direction, for each TR. During each subsequent
TR, a line parallel to the previous one is sampled after
applying a short, pulsed Gy gradient. By changing the
strength of the pulsed Gy gradient by equal increments
during each MR experiment, a different phase shift is
placed on spins depending on their position in y. In terms
of the k space formalism, the area under the Gy gradient
pulse causes a vertical displacement in k space such that a
different horizontal line in k space is acquired in each MR
experiment, as shown in Fig. 4. Here, the vertical direction
in k space is known as the phase-encoding direction. By
applying 1D Fourier transforms in the kx direction, spin
position is resolved based on their frequency during read-
out. An image is formed by following these horizontal
transforms with 1D Fourier transforms in the ky dimen-
sion. Here, the y position of spins is resolved due to the
different phase shifts experienced in each experiment prior
to the readout gradient.

The image coverage, or field of view, in MRI decreases as
the sampling rate decreases. As MR samples in the fre-
quency domain, failure to sample fast enough in k space
leads to aliasing in the image domain. Higher resolution in
MRI requires obtaining higher spatial frequencies or lar-
ger extents of k space. Achieving adequate resolution and
coverage then increases the amount of k space sampling
that is required and increases imaging time. Unlike other
modalities where hundreds to thousands of detectors can
be used at a time, encoding spatial position in this method
only allows one point of data to be taken at a time, which
explains MR’s relatively slow acquisition speed. Industrial
scanners have only recently determined how to partially
bypass this limitation by using up to 32 different receivers
who have different spatial sensitivities to different tissues.
The differences of each receiver in proximity, and thus
sensitivity to each spin, can be used to synthesize unac-
quired regions of k space.

Image Contrast Through Varying Decay Rates

Imaging the spatial density distribution of hydrogen often
produces a very low contrast image, as the density of
hydrogen is relatively consistent in soft tissue. However,
the imaging experiments described above can be easily
modified to exploit the differences in time for which the
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Figure 4. 2D spin-warp imaging with one
readout per TR. One complete line is
sampled along the readout direction on a
rectilinear grid in the Fourier domain (k
space) with a resolution of Dkx (circles on
the arrow). The next line is acquired
parallel at a distance of Dky on the grid by
increasing the phase-encoding gradient. This
scheme is repeated until the desired grid is
sampled. Images are reconstructed by an
inverse 2D Fourier transform (FT).



MR spins remain perturbed. The differences account for
the vast majority of image contrast in standard clinical
MRI.

After the spins are perturbed, the transverse magneti-
zation decays toward zero, whereas, the longitudinal mag-
netization returns toward its equilibrium magnetization.
As more mechanisms exist for the loss of transverse mag-
netization than for the regrowth of longitudinal magneti-
zation, the length of the magnetization vector M does not
remain constant after excitation. Although related, the
rate of longitudinal relaxation time, termed T1, is always
larger than the rate of transverse relaxation time, termed
T2.

If the magnetization has been completely tipped in the
transverse plane with a flip angle of 908, then the long-
itudinal magnetization recovers as

Mz ¼ M0½1 � e�t=T1 	 (7)

T1 is also called the spin–lattice relaxation time, because it
depends on the properties of the nucleus and its interac-
tions with its local environment. The transverse relaxation
time T2 is also referred to as the spin–spin relaxation
time, reflecting dephasing due to interactions between

neighboring nuclei.

Mxy ¼ Mxyð0Þe�t=T2 (8)

where Mxy(0) is the initial transverse magnetization
(Mxy(0)¼M0 for a 908 pulse). The temporal evolution of
the longitudinal and transverse magnetization is shown in
Fig. 5. In general, hydrogen protons in close proximity to
macromolecules have lower relaxation times than bulk
water that is freer to rotate and translate its position.

Delaying the encoding and acquisition of the transverse
magnetization until some time after RF excitation gener-
ates T2 image contrast. As injured and pathological tissues
generally have higher T2 relaxation rates, T2-weighted
images have positive image contrast. T1-weighting can
be achieved by using an interval between MR experiments,
the TR parameter, which does not allow enough time for
tissue to fully recover its longitudinal magnetization. Thus,
tissues with shorter T1 relaxation rates will recover more
quickly and thus have more signal present in the subse-
quent experiments used to build the image than tissues
with longer T1. In general, T1-weighting provides negative
contrast for pathological tissue. An example is shown in
Fig. 6 for a human brain tumor. The differing rates of
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Figure 5. The regrowth of the longitudinal magnetization Mz (a) and the decay of the transverse
magnetization Mxy (b) after an RF excitation.

Figure 6. The flexibility of MR to image in different planes with different types of image contrast is
shown in these sagittal and axial brain tumor (arrows) images.



recovery can also be used to null out an unwanted tissue,
such as fat, by inverting all the spins 1808 prior to imaging.
As the point where unwanted tissue passes through the
null of the recovery phase, an imaging experiment is
begun. This technique is referred to as inversion recovery
magnetization preparation or simply inversion recovery.
Table 1 lists representative relaxation times for some
tissues (3). Extensive reviews of the relaxations times (4)
and methods for their measurement (3,4) are available.

Spin Echoes

Ideally, the transverse magnetization decays according to
T2. However, the signal dephasing in the transverse plane
is significantly accelerated by field inhomogeneities due to
difference in magnetic susceptibility between tissue types
or the presence of paramagnetic iron. The largest inhomo-
geneities occur at air/tissue interfaces, such as near the
sinuses or near the diaphragm. These effects lead to dif-
ferent precession frequencies and loss of coherence that are
described by a T2

� relaxation time

1

T�
2

¼ 1

T2
þ 1

T0
2

(9)

where T0
2 represents the decay due to the effects described

above.
A method to reverse these often undesirable dephasing

effects uses a 908 pulse followed by a 1808 spin refocusing
pulse after a time delay td, as shown in Fig. 7b. The
first pulse rotates the longitudinal magnetization into
the transverse plane as in the case of the FID. Prior
to the second pulse, the magnetization dephases in the
transverse plane due to T2

� effects, with some spins

rotating faster than the Larmor frequency and others
spinning slower. The second pulse flips all magnetic
moments about an axis in the transverse plane, effectively
inverting the phase accruals due to different rotational
frequencies. Over the second interval td, the faster spins
will catch up with the slower spins. As a result, a spin echo
is said to form at the time 2td, also known as the echo time
or TE time. The amplitude of the signal at time TE is only
decreased due to T2 decay whereas the T2

�
effects have been

reversed. A simplified pulse sequence for the generation of
a spin echo is shown in Fig. 7b without the gradient
waveforms necessary for spatial encoding.

Signal-to-Noise Ratios

Signal in MR is generally proportional to the number of
nuclei and, thus, to the volume of the image voxel. Noise in
MR is caused by the random fluctuations of electrons in the
patient, and thus the source of noise is independent from
the signal generating sources. The data acquisition system
is designed such that the noise level from properly designed
MR electronics will be dominated by patient noise. Overall,
SNR ¼ voxel volume �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
total data sampling time

p
.

Imaging Sequences

Ideally, all MRI would be performed with high spatial
resolution, a high signal-to-noise ratio (SNR), ultrashort
imaging time, and no artifacts. The difficulty in achieving
all of these properties simultaneously has led to the devel-
opment of many acquisition methods that differ in image
contrast, acquisition speed, SNR, susceptibility to and type
of artifacts, energy deposited in the imaged patient, and
suppression of unwanted signal such as fat. Their corre-
sponding images represent a combination of tissue-specific
parameters T1, T2, proton density r, and scan-specific
parameters such as repetition time (TR), echo time (TE),
flip angle, field of view (FOV), spatial resolution, and
magnetization preparation.

Gradient Recalled Echo (GRE) Imaging

Spin-echo imaging is desirable because signal voids due to
magnetic field inhomogeneity are avoided that could mask
pathological tissue or injury. Long repetition times, and
thus long scan times, are necessary in spin-echo imaging to
allow longitudinal magnetization to return after the rela-
tively high flip angles used. Long scan times hinder the
capture of dynamic processes such as the beating heart,
cause discomfort to the patient, and limit the number of
patients who can be imaged with this expensive resource.
Thus, other methods of imaging have been developed. In
gradient recalled echo (GRE) imaging, the echo is formed
by dephasing and rephasing of the signal with gradient
fields as shown in Fig. 8. In these diagrams, known as pulse
sequence diagrams, plots of the time-varying gradient and
RF waveforms are shown as function of time. Compared
with the spin-echo sequences, gradient recalled echo ima-
ging does not have a refocusing RF pulse. The absence of
this pulse allows for a reduced minimal repetition time and
echo time compared with spin-echo imaging, but the signal
becomes susceptible to T2

* decay rather than T2 decay.

288 MAGNETIC RESONANCE IMAGING

Figure 7. Generation of a (a) free induction decay and (b) a spin
echo. In (a), other local factors dephase signal faster according to a
T2
� decay rate. If a second RF pulse is applied at time td¼TE//2 to

flip the magnetization by 1808, the spins will refocus and form an
echo at TE¼ 2td, which is only subject to T2 decay.

Table 1. Longitudinal (T1) and Transverse (T2) Proton
Nuclear Magnetic Resonance Relaxation Times for Sev-
eral Tissues and Blood at 1.5 T

Tissue T1/ms T2/ms

Gray brain matter (3) 950 100
White brain matter (3) 600 80
Cerebrospinal fluid (CSF) (3) 4500 2200
Muscle (3) 900 50
Fatty tissue (3) 250 60
Oxygenated blood 1200 220
De-oxygenated blood 1200 120



After RF excitation, the signal is dephased along the read-
out direction x with a prewinding gradient lobe. The
amplitude of this gradient is then inverted to rephase
the spins. When the area under the readout gradient is
zero, the trajectory passes through the origin of k space and
the echo forms with maximum amplitude. During the
prewinder along the x axis, a gradient in y is played out
to produce y depending on phase shifts for phase encoding.

By using a flip angle less than 908, significant amounts
of transverse magnetization are available without the need
for long repetition times needed for recovering longitudinal
magnetization. For example, after a single 308 excitation,
the transverse magnetization contains sin(308) or one-half
of the available magnetization. Meanwhile, the longitudi-
nal magnetization still contains cos(308) or nearly 87%
percent of the equilibrium magnetization. In fast GRE
imaging, the repetition time is significantly reduced and
generally less than the T2 values of biological tissues.
Under this condition, the transverse magnetization from
preceding RF pulses is not completely dephased and gen-
erally results in a complex superposition of echoes from
multiple RF pulses. Under certain conditions, a steady-
state can be reached from repetition to repetition for one or
more components of the magnetization (6).

GRE sequences can be used to generate T1, T1/T2, T2,
T2

�
, and proton density-weighted contrast, depending on

the choice of TR, TE, the flip angle a, and the phase f of the
RF pulse. By altering the phase of the RF transmit pulse in
a pseudo-random method, the steady state of the trans-
verse magnetization can be scrambled while the beneficial
aspects of the longitudinal steady state are maintained.
Although the signal from the transverse steady state is lost
and only the signal from the current RF pulse is available,
strongly T1-weighted images are available with this tech-
nique, known as RF spoiling or spoiled gradient recalled

(SPGR) imaging. This technique is popular with contrast-
enhanced MR angiography, where an intravenously
injected paramagnetic contrast agent significantly
decreases the T1 of blood while the T1 of static tissues
remains unchanged.

In an opposite approach, known as steady-state free
precession (SSFP), the maximum amount of the transverse
magnetization is maintained by rewinding all gradients
prior to each RF pulse. The method provides T2-like con-
trast very quickly and has proven very popular when fast
imaging is essential such as in cardiac imaging.

Other Rapid MR Imaging Methods

In many applications, a short scan time is required to
reduce artifacts from physiological motion or to observe
dynamic processes. Many techniques exist to reduce the
scan time while preserving high spatial resolution. One
way to decrease spin-echo imaging time is to acquire multi-
ple or all k space lines after a single preparation of the
magnetization as explored with RARE (Rapid Acquisition
with Relaxation Enhancement) (7). Also referred to as fast
or turbo spin echo, the method works by creating a train of
spin reversal echoes for which one line of k space is
acquired for each. In echo-planar imaging (EPI) (8), an
oscillating Gx gradient is used to quickly create many
gradient echoes. By adding small blip gradients in between
the negative and positive pulses of Gx, different horizontal
lines in k space can be acquired.

Although the first MRI method proposed the acquisition
of projections (9) as in CT, acquiring k space data on a
Cartesian grid is fairly robust to magnetic field inhomo-
geneities and other system imperfections. Although spin-
warp imaging (10) is predominant today, k space can be
sampled along numerous 2D or 3D trajectories. The
PROPELLER technique (11) acquires concentric rectan-
gular strips that rotate around the origin, as shown in
Fig. 8c. This method offers some valuable opportunities for
motion correction due to the oversampling of the center of k
space. K space can be sampled more efficiently with fewer
echoes using spiral trajectories (12), as shown in Fig. 8d.
Here, the amount of k space that can be acquired in one
excitation is limited only by T2 decay and possible blurring
due to off-resonance spins. In nonCartesian acquisitions,
phase errors due to off-resonance spins cause blurring. The
sampling trajectories for these acquisitions schemes are
shown in Fig. 9.

Applications

MRI is quickly moving beyond morphological and anato-
mical imaging. The advent of new functional image con-
trast mechanisms is making MR a tool for a much wider
group of people than radiologists. Psychology, psychiatry,
neurology, and cardiology are just some of the new areas
where MR is being applied. A description of application
areas in functional brain, diffusion-weighted brain, lung,
MR angiography, cardiac, breast, and musculoskeletal
imaging follows.

Functional Magnetic Resonance Imaging (fMRI). Func-
tional Magnetic Resonance Imaging (fMRI) is a method of
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Figure 8. Basic 2D gradient echo pulse sequence. First, the
magnetization is tipped into the transverse plane by an angle a

during the application of a slice select gradient Gz. Then, the
gradients Gy and Gx are used for phase encoding and the
readout gradient. An echo forms at t¼TE when the area under
the readout gradient is zero. This experiment is then repeated
every TR with a different phase encode.



measuring the flow of oxygenated blood in the brain (13–
15). FMRI is based on the blood oxygen-level-dependent, or
BOLD, effect. BOLD MRI is accomplished by first exposing
a patient or volunteer to a stimulus or having them engage
in a cognitive activity while acquiring single-shot images of
their brain. The region of the brain that is responding to
the stimulus or is engaged in the activity will experience an
increase in metabolism. This metabolic increase will
require additional oxygen. Therefore, an increase in oxy-
genated blood flow will occur (oxyhemoglobin) to the local
brain area that is active. Oxyhemoglobin differs in its
magnetic properties from deoxyhemoglobin. Oxyhemoglo-
bin is diamagnetic like water and cellular tissue. Deoxy-
hemoglobin is more paramagnetic than tissue, so it
produces a stronger MR interaction. These differences
between oxyhemoglobin and deoxyhemoglobin in BOLD
imaging are exploited by acquiring images during an

‘‘active’’ state (more oxyhemoglobin) and in a ‘‘resting’’
state (more deoxyhemoglobin), which creates a signal
increase in the ‘‘active’’ state and a signal decrease in
the resting state. Figure 10 shows a typical BOLD time
course (shown in black) where four ‘‘active’’ states and four
‘‘resting’’ states exist. With prior knowledge of the activa-
tion timing (shown in red), we can perform a statistical test
on the data to determine which areas of the brain are
active. This statistical map (shown in color) is superim-
posed on a high resolution MR image so that one can
visualize the functional information in relation to relevant
anatomical landmarks.

Diffusion Imaging. The random motion of water mole-
cules may cause the MRI signal intensity to decrease. The
NMR signal attenuation from molecular diffusion was first
observed more than a half century ago by Hahn (1950) (16).
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Figure 9. 2D k space sampling trajectories. Shown are the spin-warp (a), radial sampling (b),
PROPELLER (c), and interleaved spiral imaging (d) examples.

Figure 10. Color brain activation map is
superimposed on high resolution MR image. Signal
levels of the activated pixels are shown to increase
during cognitive activity periods, whereas they fall
off during periods of rest.



Subsequently Stejskal and Tanner (1965) described the
NMR signal attenuation in the presence of field gradients
(17). More recently, field gradient pulses have been used to
create diffusion-weighted MR images (18).

Diffusion-Weighted Pulse Sequences. Typically, diffu-
sion-weighting is performed using two gradient pulses
with equal magnitude and duration on each side of a
1808 refocusing pulse, as shown in Fig. 11. The first gra-
dient pulse dephases the magnetization as a function of
position, and the second pulse rephases the magnetization.
For stationary (e.g., no flow or diffusion) molecules, the
phases induced by both gradient pulses will completely
cancel, no signal attenuation will occur. In the case of
motion in the direction of the applied gradient, a net phase
difference will occur, Df¼ gvGdD, which is proportional to
the velocity v, the area of the gradient pulses defined by the
amplitude G, and the duration d, and the spacing between
the pulses D. For the case of diffusion, the water molecules
are also moving, but in arbitrary directions and with
variable effective velocities. Thus, in the presence of diffu-
sion gradients, the signal from each diffusing molecule will
accumulate a different amount of phase, which, after sum-
ming over a voxel, will cause signal attenuation. For simple
isotropic Gaussian diffusion, the signal attenuation for
the diffusion gradient pulses in Fig. 11 is described by
S ¼ Soe�bD where S is the diffusion-weighted signal, So is
the signal without any diffusion-weighting gradients
(but otherwise identical imaging parameters), D is the
apparent diffusion coefficient, and b is the diffusion-
weighting described by the properties of the pulse pair
b¼ (gGd)2(D-d/3).

Diffusion Tensor Imaging. The diffusion of water in
fibrous tissues (e.g., white matter, nerves, and muscle) is
anisotropic, which means the diffusion properties change
as a function of direction. A convenient mathematical
model of anisotropic diffusion is using the diffusion tensor
(19), which uses a 3� 3 matrix to describe diffusion using a
general 3D multivariate normal distribution. The diffusion

tensor matrix describes the magnitude, anisotropy, and
orientation of the diffusion distribution. In a diffusion
tensor imaging (DTI) experiment, six or more diffusion-
weighted images are acquired along noncollinear diffusion
gradient directions. Maps of the apparent diffusivity for
each encoding direction are calculated by comparing the
signal in an image without diffusion-weighting and the
signal with diffusion-weighting. The diffusion tensor may
then be estimated for each voxel, and maps of the mean
diffusion, anisotropy, and orientation may be constructed,
as shown in Fig. 12.

The primary clinical applications of diffusion-weighted
imaging and DTI are ischemic stroke (20,21) and mapping
the white matter anatomy relative to brain tumors and
other lesions (22). DTI is also highly sensitive to subtle
changes in tissue microstructure and, therefore, has
become a popular tool for investigating changes or differ-
ences in the microstructure as a function of brain devel-
opment and aging, as well as disease.

Vascular Imaging. Magnetic Resonance Angiography
(MRA) describes a series of techniques that can be used to
image vascular morphology and provide quantitative blood
flow information in high detail. Two widely used techni-
ques, phase contrast angiography and time-of-flight angio-
graphy, use the inherent properties of blood flow in the MR
environment to create angiograms. A third technique,
contrast-enhanced angiography, uses the injection of a

MAGNETIC RESONANCE IMAGING 291

Figure 11. Temporal schematic of a diffusion-weighted, spin-echo
pulse sequence with an EPI readout. The diffusion gradient pulses
are shown as gray boxes on the gradient axes. The direction of
diffusion-weighting can be changed by changing the relative
weights of the diffusion gradients along Gx, Gy, and Gz.

Figure 12. Representative diffusion tensor images. The images
are (top-left): a T2-weighted (or nondiffusion-weighted) image;
(bottom-left): a mean diffusivity map (note similar contrast to
T2-weighted image with cerebral spinal fluid appearing hyper-
intense); (top-right): a fractional anisotropy map (hyperintense in
white matter); and (bottom-right) the major eigenvector direction
indicated by color (red¼R/L, green¼A/P, blue¼S/I) weighted by
the anisotropy (note that specific tract groups can be readily identified).



paramagnetic contrast agent into the vascular system to
specifically alter the magnetic properties of the blood in
relation to the surrounding tissue.

Phase-contrast (PC) angiography (23) usually uses a
pair of gradient pulses of equal strength and opposite
polarity, placed in the MRI sequence between the RF
excitation pulse and the data acquisition window. During
the imaging sequence, stationary nuclei accumulate phase
during the first gradient pulse, and accumulate the oppo-
site phase during the second gradient pulse, resulting in
zero net phase. Moving nuclei accumulate phase during the
first gradient pulse, but during the second pulse are in
different positions, and accumulate phase different from
that obtained during the first pulse. The net accumulated
phase is proportional to the strength of the gradient pulses
and the velocity of the nuclei. From the resulting data,
images can be formed of both blood vessel morphology and
blood flow.

TOF angiography techniques (24) (more accurately
called ‘‘inflow’’ techniques) typically use a conventional
gradient-echo sequence to acquire a thin 3D volume or a
series of 2D slices. The nuclei in stationary tissue are
excited by many consecutive slice-selective RF pulses. As
a short TR is used, the longitudinal magnetization is not
able to return to equilibrium, resulting in saturation of
magnetization and low signal. Moving nuclei in the blood
flow into the slice during each TR period, having been
excited by zero or very few RF pulses. As these nuclei
arrive in the imaging slice at or near full equilibrium
magnetization, high signal is obtained from blood.
Figure 13 shows a projection image of a 3D TOF dataset
acquired in the head. The TOF technique can produce high

quality MRA images in many situations, but slow or in-
plane blood flow can result in blood signal saturation and
reduced the quality of the images.

Contrast-enhanced MRA (CE-MRA) is performed using
an injection of a paramagnetic contrast agent into the
intravenous bloodstream (25). Although several transition
and rare-earth metal ions can be used, the most common is
Gadolinium (Gd+3) chelated to a biologically compatible
molecule. The compound is paramagnetic, having a strong
dipole moment and generating strong local magnetic field
perturbations, which increase the transfer of energy
between the excited hydrogen nuclei and the lattice, pro-
moting T1 relaxation and return to equilibrium of the
longitudinal magnetization.

The contrast agent is injected intravenously in a limb
away from the area of interest and circulates into the
arterial system. The longitudinal relaxation rate is typi-
cally enhanced by a factor of 15 to 25 during this initial
arterial phase, resulting in a much shorter T1 for blood
compared with the surrounding tissue. As the longitudinal
magnetization in blood is much higher after each TR
period, background tissue is suppressed in a manner simi-
lar to TOF imaging, and blood vessels have a comparably
bright signal on the resulting images. Imaging is typically
performed so that the central k space lines, which contain
most of the image contrast information, are acquired while
the contrast agent is distributed in the arteries of interest,
but before it can circulate into the neighboring veins.

MRA data consist of large volumetric sets of image data,
which are stored in the format of contiguous image slices.
Specialized image display techniques are used to display
the data in a manner that can be interpreted by the
radiologist. Maximum Intensity Pixel (MIP) projections
are widely used and are formed by projecting the volume
set of data onto a single image plane. Here, each image
pixel is obtained as the maximum value along the corre-
sponding projection, as shown in Fig. 13. Volume rendering
is beginning to be used more often to display MR angio-
grams. The individual slices of data are always available
for detailed review by the radiologist and can be refor-
matted into any plane on the computer workstation to
optimally display the vasculature of interest.

Cardiac MRI. Cardiac magnetic resonance (CMR) ima-
ging is an evolving technique with the unprecedented
ability to depict both detailed anatomy and detailed func-
tion of the myocardium with high spatial and temporal
resolution. The past decade has seen tremendous develop-
ment of phased array coil technology, ultra-fast imaging
sequences, and parallel imaging techniques, all of which
have facilitated ultra-fast imaging methods capable of
capturing cardiac motion during breath-holding. The abil-
ity to perform imaging in arbitrary oblique planes, the lack
of ionizing radiation, and the excellent soft tissue contrast
of MR make it an ideal method for cardiac imaging.
Comprehensive cardiac imaging is performed routinely
in both in-patient and out-patient settings across the
country and is widely considered the gold standard for
clinical evaluation of many cardiac diseases (26).

Ischemic heart disease caused by atherosclerotic coron-
ary artery disease (CAD) is the leading cause of mortality,
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Figure 13. Time-of-flight (TOF) angiography in the head uses
inflow of fresh blood to produce contrast between blood and the
surrounding tissue. A Maximum Intensity Projection (MIP)
reformatted image is used to compress the acquired volume
data into a single slice for display.



morbidity, and disability in the United States, with over 7
million myocardial infarctions and 1 million deaths every
year (27). Consequently, ischemic heart disease is the
primary indication for CMR. Accurate visualization of wall
thickness and global function (ejection fraction), as well as
focal wall motion abnormalities, is performed with retro-
spectively ECG-gated ultra-fast short TR pulse sequences,
especially steady-state gradient recalled echo imaging (28),
as shown in Fig. 14. Breath-held cinemagraphic or CINE
images have high SNR, excellent blood to myocardial
contrast, and excellent temporal resolution (< 40–50 ms)
capable of detecting subtle wall motion abnormalities.
Areas of myocardial infarction (nonviable tissue) are exqui-
sitely depicted with inversion recovery (IR) RF-spoiled
gradient echo imaging, acquired 10–20 minutes after intra-
venous injection of gadolinium contrast (29), as shown in

Fig. 14. Areas of normal myocardium appear dark, whereas
regions of nonviable myocardium appear bright (delayed
hyper-enhancement). Accurate depiction of subtle myocar-
dial infarction is possible because of good spatial resolution
across the heart wall. The combination of motion and
viability imaging is a powerful combination. Areas with
wall motion abnormalities but without delayed hyper-
enhancement may be injured or under-perfused from a
critical coronary artery stenosis but are viable and may
benefit from revascularization.

Cardiac ‘‘stress testing’’ using CMR has seen increasing
use for the evaluation of hemodynamically significant
coronary artery stenoses (30). Imaging of the heart during
the first pass of a contrast bolus injection using rapid
T1-weighted RF-spoiled gradient echo sequences is a
highly sensitive method for the detection of alterations
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Figure 14. End-diastolic (a), mid-systolic (b), and end-systolic (c) short axis CINE images of the
heart in a patient with a myocardial infarction in the anterior wall and septum, demonstrated by
decreased wall thickening (arrows in b, c). The corresponding T1-weighted RF-spoiled gradient
recalled echo first-pass perfusion image (d) shows a fixed perfusion deficit (darker myocardium) in
the corresponding territory (arrows). Finally, an inversion recovery RF-spoiled gradient echo image
acquired at the same location (e) demonstrates a large region of delayed hyper-enhancement
(arrows) indicating a full wall thickness region of nonviable myocardium that corresponds to the
region of decreased perfusion and decreased contraction.



in myocardial blood flow (perfusion). Perfusion imaging
during both stress (pharmacologically induced) and rest
can reveal ‘‘reversible’’ perfusion defects that reflect a
relative lack of perfusion during stress. In this way,
coronary ‘‘reserve’’ can be evaluated and CAD can be
uncovered, leading to further evaluation with coronary
catheterization and possible angioplasty and stenting.
Direct imaging of coronary arteries with CMR has shown
tremendous technical advances, but is not commonly
used, except for imaging of proximal coronary arteries
in the evaluation of anomalous coronary arteries.

Other important indications of CMR include congenital
heart disease, primarily, but not exclusively, in the
pediatric population (31). Accurate diagnosis of a wide
variety of congenital abnormalities requires high resolu-
tion, high contrast imaging that permits depiction of com-
plex anatomical variants seen with congenital heart
disease. Although anatomic imaging can be performed
accurately with cardiac-gated CINE sequences, conven-
tional sequences such as cardiac-gated black-blood fast
spin-echo (FSE) and T1-weighted spin-echo imaging are
invaluable tools. Equally important to accurate anatomical
imaging is functional imaging. With altered anatomy
comes radically altered hemodynamics, requiring visuali-
zation of myocardial function with CINE imaging. Phase-
contrast velocity imaging permits flow quantification
through the heart, including the great vessels (pulmonary
artery, aorta, etc.). An important example includes quan-
tification of left-to-right ‘‘shunts’’ with resulting over-cir-
culation of the pulmonary circulation. With a wide variety
of pulse sequences, flexible scan plane prescription and the
lack of ionizing radiation, CMR is ideally suited for evalua-
tion of congenital heart disease.

Other important applications of CMR include visualiza-
tion of valvular disease, pericardial disease, valvular dis-
ease, and cardiac masses. The latter two are particularly
well evaluated with CMR; however, they are relatively
uncommon and will not be discussed here.

Hyperpolarized Contrast Agents in MRI. Conventional
MR imaging measures the resonant signal from the hydro-
gen nuclei of water, the most ubiquitous and highly con-
centrated component of the body. However, many other
nuclei exist with magnetic dipole moments that produce
MR signals. Many of these nuclei, such as phosphorous-31
and sodium-23, are biologically important in disease pro-
cesses. However, these species typically exist at a very low
concentration in the body, making them difficult to image
with sufficient signal. One approach is to align, or polarize,
the nuclei preferentially using physical processes other
than the intrinsic magnetic field of the MR scanner. In
some cases, these polarization processes can align many
more nuclei than otherwise possible. These hyperpolarized
nuclei can then act as contrast agents to better visualize
blood vessels or lung airways on MRI. For example,
helium-3 and xenon-129 are inert gases whose magnetic
dipole moments can be hyperpolarized using spin-
exchange optical pumping—a method of generating a pre-
ferred alignment of the nuclear dipoles using polarized
laser light (32). As they are inert gases, polarized
helium-3 and xenon-129 are used as inhaled contrast

agents for visualizing the lung airspaces (upper-right
panel) using MRI (33),(34). Unlike other parts of the body,
conventional MRI of the lungs suffers from poor signal due
to low water proton density and the multiple air-tissue
interfaces that further degrade the MR signal in the upper
left of Fig. 15. Hyperpolarized gas MRI has been particu-
larly useful for depicting airway obstruction in several lung
diseases including asthma (lower panel of Fig. 15) (35),
emphysema (36), and cystic fibrosis (37). Additional tech-
niques based on this technology show promise for MR
imaging of blood vessels using injected xenon-129 dissolved
in lipid emulsion (38), gas-filled microvesicles (39) and
liquid-polarized carbon-13 (40). Hyperpolarized carbon-
13 agents are of particular interest because of the wide
range of biologically active carbon compounds in the body.
Another important advantage of this technology is its
ability to maintain high signal using low magnetic field
(0.1–0.5 T) scanners (41). These systems are much cheaper
to purchase and maintain than the high field (1.5–3.0 T)
MRI scanners in common clinical use today.

Breast MRI. Breast MRI is presently used as an adjunct
to mammography and ultrasound for the detection and
diagnosis of breast cancer. Dynamic contrast-enhanced
(DCE) MRI has been shown to have high sensitivity
(83%–96%) to breast cancer but has also demonstrated
variable levels of specificity (37–89%) (42). DCE-MRI
requires an injection of a contrast agent and acquisition
of a subsequent series of images to enable the analysis of
the time course of contrast uptake in suspect lesions.
Lesion morphology is also important in discerning benign
from malignant lesions in breast MRI. Standard in-plane
spatial resolution is sub-millimeter. A typical clinical
breast MRI includes a spoiled gradient echo (SPGR) T1-
weighted sequence both precontrast (Fig. 16a) and, at
minimum, at 30 second intervals postcontrast (Fig. 16b).
Along with their morphologic characteristics, lesions can
be further described by the shape of their contrast uptake
curve. The three general categories of contrast uptake are
(1) slow, constant contrast uptake (2) rapid uptake and
subsequent plateau of contrast, and (3) rapid uptake and
rapid washout of contrast (43). Although the slowly enhan-
cing lesions are usually benign and fast uptake and wash-
out is a strong indication of malignancy, time course lesion
characterization is not absolute. The ambiguity of time
course data for certain classes of lesions drives the inves-
tigation into higher temporal resolution imaging methods.
A standard clinical breast MRI also includes acquisition of
a T2-weighted sequence for the identification of cysts
(Fig. 16c). Present research in breast DCE-MRI is focused
on development and application of pulse sequences that
provide high temporal and spatial resolution. Also, inves-
tigation is ongoing into more specific characterization of
uptake curves. Diffusion-weighted MRI, blood-oxygen-
level-dependent imaging, and spectroscopy are also being
investigated as possible methods to improve the specificity
of DCE-MRI in the breast. In some circumstances, the high
sensitivity of breast DCE-MRI outweighs the variable
specificity leading to the present use of DCE-MRI to deter-
mine the extent of disease, with equivocal mammographic
findings, and for the screening of high risk women.
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Figure 16. Fat-suppressed (a) pre-contrast T1-weighted image (b) postcontrast T1-weighted image
(c), and noncontrast T2- weighted image. Images are from different patients.

Figure 15. Upper left shows normal lack of signal in parenchyma of lungs in MRI. Ventilated areas
are clearly seen after imaging inhaled hyperpolarized helium. Rapid imaging during inhalation and
exhalation shows promise for capturing dynamic breathing processes.



MRI of Musculoskeletal Disease. Musculoskeletal imaging
studies traumatic injury, degenerative changes, tumors,
and inflammatory conditions of the bones, tendons, liga-
ments, muscles, cartilage, and other structures of joints.
Although X-ray imaging is the work-horse imaging mod-
ality for many musculoskeletal diseases, MRI plays a
critical role in several aspects of diagnosis, staging, and
treatment monitoring.

Fast spin-echo (FSE) pulse sequences are typically
used to acquire T1, T2, and proton density-weighted
images of the joints. For the assessment of joint structures,
images are acquired in multiple planes to ensure adequate
spatial resolution in all dimensions. These MR images
can be used to evaluate tissues including ligaments,
bone, cartilage, meniscus, and labrum. As a result of
their high spatial resolution and excellent soft tissue
contrast, MR images can provide accurate diagnosis that
can prevent unnecessary surgeries and can facilitate
pre-operative planning when surgical intervention is
required.

Osteoarthritis is a degenerative disease that
affects approximately 20 million Americans and countless
others around the world. Currently, this debilitating dis-
ease is often not detected until the patient experiences
pain that can be reflective of morphologic changes to joint
cartilage. MR can be used to accurately measure cartilage

thickness and volume. New MR techniques are also
under development that may provide insight into bio-
chemical changes in cartilage at the earlier stages of
osteoarthritis that precede gross morphologic changes
and patient pain.

Fortunately, primary bone tumors are relatively rare.
However, bone is a common site for metastatic disease,
which is especially true for breast, lung, prostate, kidney,
and thyroid cancers. MR is a sensitive test for metastatic
bone disease and is being adopted as a standard of care in
some parts of the world, replacing nuclear scintigraphy. A
typical approach employs inversion recovery pulse
sequences to generate fat-suppressed, T2-weighted images.
Diffusion-weighted imaging also shows promise to detect
hemotalogic cancers such as multiple myeloma, leukemia,
and lymphoma.

Inflammatory diseases include infection and inflamma-
tory forms of arthritis. Infection of the foot is a common
complication of microvascular disease often seen with dia-
betes, a disease afflicting 18 million Americans. MR can be
used to assess the vasculature of the foot as well as diag-
nose infection and evaluate treatment efficacy. Two million
Americans have rheumatoid arthritis, a common form of
inflammatory arthritis. Inflammation from a condition
known as synovitis, which often occurs in rheumatoid
arthritis patients, is shown in Fig. 17. New MR methods
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Figure 17. Axial knee image in a
patient with inflamed synovium
shows excellent soft tissue contrast
available in MRI. The thickened
intermediate signal intensity for
synovium (arrowheads) is well dis-
tinguished from the adjacent high
signal intensity of joint fluid (arrow).



are being developed to detect rheumatoid arthritis earlier
and to gauge treatment success.
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INTRODUCTION

It has been shown that reduced breast cancer mortality
in the past decade can be attributed to the high sensitivity
of screening mammography in detecting nonpalpable
lesions (1,2). There has been a wide variety of equipment
and imaging modalities employed in the breast cancer
detection and imaging; ranging from ultrasound imager,
X-ray mammography, computed tomography scanner (CT),
to magnetic resonance imager (MRI). Additionally, ther-
mography, light diaphanography, electron radiography,
and microwave radiometry have also been utilized, experi-
mentally, to detect breast cancer without much success.
Brief explanations of these imaging modalities have been
described in the first edition of this Encyclopedia, NCRP
Report No.85, and in a review article by Jones (3–5).
Among those modalities; ultrasound, X-ray mammogra-
phy, CT, and MRI, X-ray mammography is the most prac-
tical and relatively inexpensive, and is the only main
stream of equipment available for breast cancer detection.
At present, the ultrasound imager is often employed as an
adjunct to the X-ray mammography and is not the primary
screening imaging device. However, when mammography
is mentioned, it is normally meant to say ‘‘X-ray mammo-
graphy’’. For these reasons, this article will devote all of its
effort to X-ray mammography.

THE MAMMOGRAPHY QUALITY STANDARDS ACT
OF 1992 (MQSA), (PUBLIC LAW 102–539)

Breast cancer was a major public health issue in the
early 1990s; U.S. Congress enacted MQSA ‘‘to ensure that
all women have access to quality mammography for the

detection of breast cancer in its earliest, most treatable
stages’’. Thus, it is required by law that facilities providing
mammography services be properly accredited and be
certified by the U.S. Food and Drug Administration
(FDA). ‘‘Accreditation and Certification’’ of mammogra-
phy facilities are beyond the scope of this article, and
interested readers are requested to refer to the FDAs
WEB Site (6), and the American College of Radiology
(ACR) WEB Site (7).

X-RAY MAMMOGRAPHY

Conventional X-ray equipment was initially employed for
breast cancer imaging with industrial (thick) emulsion film,
or portal imaging film for use in radiation therapy as the
image receptor in order to visualize the small microcalcifica-
tions, prior to, as late as 1970s. The breast entrance dose of
this imaging process exceeded well over 85 mGy per film
(�10 R per film) and the radiographic techniques were
typically in the range of 45–55 kVp, and �1000 mAS with
a radiation beam quality of half-value layer (HVL)¼ 1.0–
1.5 mm of aluminum (mmAl) (8). The X-ray beam spectrum
produced by a conventional X-ray tube, equipped with tung-
sten anode, is not necessarily optimized for breast cancer
detection. The mammography images obtained in this man-
ner had the desired spatial resolution (�20 lp
mm�1), but
had a less than desirable radiographic contrast. This com-
bination of ‘‘high entrance dose’’ with ‘‘low radiographic
contrast’’ was not an acceptable approach. The radiology
community was searching for a new breast imaging solution.
In the 1970s, xeromammography imaging plates provided
the much needed improvement in image quality and low-
ered the breast entrance dose by a factor of two thirds to
one half compared to using the thick emulsion industrial
type film (9).

Due to its unique patient positioning of breast imaging,
the geometrical arrangement of dedicated mammography
units should be pointed out. As shown in Fig. 1, with the
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Figure 1. Geometric arrangement of conventional radiography.
The X-ray system, the anatomy of interest, and the screen-film
cassette are centered and aligned for exposure.



conventional radiography system, the X-ray tube is setup
in the center of the anatomy of interest. The radiation field
is a projection of diverging X rays restricted by the colli-
mator, centered to the area of interest. The geometry of a
dedicated mammography system on the other hand is off-
set so as to maximize inclusion of breast tissue close to the
chest wall (see Fig. 2a). If the geometry were setup in the
same manner as the conventional radiography as depicted
in Fig. 2b, the black triangular area of the breast would not
be included in the imaging field possibly missing a sus-
pected cancer site.

THE PHYSICS OF MAMMOGRAPHIC IMAGING

Considering that various tissues in the breast are radi-
ologically similar, but not identical, the task of differentiat-
ing the fibrous, ductal, and glandular tissues is extremely
difficult. This is due to the fact that (1) water; the main
ingredient of human tissue, has a density of r¼ 1.0 g
cm�3

and effective atomic number of Zeff¼ 7.4–7.6, and (2) fat
has a density of ¼ 0.9 g
cm�3 and effective atomic number
of Zeff¼ 5.9–6.5 (10). Thus, various breast tissues with
varying degrees of fat and water contents are very similar
from radiological point of view.

The development of screen-film mammography was, in
reality, paired with the redesigning of dedicated X-ray
equipment for breast imaging. Breasts are relatively thin
(physical thickness and X-ray attenuation property) com-
pared to other body parts. Radiographs of extremities, for
example, are obtained with X-ray tube potential in the

range of 50–60 kVp. Breast tissues contain no high
attenuation anatomy, such as bones, a lower tube potential
(< 35 kVp) would be more suitable for breast imaging (11).
Use of lower tube potential has a potential benefit of taking
advantage of the photoelectric effect in differentiating the
subtle differences of breast tissues.

It should be pointed out that there are five basic ways
that X-ray photons interact with matter; they are (1)
coherent scattering, (2) photoelectric effect, (3) Compton
effect, (4) pair production, and (5) photodisintegration
(12). Of these five interactions, photoelectric effect and
Compton effect predominantly contribute to the image
formation in diagnostic radiology. The probabilities of
photoelectric effect and the Compton effect can be
expressed as following;

Photoelectric effect � Z3=E3 ð1Þ

Compton effect � E � Z ð2Þ

In equations (1) and (2), E is the photon energy, and Z is
the atomic number. Clearly, from Eq. 1, the lower the X-
ray photon energy, and the higher the atomic number the
probability of the photoelectric effect will be higher. Since
the photoelectric effect is proportional to the ‘‘cube’’ of
(Z/E), the differential of breast tissues in Zeff is ‘‘en-
hanced’’ in the image formation. Thus, a better approach
to differentiate and image the breast tissues is to employ a
lower X-ray tube potential for imaging. While this
approach is ‘‘good’’ for imaging, the radiation dose
absorbed by the breast would still be a major concern.

Conventional X-ray tubes employ tungsten as the target
material and produce a broad X-ray spectrum through the
bremsstrahlung process. At X-ray tube potential of 35 kVp
and lower, the tube potential used on most dedicated
mammography systems, the tungsten target X-ray tubes
would produce broad energy spectrum that contribute less
to the image formation and more to the radiation dose.
Tungsten, rhodium, and molybdenum are ideal for use in
X-ray production due to their relatively high melting points
than other metallic elements. Typically, dedicated mam-
mography equipment is equipped with molybdenum target
X-ray tube with beryllium window (port), and 30-mm thick
molybdenum filter. The X rays, generated at 25–30 kVp
tube potential, produced by the molybdenum target X-ray
tube contain a large fraction of characteristic X rays at
energies �17–20 keV (13,14). It is, therefore, quite natural
to optimize and utilize these characteristic X rays for image
formation and, consequently, patient exposure reduction at
the same time. Most dedicated mammography equipment
employ a combination of molybdenum target with alumi-
num, molybdenum, or rhodium filters. The characteristic
X rays generated at the molybdenum target have X-ray
photon energies of 17.4 and 19.6 keV, just below the
K-absorption edge of 20 keV, thus are quite transparent
to the molybdenum filter. This is illustrated in Fig. 3. On
the left of Fig. 3a, is a schematic drawing of the X-ray
spectrum generated at 30 kVp with a molybdenum target
and aluminum filter. In the middle of Fig. 3b, is the same
system with 30mm thick molybdenum filter. Notice that
the K-absorption edge curve (dashed curve) of molybdenum
shows that the X-ray photons with energies just above
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Screen-film cassette
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Lateral View of Mammography Examination Setup

(a) Correct alignment of X-ray
system with the patient's
chest wall included in the
field-of-view.

(b) Improper setup. The "black"
triangular shaped area is not
in the field-of-view.

Figure 2. Geometry of dedicated mammography systems. On the
left side of (a), the geometrical arrangement of a dedicated
mammography unit is correctly setup where the center of the
radiation beam is aligned to the chest wall of the patient with
the compression cone pressing down on the breast being imaged.
On the right side (b), improper setup for mammography
examination is evident. The ‘‘black’’ triangular area is not
included in the image captured by the image receptor,
potentially missing the suspected cancer site.



20 keV would be preferentially absorbed than those just
below 20 keV. Similarly, the same can be said for the
rhodium target with rhodium filter as shown in Fig. 3c.
Figure 3b and c are graphically speaking quite similar. It is
noteworthy to point out that a careful study of Fig. 3b, and c
will reveal that X-ray beams generated from rhodium
target X-ray tube ‘‘must not’’ be filtered with molybdenum!
The intensity of rhodium K-characteristic X rays (Ka, and
Kb) would be in the energy range where the molybdenum K
absorption is high. Taking advantage of the spectral infor-
mation, in 1991,GE introduced the Senographe DMR unit
equipped with a dual track and dual filter (molybdenum
and rhodium) X-ray tube for mammography applications.
Some of the physical characteristics and the spectral
energy data of molybdenum, rhodium, and tungsten are
summarized in Table 1.

For illustration purposes and descriptions of imaging
components, following this paragraph, the screen-film
mammography (SFM) system manufactured by GE, the
Senogaphe DMR mammography unit, is shown in Fig. 4.
The photograph in Fig. 4 represents the overall external

and mechanical design of a typical ‘‘dedicated’’ X-ray
mammography unit. It represents ‘‘the overall’’ design with
respect to the tilting gantry with the X-ray tube housing at
the top and the image receptor at the bottom. And, the
gantry is attached to a column (or stand), which houses the
elevation mechanism of entire gantry.

THE SCREEN-FILM MAMMOGRAPHY

The screen-film mammography employs the same basic
image receptor system as conventional radiographic ima-
ging. While conventional radiography employs a double-
emulsion film sandwiched between two intensifying \
screens yielding a spatial resolution of (up to) 8 lp
mm�1

for a detailed screen (15), a typical SFM image receptor
consists of a single-emulsion film and a single thin rare-
earth phosphor intensifying screen yielding a spatial reso-
lution of �20 lp
mm�1 (16).

In order to optimize the efficiency of the SFM, manu-
facturers including Agfa, Kodak, Konica, and Fuji, have
produced matching pairs of the intensifying screen and
film specifically for use with mammography. And, to
further improve the sensitometric characteristics of the
screen-film, the processing chemistry, particularly the
developer, have also been carefully prescribed along with
its development conditions. Note that the sensitometric
characteristics of screen-film system refers to the ‘‘photo-
graphic effect or blackening effect’’ of the screen-film
system in response to the X-ray absorption (17). An
example of this matching pair of intensifying screen and
film is depicted in Fig. 5, the emission and absorption
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Figure 3. The spectrum of X rays generated with molybdenum and rhodium. On the far left (a) is
the X-ray spectrum generated by a molybdenum target at 30 kVp and filtered with aluminum filter.
The characteristic X rays Ka (17.4 keV), and Kb (19.6 keV) appear as the two peaks in the graph. In
the middle (b) is the X-ray spectrum generated by the same X-ray system in part a, but is filtered
with 30mm thick molybdenum. The K-absorption edge curve is shown in dashed line. On the far
right (c) is an X-ray spectrum generated by a rhodium target at 30 kVp and filtered with 20mm thick
rhodium. The general shapes of middle figure and far right figure are similar with differences in the
peak energies of K-characteristic X rays (Ka¼20.2 keV, and Kb¼22.7 keV), and the K-absorption
edge energy (23.2 keV).

Table 1. K-Characteristic X Rays and K-Absorption Edge
of Molybdenum, Rhodium, and Tungsten

Molybdenum Rhodium Tungsten

Atomic Number 42 45 74
Ka

a 17.4 20.2 59.3
Kb

a 19.6 22.7 69.1
K-edgea 20.0 23.7 69.5

aEnergy in keV.



characteristics of intensifying screen and film employed in
SFM. Note that the emission of 550 nm wavelength light
from AD Mammo Screens is matched by the absorption
spectra of the AD-M Film.

In order to accommodate the varying size of breasts, two
imaging cassette sizes are available with dedicated mam-
mography equipment, they are 18� 24 cm (8� 10 in.), and
24� 30 cm (10� 12 in.). The film is loaded on the topside of
the cassette with the emulsion side facing the intensifying
screen. Figure 6 is a schematic drawing showing the cross-
section of a typical screen-film mammography cassette (the
single emulsion film, single intensifying screen) with
enlarged views of the film (top, right), and the screen
(bottom, right). The ‘‘sponge’’, in the cassette, is employed
to assure good screen-film contact.

THE ANTISCATTER GRID

The antiscatter grid is placed between the breast holder,
and the cassette slot, refer to Fig. 4. Scattered radiation is
one of the main causes of degrading the image quality in
X-ray imaging. The antiscatter grid is employed to mini-
mize the scattered radiation from reaching the screen-film
system while allowing the primary radiation to pass
through. Although, mammography examinations are typi-
cally conducted with X-ray potentials <30 kVp, would still
require a moving (reciprocating) antiscatter grid to cleanup
the scattered radiation. Typically, the antiscatter grid used
in mammography has a grid ratio of 5 : 1, or 4 : 1. While the
exposure time in X-ray mammography imaging is rela-
tively long (�1 s), the speed of the moving grid must be
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Figure 4. A typical dedicated mammography unit; GE
Senographe DMR. (Courtesy of GE Healthcare.) The overall
mechanical design of a typical dedicated X-ray mammography
showing the tilting gantry with the X-ray tube housing at the
top and the image receptor at the bottom. The gantry (or the
elongated C arm) is normally attached to a column or a stand in
which the elevation mechanism of entire gantry is housed.
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Figure 5. Spectral characteristics of screen-film mammography
system. The AD Mammo screens are green-emitting and the AD-M
film is orthochromatic. The figure shows the light-emitting spec-
trum of the AD Mammo Screens, the spectral sensitivity curve of
the AD-M film, and the transmittance spectrum of SLG-8U safety
light filter. (Courtesy of Fujifilm Medical Systems USA, Inc.)
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Figure 6. The cross-sectional view of screen-
film cassette. (Courtesy of Fujifilm Medical
Systems USA, Inc.)



carefully adjusted to avoid artifact associated with grids.
For the antiscatter grids, the grid line rate must be suffi-
ciently high, or the attenuation material structure must be
so designed to avoid being imaged as grid artifacts on the
mammograms. The honeycomb design antiscatter grid;
Cellular (HTC) Grid utilized in LoRad mammography
systems and marketed by Hologic is well known for its
high transmission of useful primary radiation with
increased absorption of scattered radiation (18).

THE COMPUTED RADIOGRAPHY FOR MAMMOGRAPHY

Computed radiography was introduced to radiology in 1981
and the ‘‘digitization’’ of routine radiographic examinations
had started in earnest. The CR image plate housed in
cassette replaced, directly, the screen-film cassette in rou-
tine radiography applications. This direct replacement
design required no mechanical modifications on the exist-
ing radiographic equipment. With the introduction of CR, a
whole new set of technology including the optical CR read-
ers, image processing software programs, image display
subsystems, and so on, made the filmless radiology depart-
ment within an achievable reality (19).

The difference between the routine CR and the CR for
mammography (CR-M) is largely due to the optical
response of the CR phosphor; thus, the radiation dose
required to reduce the image noise, and the spatial resolu-
tion capability for mammography applications. In 2001,
Fuji introduced the FCR 5000MA, which was used in the
America College of Radiology Imaging Network (ACRIN);
Digital versus Screen-Film Mammography (DMIST) study
(20,21). While the study had already been concluded, the
official results are in the final preparation stage, and have
not been released yet. The FCR 5000MA differentiated
itself from the previous generation of CR products by
utilizing a 50 mm pixel spot size for the laser and intro-
duced dual side IP reading to the market.

In January 2004, Fuji introduced the Profect CS, or
‘‘ClearView-CS’’ in the United States. Clear View CS is
pending FDA approval and not yet commercially available
in the United States. Fuji recently finished the Premarket-
ing Approval (PMA) application to FDA, and the approval
is anticipated sometime during the second half of 2005 (22).
Note, however, that the 100mm pixel spot size digital
mammography system has been in use for the past few
years in Europe, Australia, and Japan. The mechanism in
which ‘‘how’’ the IP and the CR reader work together to
produce an image is beyond the scope of this article and
readers are suggested to turn to publications available
(23,24), or corresponding articles in this Encyclopedia.

The obvious advantage of CR-M, and the full field digital
mammography (FFDM) systems, is its wide dynamic range
and its linear response to radiation. In screen-film mam-
mography, over-or underexposure was one of the main
causes of ‘‘repeat’’ examinations. Such exposure related
repeats can be minimized due to the wide latitude in
exposure acceptable for imaging. Furthermore, the images
are no longer ‘‘fixed’’ or ‘‘limited’’; the subject contrast and
the overall image brightness can be adjusted for image
interpretation by adjusting the display window ‘‘level’’, and

‘‘width’’. The display ‘‘window level’’ corresponds to the film
optical density in SFM, and the ‘‘widow width’’ corresponds
to the contrast. In digital imaging systems, both window
level and width may be adjusted to optimize the image
rendered on the monitor. Figure 7 shows the response dif-
ferences of these two image receptor systems to the radia-
tion exposure. The exposure range for the CRs ‘‘Image
Plate’’ is wider than that of a typical screen-film combina-
tion by an order of 2 to 3 in magnitude.

THE STEREOTACTIC BREAST BIOPSY MAMMOGRAPHY

Breast biopsy is often required when an area of suspicious
malignancy site is revealed after a mammography is
obtained. In order to accurately extract the specimen, a
stereo mammogram may be obtained so that the biopsy
needle can be accurately inserted to the site where it is
suspected of malignancy; core biopsy (25). Most dedicated
mammography equipment are designed to perform routine
(screen-film, or FFDM) mammography, and with an
attachment to perform stereotactic mammography and
core biopsy in an ‘‘up right’’ posture; either the patient is
standing or sitting on a chair.

From a pair of stereo images separated by 308 (�158
from the centerline), using the triangulation technique, the
three-dimensional (3D) coordinates of the suspicious site
can be calculated within an accuracy of 1 mm (25), see the
schematic diagram of stereotactic imaging geometry in
Fig. 8. It is essential that the patient remain still before
and after the acquisition of the stereo images. The core
biopsy can be localized accurately only if the patient posi-
tioning remain the same.

Stereotactic mammography requires that the breast
being examined is compressed (just as in routine mammo-
graphy), but the patient should remain standing still while
the mammogram is being processed. The processing time
alone takes at least 90 s with typical automatic film pro-
cessor. Thereafter, the best location of the biopsy needle
entrant site, and the coordinates of the sampling must be
determined. The prolonged time represents substantial
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discomfort on the part of the patient not to mention the
anxiety of fear for the possibility of being diagnosed and
confirmed as having breast cancer.

DIGITAL SPOT MAMMOGRAPHY

Before the introduction of FFDM, in order to ease the
discomfort of undergoing the biopsy process, a small detec-
tor with imaging area of 5� 5 cm had been developed by
LoRad, for example, so that the stereo images of the breast
can be displayed immediately after exposures are made.
This is one of the successful biomedical applications that
have resulted from collaborative technology transfer pro-
grams between the National Aeronautics and Space
Administration (NASA), the National Cancer Institute
(NCI), and the U. S. Department of Health and Human
Services Office on Women’s Health (OWH) (26). Since the
imaging area is only 5� 5 cm, it is referred to as Digital
Spot Mammography. The biopsy coordinate is then calcu-
lated via the built-in software program with a shorter
overall examination time.

In addition, dedicated breast biopsy systems have been
developed where the patient would be lying on her stomach
(recumbent). The breast under examination is positioned
through a hole in the examination table and aligned with
the X-ray equipment and the biopsy needle gun. The
recumbent core biopsy mammography unit manufactured
by LoRad is depicted in Figs. 9 and 10. LoRad is now one of
the brand names sold under Hologic. A similar recumbent
core biopsy unit, called Mammo Test Biopsy System, is
available from Fisher Imaging.

FULL FIELD DIGITAL MAMMOGRAPHY

The CR-M is a direct replacement of the screen-film cas-
sette. In other words, the IP cassette replaced the screen-

film cassette. Therefore, no major mammography equip-
ment modification would be necessary. In DR on the other
hand, just as in conventional radiography and fluoroscopy
applications, the image receptor system may be built into
the image receptor compartment as an integral part of the
imaging assembly (27,28). Manufacturers had attempted to
physically fit the DR detector assembly, or more accurately;
the Flat Panel (FP) detector assembly, into the space occu-
pied by the SFM cassette. To date, no commercial product of
FP detector assembly has been fitted as a direct physical
replacement of the SFM cassette is available (29). In other
words, due to technical difficulties, there is no FP detector
assembly that is sufficiently compact to fit into the space
designed to accommodate the SFM cassette. The image
acquired with FP detector is transmitted to and processed
by the image processing chain thereafter.

While there are a hand full of FFDM systems either
under development or manufactured for clinical applica-
tions, three FFDM units are currently available in the
United States, and are described here (27). The fact that
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Figure 8. Schematic drawing of geometrical setup for stereotactic
mammography. From the stereo images, with known geometry
and the X–Y coordinates, the depth in Z direction is calculated via
triangulation.

Figure 9. The recumbent stereotactic core biopsy system. A
recumbent design provides a stable patient positioning to
acquire a pair of stereo images for accurate localization of
biopsy site while the patient lays flat on her stomach with
comfort during the entire examination. (Courtesy of Hologic.)

Figure 10. The zoomed view of the recumbent stereotactic core
biopsy system. In the zoomed view, the breast under the
examination is positioned through the opening in the tabletop.
(Courtesy of Hologic.)



these three systems are designed to cover an imaging field
of at least (�) 18� 24 cm, the smaller cassette size of SFM,
the name; FFDM was assigned. This is to signify the full
size imaging filed coverage as opposed to the small field
detector of LoRad’s Digital Spot Mammography, or Fischer
Imaging’s Mammo Test Biopsy System.

There is a trend that mammography equipment is being
transformed to ‘‘digital’’ format. One reason of the slow
pace of this transformation is the large initial capital
expenditure of FFDM. Both, analog and digital formats
are expected to coexist for many more years to come. The
impact of Fuji’s CR-M cannot be ignored due to the fact that
it is possible to convert and replace the screen-film cassette
directly. Any of the existing SFM units will be able to join
the ‘‘digital era’’.

Currently, there are three FFDM systems that have
received FDA approval and are sold in the United States.
The GE Senogaphe 2000D was approved by FDA on
January 28, 2000 and ‘‘accredited’’ by ACR in February,
2003. Fischer Senoscan received its FDA approval on
September 25, 2001 with subsequent ACR accreditation
in August, 2003. Hologic/LoRad’s Selenia received FDA
approval and ACR accreditation, respectively, on October 2,
2002, and in September of 2003 (27).

GEs FFDM: SENOGRAPHE 2000D, AND SENOGRAPHE DS

Figure 11 depicts the FP detector developed by General
Electric Medical Systems, and the photo inset (top left)
shows the Cesium–Iodide (CsI) scintillator crystals. The
incident X rays are absorbed by the CsI crystals, which in
turn, convert the X-ray photon energy to light. The CsI
crystals are deposited in columnar shape so as to minimize
the scatter, and optical diffusion of scintillation lights from
one column to the other. The underlying photodiode–
transistor amorphous Silicon (a-Si) arrays is connected
to control data lines, then, converts the light to electrical
signals for further processing (30).

GEs FP detector is an indirect-conversion digital detec-
tor system. The detective quantum efficiency (DQE) of this
FP detector system has been shown to be �60% at Zero
Frequency (31,32). Essentially, being the first FFDM sys-
tem introduced to the commercial market, GEs Senographe

2000D ushered in the digital mammography era to the
radiology community. Depicted in Fig. 12 is the second-
generation FFDM unit, Senographe DS, with the X-ray
gantry set to þ 158 with the stereotactic biopsy needle
assembly attached. Both Senographe systems (2000D
and DS) are equipped with CsI scintillator on an a-Si
photodiode–transistor arrays with pixel size of 100mm
and an image matrix size of 1920� 2304, covering a field
of view 19� 23 cm.

FISCHER IMAGING’S SENOSCAN FFDM

On the other hand, Fischer Imaging Corporation’s answer
to the FFDM is the Senoscan FFDM unit. The unique
feature of Senoscan unit is that it employs a slot mechan-
ism for the X-ray filed collimation that is synchronized to
the detector as the slot and detector assembly sweeps
across the imaging field, see Fig. 13. The detector of
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Figure 11. Schematic drawing of an
amorphous silicon digital detector.
(Courtesy of GE Healthcare.)

Figure 12. Photograph of GE FFDM unit; Senographe DS with
stereotactic attachment installed. The gantry is tilted to þ158 and
prepped for Stereotactic imaging. Note, this is the FFDM version of
similar unit shown in Fig. 1, but with zoomed up view for the
stereotactic attachment. (Courtesy of GE Healthcare.)



Senoscan unit consists of a layer of thallium activated CsI
scintillator connected to charge-coupled-device (CCD)
chips via fiber optics (33). Hence, this is also an indirect-
conversion digital detector system.

The use of slot mechanism also means ‘‘restricting’’ the
X-ray beams for exposure. It offers an advantage of less
scattered radiation for improved image contrast (34).
Therefore, no antiscatter grid is necessary with Senoscan
unit. The absence of the antiscatter grid compensate for a
less efficient use of the available X rays. In addition, a
tungsten anode X-ray tube (35) is employed with this unit,
since the tungsten anode X-ray tube would produce X rays
more efficiently than a molybdenum or rhodium target.
Senoscan is equipped with CCD chips having pixel size of
(1) 27mm, covering a field of view 11� 15 cm under the high
resolution mode, and (2) pixel size of 54 mm, covering a field
of view 19� 29 cm for the normal mode. The image matrix
size of this system is 4096� 5625.

HOLOGIC/LORAD’S FFDM; SELENIA

Selenia’s image receptor is a 250mm thick amorphous
Selenium (a-Se) photoconductor. Underneath a layer of
a-Se photoconductor is a thin-film transistor (TFT) arrays
that serves as an active readout mechanism. The TFT
arrays are typically deposited onto a glass substrate, which
provides a physical support for the entire detector compo-
nents. Selenia uses a 250mm thick a-Se photoconductor to
capture the X-ray photons impinging on the detector sur-

face without the aid of a scintillator. It is said that a
thickness of 250mm a-Se photoconductor is adequate to
stop 95% of the X-ray photons in the mammographic
energy range (36). The photon energy is converted to a
pair of electron, which is negatively charged, and a posi-
tively charged ‘‘hole’’. With bias voltage applied, the signal
is read off by the TFT arrays. Thus, this is a direct-
conversion digital detector system. The detector is an
a-Se photoconductor and TFT arrays with pixel size of
70mm, covering a field of view 24� 29 cm, resulting in
an image matrix size of 3328� 4096. A summary of the
detector characteristics for these three FFDM systems is
given in Table 2, (37).

READING MAMMOGRAPHY IMAGES

Initially, the FFDM images were printed on dry laser
printers and read on high luminance view boxes (ACR
accreditation required of a luminance of > 3000 cd
m�2)
(38). All three FFDM systems are equipped with work-
stations where images are soft-copy read. The workstations
are commonly equipped with two 5-megapixel high resolu-
tion monitors. With the soft-copy reading, an assortment of
image manipulation are possible including, but not limited
to, basic window width and window level adjustments,
zooming, image reversal, and so on for viewing the details
of the pathology. More importantly, the impact of image
processing in transforming the acquired raw data set to the
image displayed for soft-copy reading should be recognized
(39). For example, as can be seen in Fig. 14, substantial
differences not only in the brightness and contrast of the
image but also in the impression of pathology in the images
can be noticed. While all three images are acceptable and
diagnostic, the two enhanced images are easier to recog-
nize various details.

SUMMARY

A brief history of mammography was described as the
introduction to the X-ray mammography. The SFM con-
tinues to play its major role in breast cancer detection while
FFDM is gaining its installed base. Upon the anticipated
FDA approval, the CR-M is poised for introduction for
clinical applications in the second-half of 2005. However,
all three modalities employed in breast cancer detection,
namely; the SFM, FFDM, and the CR-M are expected to
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Figure 13. A schematic drawing of the scanning mechanism of
Fischer Senoscan FFDM. (Adapted from Fisher Imaging Sanoscan
user’s manual with permission. Courtesy of Fischer Imaging.)

Table 2. Summary of Imaging Characteristics of FFDM Units

Manufacturer Model Name Scintillator Detector Pixel Size, mm Image Matrix Size Imaging Size, L�W cm

GE Senographe 2000D, DS CsI (Tl)a TFT 100 1920�2304 19� 23
Fisher Imaging Senoscan CsI (Tl) CCD 24/48 4096�5625 22� 30
Hologic/LoRad Selenia a-Seb TFT 70 3328�4096 25� 29

DSM CsI (Tl) CCD 48 1025�1024 5� 5
Fuji CR-M BaFBr(Eu)c Computed 50 1770�2370 18� 24

radiography 2364�2964 24� 30

aCsI(Tl)¼Talium Activated Cesium Iodide.
ba-Se¼Amorphous Selenium.
cBaFBr(Eu)¼Barium Fluorobromide with Europium.



play their roles in contributing to reduction of breast
cancer deaths through the early detection of mammogra-
phy screening.

Display of FFDM images and its workstations are
important components of the total picture of FFDM
(40,41). However, monitors and workstations associated
with diagnostic radiology imaging including mammogra-
phy are in a domain of their own and no attempt is made to
include these subjects in this article. Such subject matters
belong to digital image processing and display. Finally,
archiving of the acquired digital images is also a very
important aspect of digitized diagnostic images in the
overall operation of radiology. However, this subject is
better handled in Picture Archiving and Communication
Systems (PACS), and readers are refered to articles under
PACS for additional information.
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INTRODUCTION

The amount of knowledge is increasing rapidly in many
disciplines. Medicine is not an exception. Because of scien-
tific research new knowledge comes available at such a
pace, that physicians should read 19 articles a day, every
day of the week, to keep up to date. Since that is not
possible the results of scientific research often are applied
clinically only years later. Computers can support physi-
cians in finding relevant recent information. In the next
section, the reasons for using computers in medical educa-
tion are presented. Then the roles computers can play in
medical education are reviewed. Since health profes-
sionals increasingly use computer systems for their work,
they need to know the benefits and limitations of these
systems. The discipline of medical informatics is respon-
sible for developing these systems and therefore is dis-
cussed. The next sections discuss the use of Internet and
electronic patient records. Also, it is discussed why knowl-
edge of information systems is important for health pro-
fessionals.

THE REASONS FOR USING COMPUTERS
IN MEDICAL EDUCATION

The goal of academic medical education is to educate
students to become physicians. During the study knowl-
edge, skills and attitudes have to be mastered. Students
are taught academic skills like critical reading, they are
acquainted with the principles of research methods, and
they should know the scientific background of the basic
disciplines (like anatomy, molecular cell biology and genet-
ics, endocrinology and metabolism, immunology and
inflammation, growth, differentiation and aging) as far
as they are related to the study of abnormalities and to
diagnosis and therapy. Because of the explosive growth of
biomedical knowledge, it is not possible anymore to teach
all the currently available knowledge. This does not have to
be a problem since part of the knowledge presented to
medical students during their formal education may be
more or less obsolete by the time they are in their main
professional practice. Moreover, it is difficult to teach
medicine for the coming era, since most of the future’s
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technology is probably nonexistent today. Students there-
fore must be taught how to become life-long learners.
Computers can support this process.

Computers play an increasing role in the practice of
medicine too. No doctor—whether a general practitioner or
a specialist in advanced or social care—will be able to
escape the confrontation with some form of information
processing. The work of health professionals is dominated
by information collection, storage, retrieval, and reason-
ing. Health professionals both use individual patient data
and general medical or nursing knowledge. The amount of
medical and nursing knowledge increases so quickly that
health professionals cannot stay fully up to date. Tools are
therefore needed to acquire relevant knowledge at the time
it is needed.

Computer systems are installed in many hospital
departments and physician offices. Hospital information
systems support, for example, financial, administrative,
and management functions. Clinical departmental sys-
tems are used to collect, store, process, retrieve, and com-
municate patient information. Clinical support systems
are used in function laboratories [for electroencephalogram
(EEG), electrocardiogram (ECG), electromyogram (EMG),
and spirometry analysis], for imaging [magnetic resonance
imaging (MRI), computerized tomography (CT), nuclear
medicine, ultrasound], and in clinical laboratories (analy-
sis of electrolytes, etc.). The results of clinical support
systems are increasingly stored in so-called electronic
patient records, together with the medical history, results
of physical examination, and progress notes. Electronic
patient records gradually replace the paper patient record.
Apart from the fact that electronic paper records are better
readable they also support functions (like decision support)
paper records cannot provide. Students must learn the
benefits and limitations of these kinds of systems.

Decision support systems are used to support clinicians
during the diagnostic or therapeutic process and for pre-
ventive purposes to prevent either errors of omission
(when, eg, the physician does not order a mammography
when indicated) or commission (when, eg, the physician
prescribes the wrong drug).

Clinical patient data are increasingly stored in the
above mentioned electronic patient records (EPRs), from
which they can be later retrieved by physicians or nurses
who are in need of the data. Also, information systems can
retrieve relevant data from the electronic patient record
when a suitable interface between system and EPR is
available. When a standard vocabulary is used for repre-
senting data values in the EPR, decision support systems
can interpret these data and remind, alert, or critique the
physician or provide access to relevant knowledge, based
on patient data available in the EPR. Health professionals
should have insight in and knowledge of the principles,
concepts, and methods underlying electronic patient
records.

Also, patients become active players in the field and
increasingly demand access to the EPR.

Patient management increasingly has become the com-
bined task of a group of healthcare workers. Therefore the
memory-aid role of the patient record more and more
changes into a communication role. Paper records have

several limitations in this respect. In addition, since the
appearance of the report ‘‘To err is human’’ of the IOM (1) it
is apparent that due to miscommunication (among which
are problems with reading handwritten information, with
incomplete information, etc.) medical errors are made that
even may lead to the death of patients. Electronic patient
records and order entry systems can reduce the number of
errors because they are not only more readable, but
because they can also be interfaced with decision support
systems when standardized terminology is used.

Decision support can be passive in the sense that the
decision support system contains information that has to
be searched by the physician. In this case, the healthcare
professional takes the initiative to search for information,
for example, via PubMed or the Cochrane Library. Decision
support can also be active. In this case, the decision support
system volunteers advice based on information it can
retrieve from the EPR. Decision support systems can either
proactively suggest the next step in a diagnostic or treat-
ment process or reactively remind the healthcare profes-
sional that a (preventive) procedure was not performed or a
step in the protocol was not carried out.

ROLES FOR COMPUTERS IN MEDICAL EDUCATION

What roles can computers play in medical education? In
the first place, information systems can be used to manage
the learning process. Students can get access to the curri-
culum via so-called learning environments (e.g., Black-
board or WebCT), can get overviews of their marks, can
access computer aided instruction programs, can access
PowerPoint presentations of their teachers, and so on.
Computers provide access to the internet so that they
can search for content knowledge.

Computer-aided instruction can be used to teach stu-
dents certain subjects. For example, computers are used to
simulate regulatory mechanisms occurring in the human
body. With a simulation program, students can treat
‘‘patients’’ without risking their patient lives. The simula-
tion is often based on models that present (patho)physio-
logic processes in the form of mathematical equations.
When the models become increasingly accurate they can
even be used in patient care. Also, patient management
problems can be simulated. In this case, usually no mathe-
matics is involved, but the patient’s signs and symptoms as
they develop as a function of time are expressed as
text.

There are simulation tools that allow users to evaluate,
plan, or redesign hospital departments, or parts of other
healthcare systems. Physicians will be confronted with the
results of simulations. The model that is used in the
simulation has to be checked for validity. Some tools pre-
sent the modeled processes visually so that physicians or
nurses can easily determine the correctness of the model.
An example is the modeling of a phlebography service. On
the screen, the cubicles and other rooms are displayed and
the movements of patients, physicians, and nurses can be
followed. In this way, the users can judge whether the
model represents the situation of a phlebography service in
an adequate way.
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Note that computers should not be considered as surro-
gate teachers controlling students’ learning. Computers
should enrich the learning environment by expanding
the student’s control over their self-learning and by pro-
viding a better learning environment as a supplement to
traditional methods of learning. The effectiveness of CAI
has always been a subject of controversy. Studies have
claimed both that CAI is superior and that CAI is inferior to
traditional methods. The majority of the publications, how-
ever, support the notion that CAI is as effective as tradi-
tional educational methods (2).

Although decision making is the pre-eminent function of
a physician, hardly anywhere is the student confronted
with a systematic exposition of procedures of good decision
making. The use of computers can facilitate the teaching of
these procedures. Computer support offers new possibili-
ties to teach problem solving techniques and analytical
methods that are presently learned by the student through
practice and the observation of mentors.

MEDICAL INFORMATICS

Education concerning the advantages and limitations of
the use of computers for supporting the work of health
professionals is the responsibility of medical informatics
departments. Medical informatics can also be instrumental
in developing computer-aided instruction programmes and
simulation packages. Medical informatics is the discipline
that deals with the systematic processing of data, informa-
tion, and knowledge in the domains of medicine and health-
care. The objects of study are the computational and
informational aspects of processes and structures in med-
icine and healthcare (3). Medical informatics is a very
broad discipline covering subjects like applied technology
(bioinformatics, pattern recognition, algorithms, human
interfaces, etc.) and services and products (quality man-
agement, knowledge-based systems, electronic patient
records, operations–resource management, etc.). Also
human and organizational factors (managing change, legal
issues, needs assessment, etc.) should be taken into
account.

Informatics can be either a systems-oriented discipline
in which computer systems, operating systems and pro-
gramming languages are the object of study or a methods-
oriented discipline in which the methods are studied that
can be used to create algorithms that solve problems in
some application domain. In the case of the methods-
oriented approach, a problem is studied and formalized
solutions are determined. Medical informatics is an exam-
ple of this approach: it studies the processing of data,
information, and knowledge in medicine and healthcare.
Medical informatics focuses on the computational and
informational aspects of (patho)physiological processes
occurring in the patient, cognitive processes going on in
the brain of physicians, and organizational processes that
control healthcare systems.

The resulting knowledge can be used to design informa-
tion systems that can support healthcare professionals. It
is clear that healthcare professionals need to have some
medical informatics knowledge in order to optimally use

information systems. Medical informatics education
should therefore be part of the medical curriculum.

Various groups of professionals with quite different
backgrounds can be identified who carry out medical infor-
matics tasks ranging from the use of IT to developing
information systems. Users of information systems natu-
rally need less medical informatics knowledge than health
informatics experts who develop health information sys-
tems or support other healthcare workers in designing
terminology servers, coding systems, and so on.

There exists a wide range of job opportunities in the field
of medical informatics. These jobs require various medical
informatics capabilities. In addition to medical informatics,
students (and graduate students) with other backgrounds
may prefer a job in the field of medical informatics. In order
to obtain the relevant capabilities these students have to
learn additional subjects depending on their previous edu-
cation and the type of specialization they want to achieve.
These students can be graduates from healthcare related
programs or from informatics–computer science programs.
Graduates from healthcare related programs possess the
relevant medical knowledge, but need to increase their
medical informatics knowledge. Graduates with an infor-
matics or computer science background must learn how the
healthcare system is organized and how healthcare profes-
sionals are working in order to develop systems that are
appreciated by healthcare professionals. Medical infor-
matics is therefore taught in different ways (4) depending
on the type of students and the type and extent of specia-
lization that they want to achieve.

USE OF THE INTERNET

Much knowledge can be found on the internet. Browsers
allow health professionals and patients to access sites
containing (references to) medical knowledge. PubMed is
an example. It contains references to the medical litera-
ture. The web contains a lot of information of which the
quality is not always guaranteed. Especially in the medical
arena, this is a big disadvantage. The internet has become
one of the most widely used communication media. With
the availability of Web server software, anyone can set up a
Web site and publish any kind of data that is then acces-
sible to all. The problem is therefore no longer finding
information, but assessing the credibility of the publisher
as well as the relevance and accuracy of a document
retrieved from the net. The Health On the Net Code of
Conduct (HONcode) has been issued in response to con-
cerns regarding the quality of medical and health informa-
tion (5). The HONcode sets a universally recognized
standard for responsible self-regulation. It defines a set
of voluntary rules to make sure that a reader always knows
the source and the purpose of the information they are
reading. These rules stipulate, for example, that any med-
ical or health advice provided and hosted on a site will only
be given by medically trained and qualified professionals
unless a clear statement is made that a piece of advice is
offered from a nonmedically qualified individual or orga-
nization. Another guideline states that support for the Web
site should be clearly identified, including the identities of
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commercial and noncommercial organizations that have
contributed funding, services or material for the site. Stu-
dents searching for information should be introduced to
these guidelines.

Searching can be carried out by entering keywords.
These keywords can be connected by Boolean operators
like AND, OR, and NOT. A user can for example enter:
Diuretics and Hypertension to search for documents that
discuss the use of diuretics in hypertension. The NLM
(National Library of Medicine) uses the Medical Subject
Headings (MeSH) vocabulary for indexing most of their
databases. Students should be taught how to efficiently
search in bibliographic databases using, for example, the
MeSH vocabularies.

We speak of e-learning when content is accessible via
Web browsers. Some characteristics of e-learning follow:
Internet is the distribution channel. Access to the content
is possible 24 h/7 days a week. It is learner-centered. The
student determines the learning environment, the speed of
learning, the subjects to consider, the learning method. A
mix of learning methods can be used (blended learning): for
example, virtual classroom, simulations, cooperation, com-
munities, and ‘‘live’’ learning.

Virtual learning environments aim to support learning
and teaching activities across the internet. Blackboard and
WebCT are examples of such environments. These envir-
onments offer many possibilities. New or modified educa-
tional modules can be announced or teachers can give
feedback regarding the way a module is progressing. Also
general information about a module can be provided. Staff
information can be presented with photo, email address,
and so on. Assignments can be posted, and so on. The
virtual classroom allows students to communicate online,
whereas discussion boards allow asynchronous communi-
cation. Also, links to other websites can be provided. The
internet is a source of information for patients. They can
retrieve diagnostic and therapeutic information from the
internet. Increasingly, patients present this information to
their care providers. Health professionals must know how
to cope with this new situation and must be able to assess
the quality of the information.

KNOWLEDGE OF INFORMATION SYSTEMS

Information systems are increasingly used in healthcare.
They not only support administrative and financial, but
also clinical and logistic processes. Since healthcare work-
ers have to use information systems they should know the
possibilities, but also the limitations, of information sys-
tems. Since in information systems, for example, data can
be easily retrieved, the quality of entered data determines
the quality of the results: garbage in, garbage out. In
addition, they should have the skills to work with informa-
tion systems. Information systems relevant for healthcare
professionals include hospital information systems,
departmental systems, electronic patient record systems,
order entry and result reporting systems, and so on. But
healthcare workers should also be proficient in the use of
productivity tools like word processing systems, biblio-
graphic search systems, and so on.

Logistics is becoming more important these days. Hos-
pitals have to work not only effectively, but also more
efficiently, thereby taking the preferences of patients into
account. Planning systems can reduce the time that ambu-
latory patients have to spend in the hospital for undergoing
tests, but also the length of stay of hospitalized patients can
be reduced by planning both the patients and the needed
capacity (6).

It is important for healthcare workers to know what
support they can expect from information systems and to
know which conditions have to be satisfied in order that
information systems can really be of help. Optimal use of
information systems therefore does not only depend on
acquired skills, but also on the insight in and knowledge
of the principles, concepts, and methods behind informa-
tion systems. This is true for all types of healthcare profes-
sionals. When hospitals or physicians consider the
purchase of information systems they must be able to
specify their requirements so that they will not be con-
fronted with systems that do not perform as expected.

ELECTRONIC PATIENT RECORDS

Physicians store information about their patients in
patient records. The patient record frequently is a paper
record in which the physician writes his notes. Paper
records have several advantages because they are easy
to use, easy to carry, and so on. But there are also limita-
tions: they may be difficult to read and are totally passive:
the physician records the information with little support
(e.g., headings in a form) and therefore the recordings are
often incomplete. Not only are the data incomplete, they
also contain errors, for example, due to transcription or
because the patient gave erroneous information. The read-
ers of patient records can interpret the data in the patient
record incorrectly. The fact that data are recorded in
chronological order makes the retrieval of facts sometimes
difficult: such data are not recorded on standard positions
in the record. A study showed that because of the con-
strained organization of paper records, physicians could
not find 10% of the data, although these data were present
in the paper record (7). The patient data are usually stored
in more than one type of record, because each department
uses its own records, each with a different lay-out. Paper
records are not always available at the time they are
needed. Paper records are passive: they will not warn
the physician if he overlooks some results. If the results
of a lab request are unexpectedly not yet available, the
paper record will not indicate that. Despite these draw-
backs physicians are usually very positive about the use of
the paper record, because they do not recognize their
shortcomings.

Electronic patient records have some advantages over
paper records. The legibility of electronic patient records is
per definition good. Data can be presented according to
different views (time-, source-, and problem-oriented),
making the data easier to access. Electronic patient
records, when interfaced with decision support systems,
can provide reminders when a physician forgets some-
thing.
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The use of computers in medical education is diverse.
They can be used for managing the learning process, for
distributing content, for assessing the student’s knowledge
or skills, and so on. In this case, they can be regarded as
educational tools. As is clear from the above information
systems are extensively used in the practice of health
professionals. Students should be taught the benefits,
but also the limitations of the use of information systems.
Finally the information systems have to be developed. To
be able to do so students need additional education in
medical informatics.
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INTRODUCTION

Modern technology has transformed the practice of med-
icine. We can now see where we could not before, conduct
surgery with minimal trauma, intervene at the genetic
level, replace whole natural organs with functional artifi-
cial ones, make rapid diagnoses, and peer into the workings
of the brain. More patients are surviving, and those who do
are living better. Much of the credit for these advances goes
to the engineers, physicians, and physiologists who
together decided what needed to be done, the science
required to support it, and how it could be made practical.
Medical engineers are now very much involved in the
process of developing medical advances. They bring to
medicine the abilities of conceptualization, computation,

and commercialization. They use varied tools such as
biophysics, applied mathematics, physiological modeling,
bioinstrumentation and control, imaging, and biomecha-
nics to accomplish their advances.

The result is that there are nearly as many subspecial-
ties of medical engineering as there are medical special-
ties. Tissue engineers, for instance, grow bioartificial
tissues and organs as replacements; metabolic engineers
find means to adjust cellular metabolic pathways to pro-
duce greater quantities of biochemicals and hormones;
and rehabilitation engineers design new prostheses or
modify existing units to reestablish adequate function
in patients who have lost ability usually as the result of
trauma. There are medical engineers working with bio-
sensors, bioprocess optimization, multiple imaging modes,
pancreatic function, vascular replacement, and drug
delivery. Biomaterials engineers have produced materials
that can function in different regional corporal environ-
ments. Indeed, there is no part of the human body that has
not been studied by medical engineers to improve or
replace lost function.

As the body of medical knowledge has increased overall
and has been repeatedly split more and more finely into
specialties, there has been a concomitant proliferation of
organizations to communicate, share, and advocate action
related to their particular specialties. Some of these would
be recognized as chiefly engineering organizations with
application interests in medicine; some are medical socie-
ties with significant engineering contributions. There is
almost no significant human disease, physiological system,
organ, or function without a group or organization repre-
senting associated interests. There is even a group inter-
ested in developing synthetic biological forms that,
although it is too premature to link with medicine, may
someday have a profound effect on medicine. All of these
groups can be found by searching the Internet, and any
attempt to enumerate them here would be outdated very
quickly.

DEFINITIONS

Progress in biological science and engineering has not been
made with a clear distinction between medical and non-
medical applications. Advances in human medicine often
find applications as well in veterinary medicine. Genetic
coding techniques have been applied equally to humans
and fruit flies. Prospective biomaterials are modeled on
computer without regard for the ultimate specific applica-
tion, and they are tested in animals, plants, or fungi before
approval for human use. Progress toward better nutrition
through science, and toward purer environments through
improved pollutant detection monitoring, have resulted in
better human health for most humans living in the devel-
oped world. Biology is biology, whether applied to human
health care or not, so a convergence of basic knowledge and
methods between medical and biological engineers is
expected to continue.

Several relevant definitions attempt to distinguish
among various fields where engineers have and will con-
tinue to contribute.
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The U.S. National Institutes for Health (NIH) has the
following definition of bioengineering:

Bioengineering integrates physical, chemical, mathematical,
and computational sciences and engineering principles to
study biology, medicine, behavior, and health. It advances
fundamental concepts; creates knowledge from the molecular
to the organ systems levels; and develops innovative
biologics, materials, processes, implants, devices, and infor-
matics approaches for the prevention, diagnosis, and treat-
ment of disease, for patient rehabilitation, and for improving
health.

The U.S. National Science Foundation program in Bio-
chemical Engineering and Biotechnology (BEB) describes
its program in the following way:

Advances the knowledge base of basic engineering and scien-
tific principles of bioprocessing at both the molecular level
(biomolecular engineering) and the manufacturing scale (bio-
process engineering). Many proposals supported by BEB pro-
grams are involved with the development of enabling
technologies for production of a wide range of biotechnology
products and services by making use of enzymes, mammalian,
microbial, plant, and/or insect cells to produce useful biochem-
icals, pharmaceuticals, cells, cellular components, or cell com-
posites (tissues).

The Whitaker Foundation definition of biomedical engi-
neering is as follows:

Biomedical engineering is a discipline that advances knowl-
edge in engineering, biology, and medicine, and improves hu-
man health through cross-disciplinary activities that integrate
the engineering sciences with the biomedical sciences and
clinical practice. It includes: 1) The acquisition of new knowl-
edge and understanding of living systems through the innova-
tive and substantive application of experimental and analytical
techniques based on the engineering sciences, and 2) The
development of new devices, algorithms, processes, and sys-
tems that advances biology and medicine and improve medical
practice and health care delivery.

And, finally, the Institute of Biological Engineering
(IBE) defines biological engineering as follows:

Biological engineering is the biology-based engineering disci-
pline that integrates life sciences with engineering in the
advancement and application of fundamental concepts of bio-
logical systems from molecular to ecosystem levels. The emer-
ging discipline of biological engineering lies at the interfaces of
biological sciences, engineering sciences, mathematics and com-
putational sciences. It applies biological systems to enhance the
quality and diversity of life.

HISTORICAL DEVELOPMENTS

In 1948, in New York City, a group of engineers from the
Instrument Society of America (ISA) and the American
Institute of Electrical Engineers (AIEE), with professional
interests in the areas of X-ray and radiation apparatus
used in medicine, held the First Annual Conference on
Medical Electronics. Soon thereafter the Institute of Radio
Engineers (IRE), joined with the ISA and AIEE, and the

series of annual meetings continued. Subsequent years
witnessed a remarkable growth of interest in biomedical
engineering and participation by other technical associa-
tions. By 1968 the original core group evolved into the Joint
Committee on Engineering in Medicine and Biology
(JCEMB), with five adherent national society members:
the Instrument Society of America (ISA), the Institute of
Electrical and Electronics Engineers, Inc. (IEEE), the
American Society of Mechanical Engineers (ASME), the
American Institute of Chemical Engineers (AIChE),
and the Association for the Advancement of Medical
Instrumentation (AAMI), who jointly conducted the
Annual Conference on Engineering in Medicine and Biol-
ogy (ACEMB).

Professional groups responded vigorously to the
demands of the times. Attendance at the annual conference
by natural scientists and medical practitioners grew to
approximately 40% of the total; medical associations
requested formal participation with their technical coun-
terparts on the JCEMB. New interdisciplinary organiza-
tions were formed. New intrasociety and intersociety
groups, committees, and councils became active; meetings
filled the calendar; and publications overflowed the
shelves.

In 1968, a document was prepared that read as follows:
WHEREAS:

1. Common interdisciplinary purposes cannot be well
served by individual groups working independently
from each other;

2. Certain associations have developed in attempts to
meet the need;

3. Conferences and publications have proliferated in
attempts to meet the needs;

4. At present, no mutually satisfactory mechanism
exists for the coordination of the relevant groups
and functions;

5. There does exist an annual meeting and proceedings
publication sponsored by a limited number of socie-
ties through the Joint Committee on Engineering in
Medicine and Biology (JCEMB);

6. The JCEMB is formally structured with a constitu-
tion, plural societal representati9on, and an estab-
lished pattern of operation. This structure and
pattern of operation, however, are not deemed ade-
quate to fulfill present and future needs. To the
best of our knowledge, there exists no other single
organization that seems capable of fulfilling these
needs.

THEREFORE, it is appropriate that a new organization
be established.

On July 21, 1969, at the 22nd ACEMB in Chicago,
Illinois, representatives of 14 national engineering, scien-
tific, and medical associations founded the Alliance for
Engineering in Medicine and Biology (AEMB). It was
incorporated on December 24, 1969, in Washington, D.C.
Lester Goodman, Ph.D., served as Founder President in
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1970–197l; Arthur C. Beall, MD(1972); Alan R. Kahn,
MD(1973); Harry S. Lipscomb, MD(1974); Anthony Sances,
Jr., Ph.D. (1975); Charles Weller, MD(1976–1977); Edward
J. Hinman, MD MPH(1978–1979); Paul W. Mayer,
MD(1980–1982); Francis M. Long, Ph.D., (1983–1984);
Arthur T. Johnson, PE, Ph.D. (1985–1988); and Alfred
R. Potvin, PE Ph.D. served as the final President in
1989–1990.

The Alliance operations were determined by an Admin-
istrative Council composed of delegates from each of its
affiliates. Later the Alliance was to consist of more than 20
such organizations:

Aerospace Medical Association (ASMA)

American Academy of Orthopaedic Surgeons (AAOS)

American Association of Physicists in Medicine
(AAPM)

American College of Chest Physicians (ACCP)

American College of Physicians (ACP)

American College of Radiology (ACR)

American College of Surgeons (ACP)

American Institute of Aeronautics and Astronautics
(AIAA)

American Institute of Biological Sciences (AIBS)

American Institute of Chemical Engineers (AIChE)

American Institute of Ultrasound in Medicine
(AIUM)

American Society for Artificial Internal Organs
(ASAIO)

American Society for Engineering Education (ASEE)

American Society for Hospital Engineers of the
American Hospital Association (ASHE)

American Society for Testing and Materials
(ASTM)

American Society of Agricultural Engineers (ASAE)

American Society of Civil Engineers (ASCE)

American Society of Heating, Refrigerating and Air
Conditioning Engineers (ASHRAE)

American Society of Internal Medicine (ASIM)

American Society of Mechanical Engineers (ASME)

Association for the Advancement of Medical Instrumen-
tation (AAMI)

Biomedical Engineering Society (BMES)

Institute of Electrical and Electronics Engineers (IEEE)

Instrument Society of America (ISA)

National Association of Bioengineers (NAB)

Neuroelectric Society (NES)

RESNA—Rehabilitation Engineering & Assistive Tech-
nology Society of North America

Society for Advanced Medical Systems, now American
Medical Informatics Association (AMIA)

Society for Experimental Stress Analysis (SESA)

SPIE—International Society for Optical Engineering

Alpha Eta Mu Beta—National Biomedical Engineering
Student

Honor Society, established under the auspices of A
EMB.

The Alliance headquarters office opened on November 1,
1973. John H. Busser served as the first Executive Direc-
tor. Patricia I. Horner served as Assistant Director, as
Administrative Director, and succeeded Busser as the
Executive Director. Among its goals, is the following
excerpted in part from its constitution, bylaws, and
recorded minutes:

to promote cooperation among associations that have an active
interest in the interaction of Engineering and the physical
sciences with medicine and the biological sciences in enhance-
ment of biomedical knowledge and health care.

to establish an environment and mechanisms whereby peo-
ple from relevant various disciplines can be motivated and
stimulated to work together
to respond to the needs of its member societies, as expressed by
their delegates, rather than to seek authoritative preeminence
in its domain of interest. . .

to support and enhance the professional activities of its
membership. . .

The 23rd ACEMB in Washington, D.C., in 1970, was the
first held under the aegis of the Alliance. From 1979 to
1984, the IEEE Engineering in Medicine and Biology
Society (EMBS) held their conferences immediately pre-
ceding the ACEMB. The Society for Advanced Medical
Systems, later to become AMIA, and the Biomedical Engi-
neering Society also held their meetings for several years
in conjunction with the ACEMB.

The accomplishments of the Alliance far outstripped the
expectations of its founders. The Alliance more than ful-
filled responsibilities for the annual conference inherited
from the predecessor JCEMB, but the Alliance made
important contributions through a variety of studies and
publications ranging from a 5-year ultrasound research
and development agendum to a guideline for technology
procurement in health-care institutions:

� First International Biomedical Engineering Work-
shop Series held in Dubrovnik, Yugoslavia, under
the sponsorship of the National Science Foundation.
This project was in cooperation with AIBS and the
International Institute of Biomedical Engineering in
Paris. Five workshops were held, and planning hand-
books were completed.

� Assessment of selected medical instrumentation;
Tasks 1–4, ultrasonic diagnostic imaging; Task 5,
radiologic and radionuclide imaging technology.

� Summary guidelines and courses on technology pro-
curement; practices and procedures for improving
productivity in research and health-care institu-
tions.

� Information exchange and problem assessments in
medical ultrasound, including preparation and dis-
tribution of a directory of federal activities, conducted
instrumentation conferences, delineated training
needs, assessed technology transfer potential, and
prepared guidelines for the establishment of clinical
ultrasound facilities.
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� Joint U.S.–Egypt international technology transfer
project in medical diagnostic ultrasound, including
international workshops and the design and support
of a focus laboratory for ultrasonic diagnosis at Cairo
University Medical School.

� Short courses for continuing education at the
annual conference on engineering in medicine and
biology.

� International directory of biomedical engineers.

Before long, the proliferation of medical engineers, and
competing interests among societies, led to a fragmenta-
tion of the field. It became clear that the Alliance no longer
represented positions of the entire field. No organized
group could speak for the entire profession, and the spirit
of unity that had led to the development of AEMB no longer
existed. It was time for a new beginning.

AMERICAN INSTITUTE FOR MEDICAL
AND BIOLOGICAL ENGINEERING

In 1988, the National Science Foundation funded a grant
to develop an infrastructure for bioengineering in the
United States. The AEMB, jointly with the U.S. National
Committee on Biomechanics (USNCB), was to develop a
unifying organization for bioengineering in the United
States. The co-principal investigators were Robert M.
Nerem and Arthur T. Johnson, and Patricia Horner served
as Project Director. The AEMB/USNCB Steering Commit-
tee consisted of Robert M. Nerem, Arthur T. Johnson,
Michael J. Ackerman, Gilbert B. Devey, Clifford E. Bru-
baker, Morton H. Friedman, Dov Jaron, Winfred M. Phil-
lips, Alfred R. Potvin, Jerome S. Schultz, and Savio L-Y
Woo. The Steering Committee met in January and
March 1989, and the first workshop was held in August
1989. Two more Steering Committee meetings were held
in December 1989 and March 1990, and the second work-
shop was held in July 1990. The outcome of these two
workshops was to establish the American Institute for
Medical and Biological Engineering (AIMBE). All AEMB
members voted to cease operation of the Alliance for
Engineering in Medicine and Biology in 1990 and to
transfer the AEMB assets and 501(c)3 status to AIMBE
in 1991.

AIMBE opened an office in Washington, D.C., in 1995
with Kevin O’Connor as Executive Director. He was suc-
ceeded by Arthur T. Johnson in 2004 and Patricia Ford-
Roegner in 2005. AIMBE Presidents have been as follows:
Robert Nerem (1992–1993), Pierre Galletti (1994), Jerome
Schultz (1995), Winfred Phillips (1996), Larry McIntire
(1997), William Hendee (1998), John Linehan (1999),
Shu Chien (2000), Peer Portner (2001), Buddy Ratner
(2002), Arthur Coury (2003), Don Giddens (2004), Thomas
Harris (2005), and Herbert Voigt (2006).

Representing over 75,000 bioengineers, the AIMBE
seeks to serve and coordinate a broad constituency of
medical and biological scientists and practitioners, scien-
tific and engineering societies, academic departments, and
industries. Practical engagement of medical and biological

engineers within the AIMBE ranges from the fields of
clinical medicine to food, agriculture, and environmental
bioremediation.

AIMBE’s mission is to

� Promote awareness of the field and its contributions
to society in terms of new technologies that improve
medical care and produce more and higher quality
food for people throughout the world.

� Work with lawmakers, government agencies, and
other professional groups to promote public policies
that further advancements in the field.

� Strive to improve intersociety relations and coopera-
tion within the field.

� Promote the national interest in science, engineering,
and education.

� Recognize individual and group achievements
and contributions to medical and biological engineer-
ing.

AIMBE is composed of four sections:

� The College of Fellows—1000 Persons who are the
outstanding bioengineers in academic, industry, and
government. These leaders in the field have distin-
guished themselves through their contributions in
research, industrial practice, and/or education. Most
Fellows come from the United States, but there are
international Fellows.

� The Academic Council—Universities with educa-
tional programs in bioengineering at the graduate
or undergraduate level. Currently there are approxi-
mately 85 member institutions. Representative to the
Council generally are chairs of their departments.
Many also are members of the College of Fellows.
The Council considers issues ranging from curricular
standards and accreditation to employment of grad-
uates and funding for graduate study.

� The Council of Societies—The AIMBE’s mechanism
coordinating interaction among 19 scientific organi-
zations in medical and biological engineering. The
purposes of the Council are to provide a collaborative
forum for the establishment of society member posi-
tions on issues affecting the field of medical and
biological engineering, to foster intersociety dialoge
and cooperation that provides a cohesive public repre-
sentation for medical and biological engineering, and
to provide a way to coordinate activities of member
societies with the activities of academia, government,
the health-care sector, industry, and the public and
private biomedical communities.

� The Industry Council—A forum for dialog among
industry, academia, and government to identify
and act on common interests that will advance the
field of medical and biological engineering and con-
tribute to public health and welfare. Industrial orga-
nizations may be members of the Industry Council if
they have substantial and continuing professional
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interest in the field of medical and biological engi-
neering.

Current members of the Council of Societies are as follows:

American Association of Physicists in Medicine

American College of Clinical Engineering

American Institute of Chemical Engineers; Food, Phar-
maceutical and Bioengineering Division

American Medical Informatics Association

American Society of Agricultural and Biological Engi-
neers

American Society for Artificial Internal Organs

American Society for Biomechanics

American Society of Mechanical Engineers, Bioengi-
neering Division

Biomedical Engineering Society

Controlled Release Society

IEEE Engineering in Medicine and Biology Society

Institute of Biological Engineering

International Society for Magnetic Resonance in
Medicine

Orthopaedic Research Society

Rehabilitation Engineering and Assistive Technology
Society of North America

Society for Biomaterials

SPIE: The International Society for Optical Engineer-
ing

Surfaces in Biomaterials Foundation

Current members of the Industry Council are as follows:

Biomet, Inc.

Boston Scientific Corporation

Genzyme Corporation

Medtronic, Inc.

Pequot Ventures

SmithþNephew

Vyteris, Inc.

Wright Medical Technology, Inc.

Zimmer, Inc.

The AIMBE Board of Directors oversees the work of the
College of Fellows and the three councils. The Board con-
sists of a President who is assisted by two Past Presidents,
the President-Elect, four Vice-Presidents at Large, a Secre-
tary-Treasurer, and the Chair of the College of Fellows—
all of whom are elected by the Fellows. The Board also
includes chairs of the other councils and chairs of all
standing committees. AIMBE’s day-to-day operations are
supervised by the Executive Director in the Washington
headquarters.

AIMBE’s Annual Event each winter in Washington,
D.C., provides a forum on the organization’s activities
and is a showcase for key developments in medical and

biological engineering. The annual event includes a 1-day
scientific symposium sponsored by the College of Fellows, a
ceremony to induct the newly elected Fellows, and a 1-day
series of business meetings focused on public policy and
other issues of interest to AIMBE’s constituents. For addi-
tional information about AIMBE’s mission, memberships,
and accomplishments, visit http://www.aimbe.org.

The AIMBE has focused on public policy issues asso-
ciated with medical and biological engineering. The
AIMBE enjoys high credibility and respect based on the
stature of its Fellows, support from constituent societies,
and its intention to be a forum for the best interests of the
entire field. The AIMBE has taken positions on several
important issues and advocated that they be adopted by
various agencies and by Congress. A few of the AIMBE’S
public policy initiatives that have met with success are as
follows:

� National Institute of Biomedical Imaging and Bioen-
gineering (NIBIB)—Created in 2000 with the help of
AIMBE advocacy, the NIBIB has received strong
support from the AIMBE and other institutions that
value the role of technology in medicine, particularly
the Academy of Radiological Research. The NIBIB
has experienced rapid growth and development in all
areas, including scientific programs, science admin-
istration, and operational infrastructure. The prog-
nosis for the near future is continued growth and
development especially in bioengineering, imaging,
and interdisciplinary biomedical research and train-
ing programs.

� FDA Modernization Act (FDAMA)—Enacted in 1997,
this legislation amended the Federal Food, Drug, and
Cosmetic Act relation to the regulation of food, drugs,
devices, and biological products. FDAMA enhanced
the FDA’s mission in ways that recognized the Agency
would be operating in a twenty-first century charac-
terized by increasing technological, trade, and public
health complexities.

� Biomaterials Access Assurance Act—The 1998 legis-
lation provides relief for materials suppliers to man-
ufacturers of implanted medical devices by allowing
those suppliers to be dismissed from lawsuits in which
they are named if they meet the statutory definition of
a ‘‘biomaterials supplier.’’

� National Institutes of Health Bioengineering Consor-
tium (BECON)—This is the focus of bioengineering
activities at the NIH. The Consortium consists of
senior-level representatives from all NIH institutes,
centers, and divisions plus representatives of other
Federal agencies concerned with biomedical research
and development. The BECON is administered by
NIBIB.

The AIMBE Hall of Fame was established in 2005 to
recognize and celebrate the most important medical and
biological engineering achievements contributing to the
quality of life. The Hall of Fame provides tangible evidence
of the contributions of medical and biological engineering
during the following decades:
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1. 1950s and earlier

� Artificial kidney

� X ray

� Cardiac pacemaker

� Cardiopulmonary bypass

� Antibiotic production technology

� Defibrillator

2. 1960s

� Heart valve replacement

� Intraocular lens

� Ultrasound

� Vascular grafts

� Blood analysis and processing

3. 1970s

� Computer-assisted tomography (CT)

� Artificial hip and knee replacement

� Balloon catheter

� Endoscopy

� Biological plant/food engineering

4. 1980s

� Magnetic resonance imaging (MRI)

� Laser surgery

� Vascular stents

� Recombinant therapeutics

5. 1990s

� Genomic sequencing and micro-arrays

� Positron emission tomography

� Image-guided surgery

The AIMBE has now turned its attention to Barriers to
Further Innovation. It is providing forums and platforms
for identification and discussion of obstacles standing in
the way of advances in medical and biological engineering.
Barriers could be procedures, policies, attitudes, or infor-
mation and education, anything that can yield when
AIMBE constituents apply pressure at appropriate levels.

OTHER SOCIETIES

These are other general biomedical engineering societies
that operate within the United States Among these, the
Biomedical Engineering Society (BMES), Engineering in
Medicine and Biology Society (EMBS), and the Institute
for Biological Engineering (IBE) are probably the most
inclusive. Others direct their attentions to specific parts of
the discipline. There are trade organizations that have an

industry perspective (such as AdvaMed for the medical
device industry and the Biotechnology Industry Organiza-
tion (BID) for the biotech industry), and there are peripheral
organizations that deal with public health, the environment,
and biotechnology. Many of these organizations publish
excellent journals, newsletters, and information sheets.
Those from trade organizations are often distributed free
of charge, but they do not include peer-reviewed articles.
Information about these can be found on the Internet.

Internationally, an organizational hierarchy exists.
National and transnational organizations can belong to
the International Federation for Medical and Biological
Engineering (IFMBE), and that confers membership
privileges to all AIMBE members and constituent society
members. The IFMBE and the International Organization
for Medical Physics (IOMP) together jointly sponsor a
World Congress on Medical Physics and Biomedical Engi-
neering every 3 years. The IOMP and IFMBE are members
of the International Union for Physical and Engineering
Sciences in Medicine (IUPESM), and the IUPESM, in
turn, is a member of the International Council for Science
(ICSU). ICSU members are national and international
scientific unions and have a very broad and global out-
reach.

THE FUTURE

At least for the foreseeable future, new groups will be
formed representing medical engineering specialties.
Whether these groups organize formally and persist will
depend on the continuing importance of their areas of
focus. The organizations with a more general foci will
continue to function and may spawn splinter groups. Given
the political importance of concerted effort, organizations
such as the AIMBE will continue to be active in promoting
policy. Competitive pressures among different organiza-
tions, especially when expectations of continuing growth
cannot be sustained, will always be a threat to the current
order. Given that the cycle of competition and disorder
leading to a realization that some ordered structure is
preferable has been repeated at least once, there will
continue to be some undercurrent of turmoil within the
community of medical engineering organizations.

U.S. PROFESSIONAL SOCIETIES AND ORGANIZATIONS

Biomedical Engineering Associations and Societies

Advamed. 1200 G Street NW, Suite 400, Washington,
D.C. 20005. 202-783-8700, http://www.advamed.org. Ste-
phen J. Ubl, President. 1300 Members.

Represents manufacturers of medical devices,
diagnostic products, and medical information systems.
AdvaMed’s members manufacture nearly 90% of the $80
billion of health-care technology purchased annually in the
United States. Provides advocacy, information, education,
and solutions necessary for success in a world of increas-
ingly complex medical regulations.

Alpha Eta Mu Beta. 8401 Corporate Drive, Suite 140,
Landover, MD 20785. 301-459-1999, http://www.ahmb.org.
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Herbert F. Voigt, National President; Patricia I. Horner,
Executive Director. 20 chapters.

Alpha Eta Mu Beta, the National Biomedical
Engineering Honor Society, was founded by Daniel Reneau
at Louisiana Tech University in 1979. This organization
was sponsored by the AEMB. The AEMB was established
to mark in an outstanding manner those biomedical engi-
neering students who manifested a deep interest and
marked ability in their chosen life work to promote an
understanding of their profession and to develop its mem-
bers professionally.

American Institute for Medical and Biological Engineer-
ing. 1901 Pennsylvania Ave NW, Suite 401, Washington,
D.C. 20006. 202-496-9660, http://www.aimbe.org. Patricia
Ford Roegner, Executive Director. 1000 Fellows; 18 Scien-
tific Organizations; 85 Universities.

Founded in 1991 to establish an identity for the field of
medical and biological engineering, which is the bridge
between the principles of engineering science and practice
and the problems and issues of biological and medical
science and practice. The AIMBE comprises four sections.
The College of Fellows with over 1000 persons who are the
outstanding bioengineers in academia, industry, and gov-
ernment. The Academic Council is 85 universities with
educational programs in bioengineering at the graduate or
undergraduate level. The Council of Societies is 18 scien-
tific organizations in medical and biological engineering.
The Industry Council is a forum for dialog among industry,
academia, and government. Principal activities include
participation in formulation of public policy, dissemination
of information, and education. Affiliated with the Interna-
tional Federation for Medical and Biological Engineering.
Annual event each winter in Washington, D.C.

American Association of Engineering Societies. 1828 L
Street NW, Suite 906, Washington, D.C. 20036. 202-296-
2237, http://www.aaes.org. Thomas J. Price, Executive
Director. 26 Engineering Societies.

Founded in 1979 in New York City. Member societies
represent the mainstream of U.S. engineering with more
than one million engineers in industry, government, and
academia. The AAES has four primary programs: commu-
nications, engineering workforce commission, interna-
tional, and public policy. Governance consists of two
representatives from each of 26 member societies. Con-
venes diversity summits, publishes engineering and tech-
nology degrees, and holds annual awards ceremony.

American Academy of Environmental Engineers. 130
Holiday Court, Suite 100, Annapolis, MD 21401. 410-
266-3311, http://www.aaee.net. David A. Asselin, Execu-
tive Director.

The American Sanitary Engineering Intersociety Board
incorporated in 1955 became the American Academy of
Environmental Engineers in 1966; and in 1973, it merged
with the Engineering Intersociety Board. Principal pur-
poses are improving the practice, elevating the standards,
and advancing public recognition of environmental engi-
neering through a program of specialty certification of
qualified engineers.

American Academy of Orthopaedic Surgeons. 600 North
River Road, Rosemont, IL 60018. 847-823-7186, http://
www.aaos.org. Karen L. Hackett, Chief Executive Officer.
24,000 Members.

Founded in Chicago in 1933. Provides education and
practice management services for orthopedic surgeons and
allied health professionals. Maintains a Washington, D.C.,
office. Annual spring meeting.

American Academy of Orthotists and Prosthetists. 526
King Street, Suite 201, Alexandria, VA 22314. 703-836-
0788, http://www.oandp.org. Peter D. Rosenstein, Execu-
tive Director. 3000 Members.

Founded in 1970 to further the scientific and educa-
tional attainments of professional practitioners in the dis-
ciplines of orthotics and prosthetics. Members have been
certified by the American Board for Certification in Ortho-
tics and Prosthetics. Annual spring meeting.

American Association of Physicists in Medicine. One
Physics Ellipse, College Park, MD 20740. 301-209-3350,
http://www.aapm.org. Angela R. Keyser, Executive Direc-
tor. 4700 Members.

Founded in Chicago in 1958 and incorporated in
Washington in 1965. Promotes the application of physics
to medicine and biology. Member society of the American
Institute of Physics. Annual summer meeting.

American Chemical Society. 1155 Sixteenth Street NW,
Washington, D.C. 20036. 800-227-5558, http://www.che-
mistry.org. Madeleine Jacobs, Executive Director, and
CEO. 159,000 Members.

Founded in 1877 in New York City. Granted a national
charter by Congress in 1937. Encourages the advancement
of chemistry. Semiannual spring and fall meetings.

American College of Nuclear Physicians. 1850 Samuel
Morse Drive, Reston, VA 20190. 703-326-1190, http://
www.acnponline.org. Virginia M. Pappas, Executive Direc-
tor. 500 Members.

Established in 1974, the organization provides access to
activities that encompass the business and economics of
nuclear medicine as they impact nuclear medicine physi-
cians. Semiannual meetings fall and winter.

American College of Physicians. 190 N. Independence
Mall West, Philadelphia, PA 19106. 215-351-2600, http://
www.acponline.org. John Tooker, Executive Vice Presi-
dent. 119,000 Members.

Founded in New York City in 1915. Merged with the
Congress of Internal Medicine in 1923 and merged in 1998
with the American Society of Internal Medicine. Patterned
after England’s Royal College of Physicians. Members are
physicians in general internal medicine and related sub-
specialties. Maintains a Washington, D.C., office. Annual
spring meeting.

American College of Radiology. 1891 Preston White
Drive, Reston, VA 20191. 703-648-8900, http://www.
acr.org. Harvey L. Neiman, Executive Director. 30,000
Members.
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Founded in 1923 in San Francisco and incorporated in
California in 1924. Purpose is to improve the health of
patients and society by maximizing the value of radiology
and radiologists by advancing the science, improving
patient service, and continuing education. Annual fall
meeting.

American College of Surgeons. 633 N. St. Clair Street,
Chicago, IL 60611. 312-202-5000, http://www.facs.org.
Thomas R. Russell, Executive Director. 64,000 Fellows,
5000 Associate Fellows.

Founded in 1913 and incorporated in Illinois. U.S.
member of the International Federation of Surgical Col-
leges. Members are Fellows who must meet high standards
established by the College. Purpose is to improve the
quality of care for the surgical patient by setting high
standards for surgical education and practice. Annual fall
clinical congress.

American Congress of Rehabilitation Medicine. 6801
Lake Plaza Drive, Suite B-205, Indianapolis, IN 46220.
317-915-2250, http://www.acrm.org. Richard D. Morgan,
Executive Director. 1700 Members, 15 Companies.

Founded in 1923 as the American College of Radiology
and Physiotherapy. Name changed in 1926 to American
College of Physical Therapy and in 1930 to American
Congress of Physical Therapy. Changed again in 1945 to
American Congress of Physical Therapy and in 1953
became American Congress of Physical Medicine and
Rehabilitation. Adopted its current name in 1967. Provides
education for professionals in medical rehabilitation. Fall
annual meeting.

American Institute of Biological Sciences. 1444 I Street
NW, Suite 200, Washington, D.C. 20005. 202-628-1500,
http://www.aibs.org. Richard O’Grady, Executive Director.
80 Societies, 6000 Members.

Founded in 1947 as part of the National Academy of
Sciences. Incorporated as an independent nonprofit since
1954. Absorbed America Society of Professional Biologists
in 1969. Represents more than 80 professional societies
with combined membership exceeding 240,000 scientists
and educators. Also more than 6000 individual members.
Purpose is to better serve science and society. Annual
meeting in August.

American Institute of Chemical Engineers. 3 Park Ave-
nue, New York, NY 10016. 212-591-8100, http://www.ai-
che.org. John Sofranko, Executive Director. 40,000
Members.

Organized in 1908 and incorporated in 1910. Member of
Accreditation Board for Engineering and Technology,
American National Standards Institute, American Asso-
ciation of Engineering Societies, and other related organi-
zations. Purpose is to advance the chemical engineering
profession. Annual meeting in November.

American Institute of Physics. One Physics Ellipse,
College Park, MD 20740. 301-209-3131, http://www.ai-
p.org. Marc H. Brodsky, Executive Director, and Chief
Executive Officer. 10 Societies and 24 Affiliates.

Chartered in 1931 to promote the advancement of phy-
sics and its application to human welfare. Federation of 10
Member Societies representing spectrum of physical
sciences.

American Institute of Ultrasound in Medicine. 14750
Sweitzer Lane, Suite 100, Laurel, MD 20707. 301-498-
4100, http://www.aium.org. Carmine Valente, Chief
Executive Officer.

Began in 1951 at a meeting of 24 physicians attending
the American Congress of Physical Medicine and Rehabi-
litation. Membership includes biologists, physicians, and
engineers concerned with the use of ultrasound for diag-
nostic purposes. Provides continuing education, CME
tests, and accreditation of ultrasound laboratories. Annual
fall meeting.

American Medical Informatics Association. 4915 St.
Elmo Avenue, Suite 401, Bethesda, MD 20814. 301-657-
1291, http://www.amia.org. Don Detmer, President, and
CEO. 3000 Members.

Founded in 1990 through a merger of three existing
health informatics associations. Members represent all
basic, applied, and clinical interests in health-care infor-
mation technology. Promotes the use of computers and
information systems in health care with emphasis on direct
patient care. Semiannual meetings: spring congress in the
West and fall annual symposium in the East.

American Society for Artificial Internal Organs. P.O. Box
C, Boca Raton, FL 33429. 561-391-8589, http://www.asaio.
net. 1400 Members.

Established in 1955 in Atlantic City, NJ. Annual June
conference.

American Society for Engineering Education. 1818 N
Street NW, Suite 600, Washington, D.C. 20036. 202-
331-3500, http://www.asee.org. Frank L. Huband, Execu-
tive Director. 12,000 Members, 400 Colleges, 50 Corpora-
tions.

Founded in 1893 as the Society for Promotion of Engi-
neering Education. Incorporated in 1943 and merged in
1946 with Engineering College Research Association.
Members include deans, department heads, faculty mem-
bers, students, and government and industry representa-
tives from all disciplines of engineering and engineering
technology. Member of the American Association of Engi-
neering Societies, Accreditation Board for Engineering
and Technology, American Institute for Medical and
Biological Engineering, and American Council on
Education. Participating society of World Federation of
Engineering Associations. Purpose is to further education
in engineering and engineering technology. Annual June
meeting.

American Society for Healthcare Engineering of the Amer-
ican Hospital Association. One North Franklin, 28th Floor,
Chicago, IL 60606. 312-422-3800, http://www.ashe.org.
Albert J. Sunseri, Executive Director.

Affiliate of the American Hospital Association. Annual
June meeting.
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American Society for Laser Medicine and Surgery. 2404
Stewart Avenue, Wausau, WI 54401. 715-845-9283, http://
www.aslms.org. Dianne Dalsky, Executive Director. 3000
Members.

Founded in 1980 to promote excellence in patient care
by advancing laser applications and related technologies.
Annual spring meeting.

American Society of Agricultural and Biological Engi-
neers. 2950 Niles Road, St. Joseph, MI 49085. 269-429-
0300, http://www.asabe.org. Melissa Moore, Executive Vice
President. 9000 Members.

Founded in 1907 as the American Society of Agricul-
tural Engineers and changed its name in 2005. Dedicated
to the advancement of engineering applicable to agricul-
tural, food, and biological systems. Annual meeting in
July.

American Society of Civil Engineers. 1801 Alexander
Bell Drive, Reston, VA 20191. 703-295-6000, http://
www.asce.org. Patrick J. Natale, Executive Director.
137,500 Members.

Founded in 1852 as the American Society of Civil Engi-
neers and Architects. Dormant from 1855 to 1867, but it
revived in 1868 and incorporated in 1877 as the American
Society of Civil Engineers. Over 400 local affiliates, 4
Younger Member Councils, 230 Student Chapters, 36 Stu-
dent Clubs, and 6 International Student Groups. Semi-
annual spring and fall meetings.

American Society of Heating, Refrigerating and Air-Con-
ditioning Engineers, Inc. 1791 Tullie Circle NE, Atlanta, GA
30329. 404-636-8400, http://www.ashrae.org.

Incorporated in 1895 as the American Society of Heating
and Ventilating Engineers, known after 1954 as American
Society of Heating and Air-Conditioning Engineers.
Merged in 1959 with American Society of Refrigerating
Engineers to form American Society of Heating, Refriger-
ating and Air-Conditioning Engineers. Annual summer
meeting.

American Society of Mechanical Engineers. Three Park
Avenue, New York, NY 10016. 212-591-7722, http://
www.asme.org. Virgil R. Carter, Executive Director.
120,000 Members.

Founded in 1880 and incorporated in 1881. Focuses on
technical, educational, and research issues of engineering
and technology. Sets industrial and manufacturing codes
and standards that enhance public safety. Conducts one of
the world’s largest technical publishing operations. Semi-
annual summer and winter meetings.

American Society of Neuroradiology. 2210 Midwest
Road, Suite 207, Oak Brook, IL 60523. 630-574-0220,
http://www.asnr.org. James B. Gantenberg, Executive
Director/CEO. 2700 Members.

Founded in 1962. Supports standards for training in the
practice of neuroradiology. Annual spring meeting.

American Society of Safety Engineers. 1800 E. Oakton
Street, Des Plaines, IL 60018. 847-699-2929, http://

www.asse.org. Fred Fortman, Executive Director. 30,000
Members.

Founded in 1911 as the United Association of Casualty
Inspectors and merged with the National Safety Council in
1924, becoming its engineering section. Became indepen-
dent again in 1947 as the American Society of Safety
Engineers and incorporated in 1962. There are 13 practice
specialties, 150 chapters, 56 sections, and 64 student sec-
tions. Annual spring meeting.

Association for Computing Machinery. 1515 Broadway,
New York, NY 10036. 212-626-0500, http://www.acm.org.
John R. White, Executive Director. 80,000 Members.

Founded in 1947 at Columbia University as Eastern
Association for Computing Machinery and incorporated in
Delaware in 1954. Affiliated with American Association for
Advancement of Science, American Federation of Informa-
tion Processing Societies, Conference Board of Mathema-
tical Sciences, National Academy of Sciences-National
Research Council, and American National Standards Insti-
tute. Advancing the skills of information technology pro-
fessionals and students. Annual fall meeting.

Association for the Advancement of Medical Instrumenta-
tion. 1100 North Glebe Road, Suite 220, Arlington, VA
22201. 703-525-4890, http://www.aami.org. Michael J.
Miller, President. 6000 Members.

Founded in 1967, the AAMI is an alliance of over 6000
members united by the common goal of increasing the
understanding and beneficial use of medical instrumenta-
tion and technology. Annual spring meeting.

Association of Biomedical Communications Directors.
State University of New York at Stony Brook, Media
Services L3044 Health Sciences Center, Stony Brook,
NY 11794. 631-444-3228. Kathleen Gebhart, Association
Secretary. 100 Members.

Formed in 1974 as a forum for sharing information;
adopted a Constitution and Bylaws in 1979, and incorpo-
rated in April 1979 in North Carolina. Members are direc-
tors of biomedical communication in academic health
science settings. Annual spring meeting.

Association of Environmental Engineering and Science
Professors. 2303 Naples Court, Champaign, IL 61822.
217-398-6969, http://www.aeesp.org. Joanne Fetzner,
Secretary. 700 Members.

Formerly, in 1972, the American Association of Profes-
sors in Sanitary Engineering. Professors in academic pro-
grams throughout the world who provide education in the
sciences and technologies of environmental protection.
Biennial conference in July.

Biomedical Engineering Society. 8401 Corporate Drive,
Suite 140, Landover, MD 20785. 301-459-1999, http://
www.bmes.org. Patricia I. Horner, Executive Director.
3700 Members.

Founded in 1968 in response to a need to give equal
representation to both biomedical and engineering inter-
ests. The purpose of the Society is to promote the increase
of biomedical engineering knowledge and its use. Member
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of American Institute for Medical and Biological Engineer-
ing. Annual fall meeting.

Biophysical Society. 9650 Rockville Pike, Bethesda,
MD 20814. 301-634-7114, http://www.biophysics.org. Ro
Kampman, Executive Officer. 7000 Members.

Founded in 1957 in Columbus, OH, to encourage devel-
opment and dissemination of knowledge in biophysics.
Annual winter meeting.

Health Physics Society. 1313 Dolley Madison Boule-
vard, Suite 402, McLean, VA 22101. 703-790-1745, http://
www.hps.org. Richard J. Burk, Jr, Executive Secretary.
7000 Members.

Founded in 1956 in the District of Columbia and rein-
corporated in Tennessee in 1969. Society specializes in
occupational and environmental radiation safety.
Affiliated with International Radiation Protection Associa-
tion. Annual summer meeting.

Human Factors and Ergonomics Society. P.O. Box 1369,
Santa Monica, CA 90406. 310-394-1811, http://www.
hfes.org. Lynn Strother, Executive Director. 50 Active
Chapters and 22 Technical Groups.

Founded in 1957, formerly known as the Human Fac-
tors Society. An interdisciplinary organization of profes-
sional people involved in the human factors field. Member
of the International Ergonomics Association. Annual meet-
ing in September-October.

Institute for Medical Technology Innovation. 1319 F
Street NW, Suite 900, Washington, D.C. 20004. 202-783-
0940, http://www.innovate.org. Martyn W.C. Howgill,
Executive Director.

The concept was developed in 2003 by leaders in the
medical device industry, and the Institute was incorpo-
rated and opened its offices in 2004. Purpose is to demon-
strate the role, impact, and value of medical technology on
health care, economy, and society, for the benefit of
patients.

Institute of Electrical and Electronics Engineers. 3 Park
Avenue, 17th Floor, New York, NY 10016. 212-419-7900,
http://www.ieee.org. Daniel J. Senese, Executive Director.
365,000 Members.

The American Institute of Electrical Engineers was
founded in 1884 and merged in 1963 with the Institute
of Radio Engineers. Three Technical Councils, 300 local
organizations, 1300 student branches at universities, and
39 IEEE Societies including the Engineering in
Medicine and Biology Society with 8000 members and
meets annually in the fall. Maintains Washington, D.C.
office.

Institute of Environmental Sciences and Technology. 5005
Newport Drive Suite 506, Rolling Meadows, IL 60008. 847-
255-1561, http://www.iest.org. Julie Kendrick, Executive
Director.

Formed by a merger of the Institute of Environmental
Engineers and the Society of Environmental Engineers in
1953. Annual spring meeting.

Instrument Society of America. 67 Alexander Drive, Re-
search Triangle Park, NC 27709. 919-549-8411, http://www.
isa.org. Rob Renner, Executive Director. 30,000 Members.

Founded in Pittsburgh in 1945. Charter member of
American Automatic Control Council, affiliate of Amer-
ican Institute of Physics, member of American Federation
of Information Processing Societies, member of American
National Standards Institute, and U.S. representative to
the International Measurement Confederation. Develops
standards, certifies industry professionals, provides edu-
cation and training, publishes books and technical arti-
cles, and hosts largest conference for automation
professionals in the Western Hemisphere. Annual meet-
ing in October.

International Biometric Society ENAR. 12100 Sunset
Hills Road, Suite 130, Reston, VA 22090. 703-437-4377,
http://www.enar.org. Kathy Hoskins, Executive Director.
6500 Members.

Founded in September 1947. Became the International
Biometric Society in 1994. Annual March and June meet-
ings.

International College of Surgeons. 1516 North Lake
Shore Drive, Chicago, IL 60610. 312-642-3555, http://
www.icsglobal.org. Max C. Downham, Executive Director.
10,000 Members.

Founded in Geneva, Switzerland, in 1935 and incorpo-
rated in the District of Columbia in 1940. Federation of
general surgeons and surgical specialists. Annual spring
meeting of U.S. section and biennial international meet-
ings.

International Society for Magnetic Resonance in Medi-
cine. 2118 Milvia Street, Suite 201, Berkeley, CA 94704.
510-841-1899, http://www.ismrm.org. Roberta A. Kravitz,
Executive Director. 6,000 Members.

Formed as a merger of the Society for Magnetic Reso-
nance Imaging and Society of Magnetic Resonance in
Medicine in 1995. Promotes the application of magnetic
resonance techniques to medicine and biology. Annual
meetings in April/May.

Medical Device Manufacturers Association. 1919 Penn-
sylvania Avenue NW, Suite 660, Washington, D.C. 20006.
202-349-7171, http://www.medicaldevices.org. Mark B.
Leahey, Executive Director. 140 Companies.

Created in 1992. Supersedes Smaller Manufacturers
Medical Device Association. Represents manufacturers
of medical devices. Annual May meeting.

Radiation Research Society. 810 East 10th Street,
Lawrence, KS 666044. 800-627-0629, http://www.
radres.org. Becky Noordsy, Executive Director. 2025
Members.

Founded in 1952 as a professional society of persons
studying radiation and its effects. Annual spring-summer
meetings.

Radiological Society of North America. 820 Jorie Bou-
levard, Oak Brook, IL 60523. 630-571-2670, http://
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www.rsna.org. Dave Fellers, Executive Director. 37,577
Members.

Founded as Western Roentgen Society and assumed its
current name in 1918. Members are interested in the
application of radiology to medicine. Holds the largest
medical meeting in the world annually in November with
more than 60,000 in attendance.

RESNA—Rehabilitation Engineering & Assistive Technol-
ogy Society of North America. 1700 N. Moore Street, Suite
1540, Arlington, VA 22209. 703-524-6686, http://www.res-
na.org. Larry Pencak, Executive Director. 1000 Members.

Founded in 1979 as the Rehabilitation Engineering
Society of North America. In June 1995, the name was
changed to the Rehabilitation Engineering and Assistive
Technology Society of North American—RESNA. Twenty-
one special interest groups and seven professional speci-
alty groups. Annual meeting in June.

SPIE—International Society for Optical Engineering. P.O.
Box 10, Bellingham, WA 98227. 360-676-3290, http://
www.spie.org. Eugene G. Arthurs, Executive Director.
14,000 Members, 320 Companies.

Founded in 1956 in California as the Society of Photo-
graphic Instrumentation Engineers, it later became the
Society of Photo-Optical Instrumentation Engineers and
assumed its current name in 1981. Members are scientists,
engineers, and companies interested in application of opti-
cal, electro-optical, fiber-optic, laser, and photographic
instrumentation systems and technology. Semiannual
meetings.

Society for Biological Engineering of the American Institute
of Chemical Engineers. 3 Park Avenue, New York, NY
10016. 212-591-7616, http://www.bio.aiche.org.

Established by the AIChE for engineers and applied
scientists integrating biology with engineering.

Society for Biomaterials. 15000 Commerce Parkway,
Suite C, Mt. Laurel, NJ 08054. 856-439-0826, http://
www.biomaterials.org. Victoria Elliott, Executive Director.
2100 Members.

Founded in 1974. Promotes biomaterials and their
uses in medical and surgical devices. Annual spring
meeting.

Society for Biomolecular Screening. 36 Tamarack Ave-
nue, #348, Danbury, CT 06811. 203-743-1336, http://
www.sbsonline.org. Christine Giordano, Executive Direc-
tor. 1080 Members, 230 Companies.

Supports research in pharmaceutical biotechnology and
the agricultural industry that use chemical screening pro-
cedures. Annual fall meeting.

Society for Modeling and Simulation International. P.O.
Box 17900, San Diego, CA 92177. 858-277-3888, http://
www.scs.org. Steve Branch, Executive Director.

Established in 1952 as the Simulation Council and
incorporated in California in 1957 as the Simulation Coun-
cils. Became Society for Computer Simulation in 1973 and
later changed its name to the current one. A founding

member of the Information Processing Societies and
National Computer Confederation Board, and affiliated
with American Association for the Advancement of
Science. Holds regional simulation multiconferences.

Society of Interventional Radiology. 3975 Fair Ridge
Drive, Suite 400 North, Fairfax, VA 22033. 703-691-1805,
http://www.sirweb.org. Peter B. Lauer, Executive Director.

Society of Nuclear Medicine. 1850 Samuel Morse Drive,
Reston, VA 20190. 703-709-9000, http://www.interacti-
ve.snm.org. Virginia Pappas, Executive Director.

Society of Rheology. Suite 1N01, 2 Huntington Quad-
rangle, Melville, NY 11747. 516–2403, http://www.rheolo-
gy.org. Janis Bennett, Executive Director.

Permanent address is at the American Institute of
Physics and is one of five founding members of the AIP.
Members are chemists, physicists, biologists, and others
concerned with theory and precise measurement of flow of
matter and response of materials to mechanical force.
Annual meeting held in October or November.

Professional Societies and Organizations of Other Countries

Pick up from IFMBE Affiliates on www.ifmbe.org.
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MEDICAL GAS ANALYZERS

TADEUSZ M. DRZEWIECKI

JERRY M. CALKINS

Defense Research Technologies,
Inc.
Rockville, Maryland

INTRODUCTION

Medical gas monitoring has been so successful in improv-
ing patient safety and reducing patient risk that it has
become standard medical practice today in every part of
medical practice from hospital to home. The argument for
providing additional patient safety will continue to be a
powerful incentive to improve and enhance the methods
and techniques to provide increased knowledge of the
monitoring of respiratory and anesthetic gases. Research
on gas markers to aid in diagnosis is an equally important
application, and with the capability to measure gases at
parts per billion or even trillion, heretofore unobserved
gases can point to early diagnosis of such nearly always
fatal neonatal diseases as necrotizing enterocolitis and
other difficult-to-diagnose states.

Medical gas analyzers are used to sample and measure
gases of medical importance, such as anesthesia and
respiratory monitoring, and detection of trace gases for
diagnostic purposes. This article predominantly discusses
these two cases. The estimation of arterial blood gases is
considered only in terms of measurement of respired gases.
Two basic categories of sensor/analyzers exist: continuous
and batch. Gas analyzers are further broken down by
their sensing mechanisms into two fundamental modes
of operation, specific and analytic.

Continuous devices are used where real-time informa-
tion is needed. Batch systems operate on a bolus of gas,
usually when real-time information is not needed. Many
applications may have to live with the offline, longer
duration of a batch test because nothing else is available.

Specific-type sensors rely on particular physical phe-
nomena that are activated in the presence of a particular
gas. Electrochemical devices, for example, are representa-
tive of a specific sensor wherein a voltage is developed by a
chemical reaction between the sensor material and the gas
being analyzed in some identified or known proportion to
the amount of gas present. The same is true of fuel cells and
other galvanic devices where an electric potential is devel-
oped in the presence of a difference in partial pressures
across a conducting medium.

Specificity is a major issue and is of particular impor-
tance to the medical community. At this point in time, no
truly specific sensors exist. All sensors exhibit some form of
cross-sensitivity to a variety of gases, some in the same
family, some with similar physical properties, and some for
extraneous reasons not always obvious to the user. Nitrous
oxide (N2O) and carbon dioxide (CO2) have practically the
same molecular weight, 44.0128 versus 44.0098. Conse-
quently, they have near-identical physical characteristics
such as specific heat and viscosity. Interestingly, they also
have almost exactly the same absorption wavelengths,
although not necessarily because the atomic weights are

the same but rather because the orbital electron transition
energetics are similar. Thus, it is difficult to distinguish the
two with most conventional techniques, and a carbon
dioxide sensor that is based on absorption at 4.3 mm will
be affected by the presence of nitrous oxide with its peak
absorption at 4.5 mm. Unless a very narrow wavelength
light source is used, such as a laser, the nitrous oxide will
absorb some of the energy and make it appear that more
carbon dioxide is present than there really is.

Analytic devices imply an ability to assay a gas or gas
mixture and tell the user not only how much of a particular
gas is present, but also which gases or elements are present
and in what relative quantities, of which optical spectro-
scopy is a good example where a large number of absorption
lines exist for different gases, so one can scan the entire
spectrum from ultraviolet (UV) to far infrared (IR) and
compare absorption lines to see what is present. This exam-
ple is interesting because IR spectroscopy can also be the
basis for a specific sensor when only a single or a particular
wavelength of light is monitored looking only for a gas at
that absorption line. Gas chromatography (GC) is also a
batch process where a bolus of gas to be assayed is separated
into its constituent parts in time by a molecular sieve and
the binary pairs (the carrier and the separated gas) are
detected and quantized upon exiting the GC column.

Perhaps the most common use of and need for contin-
uous gas analysis or sensing is in real-time respiratory
applications where inspired and expired (end-tidal) con-
centrations of respiratory gases are measured to validate
that the appropriate standards of care are being applied
and that proper ventilation and oxygenation of a patient is
being achieved. An example would be monitoring of a
ventilated patient in the ICU or recovery room. In addition,
the monitoring of anesthetic gases during and immediately
following anesthetic administration in the operating room
is a critical application that can mean the difference
between life and death. Too much can lead to brain damage
or death, and too little can result in unnecessary pain and
memory recall. And, of course, the detection and warning of
the presence of toxic gases such as carbon monoxide
released from desiccated soda lime CO2 scrubbers due to
interactions between the anesthetic agents and various
scrubbers, or the production of the highly toxic Compound
A, is critical to patient safety.

Continuous medical gas monitoring provides the
clinician with information about the patient’s physiologic
status, estimates of arterial blood gases, verifies that the
appropriate concentrations of delivered gases are adminis-
tered, and warns of equipment failure or abnormalities in
the gas delivery system. Monitors display inspired and
expired gas concentrations and sound alarms to alert
clinical personnel when the concentration of oxygen (O2),
carbon dioxide (CO2), nitrous oxide (N2O), or volatile anes-
thetic agent falls outside the desired set limits.

Medical gas analysis has been driven by a need for
safety and patient risk reduction through respiratory
gas analysis and identification and quantification of vola-
tile anesthetic vapors. Perhaps one of the earliest anes-
thetic agent sensors was the Drager Narkotest, which
comprised a polymer rubber membrane that contracted
and moved a needle as it absorbed agent. It did not require
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an electrical power supply and its slow response was not
any slower than the rate of change of gas composition.
Much has transpired since those early days.

Currently, numerous methods and techniques of gas
monitoring are in place, and new techniques and para-
digms are constantly being developed to meet a new need or
to serve the community with better performance or lower
cost. In this review, many of the intrinsic advantages and
disadvantages of these methods and techniques are dis-
cussed. A brief comparison, which includes stand-alone
and multioperating room gas monitors that can determine
concentrations of anesthetic and respiratory gases in
the patient breathing circuit during anesthesia, is also
presented.

Much of the research and development of these monitors
have followed the long use of similar detector principles
from analytical chemistry. As a result of the fast pace of
sensor development, to a great extent driven by the need
for hazardous gas sensors in the face of terrorist threats
and being spearheaded by agencies such as the Defense
Department’s Defense Advanced Research Projects Agency
(DARPA), an attempt is made to cover the most common
systems and provide insights into the future based on solid
technological developments.

The current development of gas analyzers is described
in the extensive anesthesia and biomedical engineering
literature. Complete and specific historical information
about the principles and applications of these devices is
well reviewed in several texts [e.g., Ref. (1)], manufac-
turers’ and trade publications [(2) (ECRI)], and an exten-
sive open literature describing equipment and operating
principles, methods, and techniques that is available on the
Internet. Societies and professional associations also exist
that deal with just one method of gas analysis that can
provide in-depth information about their particular
interests. The Chromatographic Society is one such orga-
nization. It is the purpose of this article to concisely sum-
marize such a large selection of information sources to a
manageable few, but with enough references and pointers
to allow even the casual reader to obtain whatever relevant
information at whatever level is required.

CURRENT GAS MONITOR METHODS AND TECHNIQUES

As a result of the chemically diverse substances to be
measured, medical gas analyzers commonly combine more
than one analytical method. Methods of interest to the
medical practitioner, clinician, researcher, or operator
include, in alphabetical order:

� Colorimetry

� Electrochemistry

� Fuel cells

� Polarography

� Gas chromatography

� Flame ionization

� Photoionization Detectors

� Thermal conductivity

� Infrared/Optical Spectroscopy

� Luminescence/fluorescence

� Mass spectrometry

� Nuclear Magnetic Resonance

� Paramagnetism

� Radioactive ionization

� Raman Laser Spectroscopy

� Solid-state sensors

� Semiconductor metal oxides

� ChemFETs

� Solid-state galvanic cells

� Piezoelectric/Surface Acoustic Wave

Each of these methods will be described in the following
text. Illustrative examples of typical devices may be
mentioned.

COLORIMETRY

Colorimetry is one of the oldest methods of gas analysis
that is typically used to detect the presence of carbon
dioxide in a breath as a means of determining if proper
tracheal intubation has been performed. Basically, it works
on the principle of changing the color of a material such as
paper or cloth impregnated with a reagent in the presence
of a known analyte. An example is the changes in litmus
paper from purple to red in the presence of an acid and blue
in the presence of a base. Carbon dioxide (CO2) in the
presence of water vapor in the exhaled breath produces
carbonic acid, which turns the litmus paper toward red,
usually some shade of pink. The degree of color change can
be quite subjective, but a color scale usually accompanies
most devices so that a coarse estimate, roughly � 0.5% CO2

by volume, can be made. More expensive, sophisticated
devices offer an electronic colorimetric analyzer that does
the comparison automatically and can even provide a
digital output.

Reagents may be tuned to a variety of specific gases and
are quite commonly used in the semiconductor business to
monitor levels of hydride gases to include arsine and
phosphene. Hydrogen sulfide (H2S) is also a common
analyte for colorimetric sensors (1).

Cross-sensitivity can be additive or subtractive with
colorimetric devices. For example, a colorimetric capn-
ometer (CO2 sensor) may register false-positives and
false-negatives. Color may change in the presence of acidic
reflux or the ingestion of acidic liquids (lemonade, wine,
etc.). Conversely, the presence of bases could negate the
acid response, which is true in other applications as well.
For example, in hydrogen sulfide detection, the presence of
methyl mercaptan (CH4S) compounds can cancel out any
reading of H2S. Clearly, any chemical reactions between
the selected analyte and a reactive contaminant can affect
readings one way or another.

Figure 1 shows a photograph of one of the newer colori-
metric capnometers on the market manufactured by
Mercury Medical (www.mercurymed.com). A color-
changing tape used in this device turns yellow in the
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presence of CO2, but returns to green when no CO2 is
present. The same piece of paper will register changes
as the patient breathes. As the tape is consumed, it can
be pulled through the device, and a fresh piece exposed to
the breath.

ELECTROCHEMISTRY

Electrochemical gas sensors operate on the principle that a
current is generated when the selected gas reacts at an
electrode in the presence of an electrolyte, not unlike a
battery. For this reason, these devices are often called
amperometric gas sensors or microfuel cells. Electroche-
mical gas sensors are found ubiquitously in industry
because of their excellent sensitivity to toxic gases (often
low parts per million, ppm) and relatively low cost. They
are, however, consumable devices and have a limited oper-
ating and shelf life, typically a few years. They are not
particularly susceptible to poisoning, that is, being con-
taminated or degraded by absorption of particular con-
taminant gas species. Gases of medical importance that
can be sensed with electrochemical devices are ammonia,
carbon monoxide, nitric oxide, oxygen, ozone, and sulfur
dioxide. The most prominent medical use is in the
measurement of oxygen.

Three basic elements exist in any electrochemical gas
sensor. The first is a gas-permeable, hydrophobic mem-
brane, which allows gas to diffuse into the cell but keeps
the liquid or gel electrolyte inside. It is the slow diffusion
process that limits the time response of these sensors,
although, if they are made very small, they can be quite
responsive. Typically, however, an oxygen sensor may take
as long as 20 s to equilibrate, making these devices imprac-
tical for real-time monitoring of respiration other than
monitoring some average oxygen level.

The second element is the electrode. Selection of the
electrode is critical to the selectivity of an appropriate
reaction. Typically, electrodes are catalyzed noble metals
such as gold or platinum. Gases such as oxygen, nitrogen
oxides, and chlorine, which are electrochemically reduci-
ble, are sensed at the cathode while those that are electro-
chemically oxidizable, such as carbon monoxide, nitrogen
dioxide, and hydrogen sulfide, are sensed at the anode.

The third element is the electrolyte that carries the
ions between the electrodes. The electrolyte must be
kept encapsulated in the cell as leakage would cause
dysfunction.

In many cases, a fourth element exists which is a filter/
scrubber mounted across the face of the sensor and the
permeable membrane, which helps with the specificity by
eliminating some interfering gases. In an oxygen sensor,
this element is often an activated charcoal molecular sieve
that filters out all but carbon monoxide and hydrogen.
Other filters can be tailored to allow only the selected
analyte through.

An oxygen fuel cell gas detector uses a lead anode that is
oxidized during operation. It is powered by the oxygen it is
sensing with a voltage output proportional to the oxygen
concentration in the electrolyte. In this case, the electrolyte
is potassium hydroxide (KOH) solution. With the recent
explosion in research on fuel cells, they have become almost
ubiquitous in medical practice, supplanting the Clark elec-
trodes to a great extent.

Among the most recognizable oxygen-sensing devices
are the Clark electrodes (Ag/AgCl anode, Pt cathode). One
of the first applications of this device was monitoring
oxygen concentrations in the inspiratory limb of the
breathing circuit of an anesthesia machine. Clark electro-
des differ slightly from the above-described fuel-cell-type
devices. Clark electrodes require an external voltage
source to generate a bias voltage against which the
oxygen-induced potential operates. These devices are,
therefore, called polarographic because of the bias voltage
that is required for its operation, contrasting with a gal-
vanic or amperometric cell, which produces current on its
own proportional to the amount of analyte present. Oxygen
from the sample fluid equilibrates across a Teflon mem-
brane with a buffered potassium chloride (KCl) solution
surrounding a glass electrode. The electrode has a plati-
num cathode and a silver/silver chloride anode. With
between 0.5 V and 0.9 V applied across the electrodes,
the consumption of O2 at the cathode, and hence the
current in the circuit, is dependent on the O2 concentration
in the solution, which rapidly equilibrates with the sample.
In practice, 0.68 V is used. Performance is adversely
affected by the presence of N2O and halogenated anesthetic
agents such as halothane. Protection of the platinum
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cathode and the need for semipermeable membranes
reduces their effectiveness.

Fuel cell and polarographic devices both require tem-
perature and pH compensation and, as indicated before,
have limited life spans because of the consumable nature of
the reaction and the propensity of the permeable mem-
branes to eventually lose the effectiveness of the Clark
electrodes.

Datex-Ohmeda, one of the largest manufacturers
of anesthesia equipment, sells many of their systems,
included with which is a galvanometric fuel cell oxygen
sensor. Figure 2 shows a Smart Vent 7900TM (3) display
showing the level of oxygen being delivered. The oxygen
sensor life is specified at 18 months.

GAS CHROMATOGRAPHY

Gas chromatography (GC) is an analytic tool that provides
the user with an assay of what is in the gas sample of
interest. It consists of two parts: (1) separation of different
species by differential travel times through a separation
column and (2) analytic detection of the quantity of each
analyte at the end of the column using any one of a variety
of methods. That is, GC provides a quantification of the
constituent gases as well as an identification of what the
constituent gases are. It is actually a very simple process,
and, were it not for the relatively long analysis time,
usually on the order of several minutes to as long as
an hour, and its batch nature, it would be used more
frequently.

GC requires the separation of a gas sample into its
constituent gases, which is accomplished by mixing the
sample with a carrier gas, usually some inert gas like
helium or nitrogen, which is not adsorbed by the
GC column, and passing it through a column or long
impermeable, nonreacting (e.g., stainless steel) capillary
filled with a zeolite, molecular sieve, or other material that
separates the sample gases according to their physical or
chemical properties. The different gas constituents travel
through the column at different speeds and exit as binary

pairs (a constituent and the carrier) in order of their
adsorption properties. The time it takes for a constituent
to exit the column identifies the constituent. The capillary
columns can be as short as a few centimeters to tens and
even hundreds of meters long. The capillary columns are
heated to maintain a constant temperature, as the trans-
port characteristics tend to be temperature-dependent.

Calibration is required to determine the transit times
for each analyte, which is done by injecting known gas
samples at the start of the column and physically timing
them at the exit. At the exit of the column, a gas detector
exists usually a flame ionization or thermal conductivity
detector that measures the amount of constituent relative
to the carrier. After all the constituents have been
accounted for, the assay of the original sample can be made
by summation of the relative amounts of each constituent
and then taking the ratio of each constituent relative to the
summation, which then gives the concentrations and the
final assay.

Usually, this summation is accomplished by summing
the areas under the detector output peaks and then ratio-
ing the areas under the individual peaks relative to the
total area. The choice of gas chromatographic detectors
depends on the resolution and accuracy desired and
includes (roughly, in order from most common to the least):
the flame ionization detector (FID), thermal conductivity
detector (TCD or hot wire detector), electron capture detec-
tor (ECD), photoionization detector (PID), flame photo-
metric detector (FPD), thermionic detector, and a few
more unusual or expensive choices like the atomic emission
detector (AED) and the ozone- or fluorine-induced chemi-
luminescence detectors.

The Flame Ionization Detector (FID) is widely used to
detect molecules with carbon-hydrogen bonds and has good
sensitivity to low ppm. Basically, in operation, the analyte
is injected into a hydrogen carrier and ignited inside a
grounded metal chamber. Hydrogen is used because it
burns clean and is carbon-free. The latter is important
because output is proportional to the ionized carbon atoms.
An electrode is situated just above the flame and a voltage
potential is applied. The current produced is proportional
to the number of carbon atoms in the analyte. When
applied at the exit of a GC, very accurate measures of
hydrocarbon gases can be made.

Photoionization Detectors (PIDs) are used to detect the
volatile organic compound (VOC) outputs of GCs but are
also widely used in industry and science to detect environ-
mental and hazardous gases. They operate on a similar
principle to that of the FID, but use ultraviolet light (UV) as
opposed to a flame to ionize the flowing gas between
insulated electrodes. As UV energy is a much higher
frequency (lower wavelength) than IR or visible light, it
can be larger and, consequently, can readily ionize gases.
The ionization potentials of the analyte gases are matched
by adjusting the frequency of the emitted light. The output
power of the lamp is roughly the product of the number of
photons and the energy per photon divided by the area and
time, although changing the output frequency will change
the photon energy (E¼hv), thereby changing the power.
The output power can be changed independently by
increasing the fluence of photons.
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An inert gas lamp provides the UV light, (e.g., xenon
lamps emit UV light at 147.6 nm, krypton at 123.9 nm, and
argon at 105.9 nm). An advantage is that the sensitivity to
particular species or groups of compounds can be adjusted
by adjusting the output power to match the distinct ioniza-
tion potentials of analyte gases. Consequently, different
sensor sets can be achieved. For example, amines, aromatic
compounds, and benzene are highly detectable at 9.5 eV.
Disease and other anomaly marker gases often found in the
breath, such as acetone, ammonia, and ethanol, are detect-
able at 9.5 eV as well as 10.6 eV. Other, more complex,
marker gases such as acetylene, formaldehyde, and metha-
nol can be detected at 10.6 eV and 11.7 eV. Typically, the
PID devices are fairly responsive, on the order of a few
seconds, and do well with moderately low concentrations
(e.g., 0.1 ppm isobutylene).

One of the nice things about PIDs is that they can be
made very small in size, as shown in Fig. 3, which shows
the Rae Systems, Inc. ToxiRae personal gas monitor
(www.raesystems.com). Depending on the UV source,
CO, NO, SO2, or NO2 can be read. It works with recharge-
able batteries.

Thermal Conductivity Detectors (TCD) are used to
detect and quantify gases that have large variations in
thermal conductivity. Gases that are discriminated well
are sulfur dioxide and chlorine, which have roughly one-
third the conductivity of air to helium and hydrogen, which
have six and seven times the conductivity of air. As heat
transfer depends on three mechanisms, radiation, convec-
tion, and conduction, the actual TCD sensor itself must be
designed in such a way that conduction dominates, which
implies a very slow, constant, moving flow to minimize or
stabilize convection effects and a radiation-shielded enclo-
sure. Most arrangements use two identically heated coils of
wire comprising two legs of a Wheatstone bridge, one coil in
a reference gas tube and the other in the sample tube.
When the thermal conductivity of the sample increases, the
sample coil is cooled more than the reference, and its
resistance changes (usually decreases), thereby generating
a voltage difference across the bridge. TCDs are usually
used in high concentration applications, as they do not
have the sensitivity of other techniques. TCDs do very well
when mounted at the exit of a GC where the separated gas
analytes are expected to have large variations in thermal
conductivity.

Gas chromatographs have come a long way over the last
decade as far as size and cost are concerned. Although
laboratory-grade devices such as the HP stand-alone sys-
tem shown in Fig. 4 still are fairly common, portability is
being stressed in order to get the almost incomparable

detectibilty of the GC to where the real gas problems exist,
such as in the emergency or operating rooms, in the field,
and at sites where toxins and suspected hazardous gases
may be present. Bringing the GC to the patient or taking
data without having subjects come into the lab has
spawned systems such as Mensanna’s VOC (volatile
organic compound) GC system that uses a PID (Fig. 5)
to check trace gases in the breath, and HP’s has introduced
a briefcase-sized micro-GC (Fig. 6). Lawrence Livermore
National Laboratory has taken the recent developments in
micromachining, MEMS (micro-electromechanical sys-
tems), and microfluidics and developed a real micro-GC.
Researchers at LLNL (4) have micro-machined a very long
capillary on a silicon chip, which serves as the separating
column.
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Figure 5. Mensanna portable GC for measuring breath VOCs.



Figure 7 shows the implementation of this device that is
reported to have a response time of less than 2 min.

INFRARED/OPTICAL SPECTROSCOPY

Gases absorb light or photon energy at different wave-
lengths depending on the complexity of their molecular
structure. When a molecule is subjected to light energy of a
particular frequency, the atoms involved in the atomic
bonds will vibrate at the light frequency. If the frequency
matches their resonant frequency, or a harmonic, they will
resonate, thereby becoming highly absorbent as more of
the light energy is used to feed the motion of the resonating
molecules. The more complex a molecule, the greater
number of different atomic bonds it will have and,
consequently, the more absorption frequencies it will have.
Table 1 provides some guidelines for absorption for differ-
ent molecules.

Most infrared analyzers measure concentrations of
volatile fluorocarbon halogenated anesthetic agents, car-
bon dioxide, and nitrous oxide using nondispersive infrared
(NDIR) absorption technology. The transduction means
may differ. Most use an electronic IR energy detector of
one sort or another, such as a bolometer, solid-state photon
detectors, and thermopiles; however, one monitor uses

another IR detection principle, photoacoustic spectroscopy,
based on the level of sound produced when an enclosed gas
is exposed to pulsed/modulated IR energy.

Infrared analyzers have been used for many years to
identify and assay compounds for research applications.
More recently, they have been adapted for respiratory
monitoring of CO2, N2O, and halogenated anesthetic
agents.

Dual-chamber NDIR spectrometers pass IR energy from
an incandescent filament through the sample chamber and
an identical geometry but air-filled reference chamber.
Each gas absorbs light at several wavelengths, but only
a single absorption wavelength is selected for each gas to
determine the gas concentration. The light is filtered after
it passes through the chambers, and only that wavelength
selected for each gas is transmitted to the detector. The
light absorption in the analysis chamber is proportional to
the partial pressure (concentration) of the gas. Most man-
ufacturers use a wavelength range around 3.3 mm, the
peak wavelength at which the hydrogen-carbon bond
absorbs light, to detect halogenated anesthetic hydrocar-
bons (halothane, enflurane, isoflurane, etc.).

In one monitor that identifies and quantifies haloge-
nated anesthetic agents, the analyzer is a single-channel,
four-wavelength IR filter photometer. Each of four filters
(one for each anesthetic agent and one to provide a baseline
for comparison) transmits a specific wavelength of IR
energy. Each gas absorbs differently in the selected wave-
length bands so that the four measurements produce a
unique signature for each gas. In another monitor, potent
anesthetic agents are assessed by determining their
absorption at only three wavelengths of light. Normally,
only one agent is present so this process reduces totagent
ID. However, the use of ‘‘cocktails,’’ mixtures of agents,
usually to reduce undesired side effects of one or another
agent, require very special monitoring because of the pos-
sibility of accidental overdosing.

The Datex-Ohmeda Capnomac (www.us.datex-
ohmeda.com), a multigas anesthetic agent analyzer, is
based on the absorption of infrared radiation. This unit
accurately analyzes breath-to-breath changes in concen-
trations of CO2, NO2, and N2O and anesthetic vapors. It is
accurate with CO2 for up to 60 breaths/min, and 30 breaths/
min for O2 (using a slower paramagnetic sensor), but N2O
and anesthetic vapors show a decrease in accuracy at
frequencies higher than 20 breaths/min. The use of narrow
wave-band filters to increase specificity for CO2 and N2O
makes the identification of the anesthetic vapors, which
are measured in the same wave band more difficult. It is
interesting to note that IR spectroscopy can also be used on
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Figure 6. Agilent (formerly HP) Micro-GC.

Figure 7. LLNL MEMS-based micro-GC.

Table 1. Infrared Absorption Bands for Gases of Medical
Interest

Wavelength
(microns)

Elements of Atomic
Bonds

Typical
Gases

2.7–4mm X-H (X¼C, N, O, S) H2O, CH4,
4.3–5mm C-X (X¼C, N, O) CO2, N2O

5.26–6.6mm C-X (X¼C, N, O) fluorocarbons
7.7–12.5mm C-X (X¼C, N, O) fluorocarbons



liquids, as exemplified by the Inov 3100 near-infrared
spectroscopy monitor that has been offered as a monitor
for intracerebral oxygenation during anesthesia and sur-
gery. Studies with this monitor indicate that it needs a
wide optode separation and the measurements are more
likely those of the external carotid flow rather than the
divided internal carotid circulation (5).

A subset of NDIR is photoacoustic spectroscopy, which
measures the energy produced when a gas expands by
absorption of IR radiation, which is modulated at acoustic
frequencies. A rotating disk with multiple concentric
slotted sections between the IR source and the measure-
ment chamber may be used tmodulate the light energy.
The acoustic pressure fluctuations created occur with a
frequency between 20 and 20,000 Hz, producing sound that
is detected with a microphone and converted totan elec-
trical signal. Each gas (anesthetic agent, CO2, N2O) exhi-
bits this photoacoustic effect most strongly at a different
wavelength. This method cannot distinguish which halo-
genated agent is present, however. The microphone detects
the pulsating pressures from all four gases simultaneously
and produces a four-component magnetic signal. A monitor
using IR photoacoustic technology has been developed that
can quantify all commonly respired/anesthetic gases
except N2 and water vapor. Similarly, a microphone detects
the pulsating pressure changes in a paramagnetic oxygen
sensor (magnetoacoustics).

The Bruel & Kjaer Multigas Monitor 1304 (6) measure-
ments use photoacoustic spectroscopy and also incorporate
a pulse oximeter. It has some advantages over the Datex
Ohmeda Capnomac because it uses the same single micro-
phone for detection of all gases, displaying gas concentra-
tion in real-time.

With the development of both fixed frequency and tun-
able solid-state lasers, a revolution in IR spectroscopy has
occured with new technical approaches appearing every
year. Tuned diode laser spectroscopy, and Laser-induced
Photo Acoustic Spectroscopy (a DARPA initiative) are
developments that bear close watching as they mature.
The ability to produce IR energy at extremely
narrow bandwidths allows discrimination of very closely
related gas species such as CO2 and N2O. In addition, most
of the volatile anesthetic agents such as halothane, des-
flurane, isoflurane, and sevoflurane can also be thus dis-
tinguished.

An advantage of NDIR is that the sensing mechanism
does not interfere or contact the sample, thus minimal
chance exists that the sample would be affected. The costs
of these devices have continued to decrease, with numerous
companies competing to keep the prices low and attractive.
Disadvantages are the susceptibility to dirt and dust in the
optical path and cross-sensitivities to interfering gases.

Companies marketing anesthesia and respiratory
mechanics monitors are involved in either development
or promotion of NDIR. Figure 8 shows a Datex-Ohmeda
Capnomac Ultima that uses NDIR for CO2, N2O and
anesthetic analysis, and agent identification. The top
waveform is the plethysmograph, the next down is the
O2 (measured with a fast paramagnetic sensor), and the
bottom waveform is the capnographic CO2 waveform. As an
added capability beyond gas analysis, to the right of the

capnogram is the pressure-volume loop that is used to
assess the lung compliance.

Another limitation of NDIR is its relatively low sensi-
tivity due, for the most part, to the short path length over
which the IR energy is absorbed. The short path length and
small chamber size is dictated by the need for fast response
in order to be able to monitor human physiological and
respiratory response.

Breath rates are normally about 10 breaths per min
(bpm) but, under acute hyperventilation conditions, can
reach 100 bpm and higher. Also, neonates and small ani-
mals naturally exhibit high breathing rates, which
requires a sensor with a millisecond response in order to
be able to detect breath-by-breath variations. However, in
cases where a fast response is not the driving factor, the
sampling chamber may be lengthened or the path length
increased.

Notwithstanding this limitation, the recent invention
of Cavity Ring-Down Spectroscopy (CRDS) by Princeton
chemist Kevin Lehmann (7,8) is based on absorption of
laser energy over huge path lengths but is extremely fast.
By bouncing laser energy between near-perfect mirrors in
a sample or test chamber, the light can pass through the
gas of interest multiple times, often for total distances of
up to 100 km, which creates the opportunity to detect
miniscule trace amounts of the gas species of interest.
The time it takes for the light energy to get attenuated
to zero provides a measure of the amount of the gas species
present. The shorter the Ring-Down time, the more of the
gas is present. These times are, however, on the order of
only milliseconds. In fact, Tiger Optics of Warrington, PA,
the company that has licensed Dr. Lehmann’s technolo-
gical development, claims that trace gases can be detected
in the hundreds of parts per trillion. The LaserTrace
multi-point, multi-species, multi-gas analyzer (shown in
Fig. 9) is capable of detecting many species such as H2O,
O2, CH4, H2, CO, NH3, H2S, and HF. The O2 module
measures down to 200 parts-per-trillion (ppt), in millise-
conds, noninvasively and can readily be adapted to
respiratory breath measurements. Methane can be
detected at the parts per billion level.
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Figure 8. A Datex-Ohmeda Capomac Ultima multiple gas
analyzer.



Although of interest in the detection and quantification
of oxygen, spectroscopy has not been widely considered for
this application. However, an oxygen absorption line exist
in the center of the visible spectrum at 760 nm. Often
neglected because of the problems associated with the
narrowness of the absorption band (0.01 nm versus
100 nm for CO2 in the IR) as well as with spurious inter-
ference from visible light, it is nonetheless an opportunity
because no interference exists from any other gases of
medical interest. The development of low cost, very nar-
row-band lasers has resulted in the successful introduction
of Laser-based Absorption Spectroscopy from Oxigraf
(www.oxigraf.com). With 100 ms response and � 0.02%
resolution traces, such as that shown in Fig. 10, are pos-
sible. Cost is relatively low in comparison with other
technical approaches with similar capabilities.

LUMINESCENCE/FLUORESCENCE

Gas sensors that use luminescence or fluorescence basi-
cally take advantage of the phenomenon of excitation of a
molecule and the subsequent emission of radiation. Photo-
luminescence implies optical excitation and re-emission of
light at a different, lower frequency. Chemiluminescence
implies the emission of light energy as a result of a che-
mical reaction. In both cases, the emitted light is a function
of the presence of the gas species of interest and is detected
by optical means. Most industrial sensors use photomul-
tiplier tubes to detect the light, but the needs of the medical
community are being met with more compact fiber-optic
systems and solid-state photodetectors.

Fluorescence quenching is a subset of luminescence-
based sensors, the difference being that the presence of
the analyte, rather than stimulating emission of light,

actually diminishes the light output. Fundamentally,
fluorescence occurs when incoming light excites an electron
in a fluorescent molecule to a higher energy state, and, in
turn, when the electron returns to its stable state, it
releases energy in the form of light.

Two important characteristics of fluorescence are that
the light necessary to excite a fluorescent molecule has a
shorter wavelength than that of the fluorescent emission,
and that the fluorescence of a particular molecule may be
suppressed (quenched) or enhanced (dequenched) by the
presence of one or more specific molecules. Consequently,
the presence of such other molecules (called analytes) may
be detected.

A few companies exist that use one form or another of
luminescence sensing, in particular, of oxygen in the
medical arena, although the sensors are ubiquitous for
other gases. For example, Ocean Optics (www.oceanop-
tics.com) FOXY Fiber Optic Oxygen Sensors use the fluor-
escence of a ruthenium complex in a sol-gel to measure the
partial pressure of oxygen. First, a pulsed blue LED sends
light, at �475 nm, to and through an optical fiber, which
carries the light to the probe. The distal end of the probe tip
consists of a thin layer of a hydrophobic sol-gel material. A
ruthenium complex is trapped in the sol-gel matrix, effec-
tively immobilized and protected from water. The light
from the LED excites the ruthenium complex at the probe
tip and the excited ruthenium complex fluoresces, emit-
ting energy at �600 nm. When the excited ruthenium
complex encounters an oxygen molecule, the excess energy
is transferred to the oxygen molecule in a nonradiative
transfer, decreasing or quenching the fluorescence signal.
The degree of quenching is a function of the level of oxygen
concentration pressure in the film, which is in dynamic
equilibrium with oxygen in the sample. Oxygen as a triplet
molecule is able to efficiently quench the fluorescence and
phosphorescence of certain luminophores. This effect is
called ‘‘dynamic fluorescence quenching.’’ When an oxygen
molecule collides with a fluorophore in its excited state, a
nonradiative transfer of energy occurs. The degree of
fluorescence quenching relates to the frequency of colli-
sions and, therefore, to the concentration, pressure, and
temperature of the oxygen-containing media. The energy
is collected by the probe and carried through an optical
fiber to a spectrometer where an analog-to-digital (A/D)
converter converts the data to digital data for use with a
PC.

MASS SPECTROSCOPY

Mass spectroscopy provides, what many consider, the best
accuracy and reliability of all of the gas analyzing/assaying
schemes. The basic concept is to assay the analyte by
reducing it into ionized component molecules and separat-
ing them according to their mass-to-charge ratio. By this
technique, the constituents of the sample gas are ionized.
The resulting ions are accelerated through an electrostatic
field and then passed through a deflecting magnetic field.
The lighter ions will deflect more than the heavier ions.
Detecting the displacement and counting the ions can
achieve the assay of the gas sample.
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Figure 9. Tiger Optics Cavity Ring-Down Spectrometer.

Figure 10. Oxigraf Fast Oxygen Sensor trace of respired O2.



Ion detectors usually comprise an electric circuit where
the impinging ions generate a current, which can be
measured with a conventional circuit. The more current,
the more ions are impinging. In practice, the ionization
must be conducted in a high vacuum of the order of 10�6

torr. The gas is ionized with a heated filament, or by other
means as have been discussed before.

A number of different mass spectroscopic configura-
tions have been developed over the years. Time-of-flight
(TOF) systems differ from the magnetically deflected
devices in that the ions are free to drift across a neutrally
charged evacuated flight chamber after having been accel-
erated electrostatically by a series of gratings that sepa-
rate the ions. The time it takes for the ions to travel across
the chamber is a function of their mass. An output not
unlike that of a GC is developed. Quadrupole mass spectro-
meters focus the ions through an aperture onto a quadru-
pole filter. The ion-trap mass spectrometer traps ions in a
small volume using three electrodes. An advantage of the
ion-trap mass spectrometer over other mass spectro-
meters is that it has a significantly increased signal-to-
noise ratio because it is able to accumulate ions in the trap.
It also does not require the same kind of large dimensions
that the TOF and magnetically deflected devices need, so,
as a consequence, it can be made in a fairly compact size.
Finally, the Fourier-transform mass spectrometer takes
advantage of an ion-cyclotron resonance to select and
detect ions. Single-focusing analyzers use a circular beam
path of 1808, 908, or 608. The various forces influencing the
particle separate ions with different mass-to-charge
ratios. Double-focusing analyzers have an electrostatic
analyzer added to separate particles with difference in
kinetic energies.

A particular advantage of the mass spectrometer is that
it can operate with an extremely small gas sample and can
detect minute quantities. Response was long compared
with most continuous sensors, but with the development
of high speed microprocessors, analysis times have steadily
decreased to where, today, it is not unusual to have assays
in less than one minute. With the development of MEMS
TOF devices, the time-of-flight is measured in microse-
conds.

Mass spectrometers have always tended to be bulky and
expensive and, thus, rarely used on a single patient basis.
Multiplexing up to 30 patients using a complex valving
switching system has been shown to be feasible and has
made the system much more cost-effective. Figure 11
shows a conventional ThermoElectron laboratory-grade
mass spectrometer setup.

The move to miniature mass spectrometers has been
rapid over the last decade, from a suitcase-sized miniature
TOF mass spectrometer, developed at Johns Hopkins
Applied Physics laboratory (Fig. 12) (9), to a micro-electro-
mechanical system (MEMS) device smaller than a penny,
developed in Korea at the MicroSystems Lab of Ajou Uni-
versity (Fig. 13) (10).

Mass spectroscopy is often used as the detector in
combination with gas chromatography to enhance the
sensitivity down to ppb, because in a GC, detection limits
the capability.

NUCLEAR MAGNETIC RESONANCE

Nuclear Magnetic Resonance (NMR) is the process by
which a relatively low intensity radio-frequency (RF) sig-
nal at the resonant frequency of the species of gas of
interest interacts with the atoms in a gas and aligns them
momentarily, which requires some energy. When the RF
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Figure 11. A ThermoElectron laboratory-grade quadrupole mass
spectrometer.

Figure 12. JHU Teeny mass spectrometer.

Figure 13. MEMS TOF mass spectrometers developed at Ajou
University in Korea.



signal is removed, the atoms release the energy that had
been stored in the alignment resonance, return to their
chaotic orientations, and re-emit an RF signal at the same
resonant frequency at which they were excited. Each
atomic bond has its own characteristic frequency so that
a spectroscopic analysis can be made by scanning through a
large number of frequencies. A variant of NMR, nuclear
quadrupole resonance (NQR) is used for detecting explo-
sive vapors, which could be very useful in military medicine
where explosives in clothing during triage pose a major
hazard. The hydrogen bonds in TNT have a resonance at
� 760 kHz and the vapors of plastic explosives have reso-
nances at low MHz frequencies. NMR is very attractive
because gas analysis can be performed without having to
physically take a sample of the analyte in question. As the
initiating and re-emitted RF signals can pass through most
nonferrous materials with little attenuation, gas, liquid,
and solid chemical species can be interrogated noninva-
sively. By summing the returns from a number of signals,
sensitivity to the low ppm can be achieved.

In dirty environments where optical or infrared devices
suffer significant degradation of performance, NMR is
particularly useful. Compared with chromatographic
approaches, NMR eliminates the need for solvents, col-
umns, carrier gases, or separations. Also, NMR analysis
can be performed in real-time because typical atomic
relaxation times, the time it takes for the atomic spin axes
to return to their original orientations, is on the order of
milliseconds for many gases of interest.

PARAMAGNETISM

Many gases exhibit magnetic sensitivity, paramagnetism,
due to their polar nature, which means that they are
attracted to a magnetic field. For oxygen, its paramagnetic
sensitivity is due to its two outer electrons in unpaired
orbits. Most of the gases used in anesthesia are repelled by
a magnetic field (diamagnetism).

Paramagnetic sensors are typically used specifically for
measuring oxygen concentration. The high degree of sen-
sitivity of oxygen (compared with other gases) to magnetic
forces reduces the cross-sensitivity to other gases of para-
magnetic sensors. Sensors come in two variants, the older
balance type and the newer pressure type. The balance
types of sensors are relatively frail and have been replaced
by the pressure types. Nevertheless, some of these older
devices are still being used. The balance type of sensor uses
a mechanical approach that has a dried gas sample flowing
through a chamber in which a nitrogen-filled dumbbell is
balanced in a magnetic field. The paramagnetic force on the
oxygen in the sample puts a torque on the dumbbell. The
output can be read either as a spring-loaded displacement
or, in newer devices, electronically by measuring the cur-
rent required to keep the dumbbell centered.

Most modern paramagnetic oxygen sensors consist of a
symmetrical, two-chambered cell with identical chambers
for the sample and reference gas (often air or nitrogen).
These cells are joined at an interface by a responsive
differential pressure transducer or microphone. Sample
and reference gases are pumped through these chambers

in which a strong, usually varying, magnetic field sur-
rounding the region acts on the oxygen molecules and
generates a static pressure or a time-varying (acoustic)
difference between the two sides of the cell, causing the
transducer to produce a DC or AC voltage proportional to
the oxygen concentration. When the magnetic field is
modulated at acoustic frequencies, these devices may
sometimes be referred to as magnetoacoustic.

Paramagnetic oxygen analyzers are very accurate,
highly sensitive, and responsive, often with a step response
of 200 ms to 90% of maximum. However, they require
calibration, usually with pure nitrogen and oxygen. A
major drawback is that they are adversely affected by
water vapor and, consequently, require a water trap incor-
porated into their design. The frequency response makes
then useful for measurement of oxygen on a breath-by-
breath basis. The Datex Ohmeda Capnomac Ultima that
was previously shown in Fig. 8 uses a paramagnetic oxygen
sensor, as do many of the other mainline medical gas
monitor manufacturers.

RADIOACTIVE IONIZATION

The ubiquitous smoke detector found in every house, hos-
pital, and facility has spawned detectors for other gases
such as carbon monoxide, a very important marker gas in
medical diagnosis. Although usually used as devices that
are set to alarm when a preset level is detected, they are
also used as calibrated sensors. A very low level radioactive
alpha particle source (such as Americium-241) can ionize
certain gases so that, in the presence of an analyte, a circuit
can be completed and current caused to flow in the detector
circuit.

Ionization detectors detect the presence of invisible
particles (less than 0.01 micron in size) in the air. Inside
the detector, a small ionization chamber exists that con-
tains an extremely small quantity of radioactive isotope.
Americium-241 emits alpha particles at a fairly constant
rate. The alpha particles, which travel at an extremely
high rate of speed, knock off an electron from the oxygen
and nitrogen molecules in the air passing through the
ionization chamber. The free electron (negative charge)
is then attracted to a positively charged plate, and the
positively charged oxygen or nitrogen is attracted to a
negatively charged plate, which creates a very small but
constant current between the plates of a detector circuit,
which in itself is a gas detection mechanism much in the
same way that the other ionization detectors operated.
However, when particles, such as soot particles, dust,
fumes, or steam, enter the ionization chamber, the current
is disrupted. If the current decreases too mid, an alarm is
triggered.

The disadvantage of these devices is clearly the health
hazard associated with the presence of the radioactive
material. However, because the detector contains only a
tiny amount of radioactive material, exposure is unlikely
with proper care in handling. Another disadvantage of
these sensitive detectors is the false-positive alarms that
can be triggered by spurious dust and other nontoxic
fumes. However, the big advantage is that ionization
detectors are very sensitive and, given that false alarms
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are tolerable, should be considered in most alarm situa-
tions.

Another form of radioactive detector is the electron
capture detector, which uses a radioactive Beta emitter
(electrons) to ionize some of the carrier gas and produce a
current between a biased pair of electrodes. When organic
molecules that contain electronegative functional groups,
such as halogens, phosphorous, and nitro groups, pass by
the detector, they capture some of the electrons and reduce
the current measured between the electrodes.

RAMAN LASER SPECTROSCOPY

In the 1980s, Raman scattering was first heralded as an
improvement to mass spectrometry (11), although some
individuals had reservations (12). Although no longer
manufactured but still serviced, Ohmeda Rascal II
multi-gas analyzer uses a Raman scattering of laser light
to identify and quantify O2, N2, CO2, N2O, and volatile
anesthetic agents. It is stable and can monitor N2 directly
and CO2 accurately for a wide range of concentrations. One
of the acknowledged disadvantages is that a possibility of
some destruction of volatile anesthetic agent exists during
the analysis because the concentration of halothane does
appear to fall when recirculated and as much as 15% must
be added. Some concern exists over the reliability of the
hardware, software, and laser light source (13) that is
currently being addressed by others.

Raman scattering occurs when a gas sample is drawn
into an analyzing chamber and is exposed to a high inten-
sity beam from an argon laser. The laser energy is absorbed
by the various molecules in the sample and are then excited
into unstable vibrational or rotational energy states, which
is the Raman scattering. The low intensity Raman scat-
tered, or re-emitted, light signals are measured at right
angles to the laser beam, and the spectrum of Raman
scattering lines can be used to identify various types of
gas molecules. Spectral analysis allows identification of
known compounds by comparison with their Raman spec-
tra. This technique is of similar accuracy to mass spectro-
metry.

SOLID-STATE SENSORS

At least four types of solid-state gas sensors exist: semi-
conductor metal oxide (SMO) sensors; chemically sensitive
field effect transistors (ChemFETs); galvanic oxide sen-
sors; and piezoelectric or surface acoustic wave (SAW)
crystal sensors.

Semiconductor metal sensors are an outgrowth of the
development of semiconductor devices. Early in the devel-
opment of transistors and integrated circuits, it was
observed that the characteristics would change in the
presence of different gases. Recalling that a transistor is
basically a voltage-controlled resistor, it was discovered
that the p-n junction resistance was being changed by
chemical reaction with the semiconductor materials (14).
Commercially available Taguchi Gas Sensors (TGS) tin
oxide sensors have found a niche as electronic noses.
Walmsley et al. (15) used arrays of TGS sensors to develop

patterns for ether and chloroform and other vapors of
medical interest.

Hydrocarbons were among the first gases to be detected,
and later, hydrogen sulfide was found to be detectable.
Since the first tin oxide sensors appeared in the late 1960s,
it has been found that by doping transition metal oxides,
such as tin and aluminum, with other oxides, that as many
as 150 different gases could be specifically detected (1) at
ppm levels. The heated oxide adsorbs the analyte and the
resistance change is a function of the concentration of the
analyte. The semiconducting material is bonded or painted
in a paste to a nonconducting substrate and mounted
between a pair of electrodes. The substrate is heated to
a temperature such that the gas being monitored reversi-
bly changes the conductivity of the semiconducting metal
oxide material. When no analyte is present, the current
thinking is that oxygen molecules capture the free elec-
trons in the semiconductor material when they are absorb-
ing on the surface, thereby preventing the mobility of the
electron flow. Analyte molecules replace the oxygen,
thereby releasing the free electrons and, consequently,
reducing the SMO resistance between the electrodes.

The ChemFET is derived from a field effect transistor
where the normal gate metal has been replaced with a
catalytic metal or chemically sensitive alloy. The gaseous
analyte interacts with the gate metal and changes the FET
characteristics to include gain and resistance.

Solid-state galvanic cells are based on the semi-
conductor galvanic properties of certain oxides or hydrides.
The zirconium oxide galvanic cell oxygen sensor is probably
one of the most ubiquitous sensors in daily life. It is the
sensor mounted in every automobile catalytic converter to
measure its effectiveness. Zirconium oxide, when heated to
a temperature of about 700 8C, becomes an oxygen ion
conductor, so that, in the presence of a difference in partial
pressure on either side of a tube with metallized leads
coming off each side, a voltage potential (Nernst voltage) is
developed. These devices are commonly called fugacity
sensors. As the process is reversible, a voltage applied will
cause oxygen ions to flow. This process may also be applic-
able to the hydrogen ions in hydrides. An advantage of
these oxygen sensors over other types is that no consum-
able exists. Hence, life is long. However, the need for
heating tends to make these devices difficult to handle
and they, as well as SMOs, require significant power to
power the heating elements. However, because these sen-
sors can be very small, they can have fast response times,
often less than 100 ms, which makes them suitable for use
for respiration monitoring. The electronics associated with
the detection circuits is simple and should be very reliable.

Piezoelectric sensors use the change in a crystal vibra-
tional frequency or propagation of surface acoustic waves
to measure the concentration of a selected analyte. Most
often, an analyte sample is passed through a chamber
containing two piezoelectric crystals: a clean reference
crystal and a second crystal that has been coated with a
compound that specifically adsorbs specific analyte gases.
Organophillic coatings are used for hydrocarbons such as
anesthetic vapors. The resulting increase in mass changes
the coated crystal’s resonant frequency or the speed of
propagation in direct proportion to the concentration of
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anesthetic gas in the sample. Using either some form of
beat frequency measurement or detection of the phase shift
between the two crystals, a detection circuit can generate a
signal that can be processed and displayed as a concentra-
tion.

EMERGING TECHNOLOGIES—MEMS—
MICROFLUIDICS–NANOTECHNOLOGY

The development of a variety of microfluidic labs-on-a-chip
is leading the charge in the state-of-the-art in gas sensing.
It was noted in the gas chromatography section that micro-
fluidic channels are being used as GC columns and in the
mass spectrometry section that microfluidics plays a major
role in the TOF passages and chambers. The ability to
miniaturize classic technologies has opened the door to
mass production as well as the ability to mix-and-match
sensors and technologies. The development of electronic
noses that can discriminate between thousands of different
chemicals and gases is driving the need to detect odors and
minute quantities of dangerous or toxic gases.

Patient safety in medicine continues to be a major
driver. MEMS (micro-electromechanical systems) and
nanotechnology have become the enabling technologies
for placing thousands of sensors in microdimensional
arrays that can be placed inside a capsule and swallowed
or implanted to monitor physiological and metabolic
processes. IR bolometers that can sense incredibly small
temperature differences as low as 0.02 8C are already a part
of today’s inventory (Fig. 14), and in the future, nanotech-
nology elements that are merely one molecule thick and
dust particle-sized may provide IR spectroscopic capability
in implantable or inhaled micro-packages.

A new paradigm for gas analysis that has been enabled
by the development of microfluidics was originally sug-
gested in the 1960s by Mapleson (16), who suggested
measuring a physical gas property as a way of inferring
binary gas mixture composition. This concept has been
extended and implemented for ternary and quaternary
gas mixtures with a microfluidic gas multiple gas property
analyzer (17–20). Ternary mixtures are assayed with a
chip that measures viscosity with a microcapillary visc-
ometer and density with a micro-orifice densitometer. An
early prototype microfluidic lab-on-a-chip showing the
microcapillaries is shown in Fig. 15. By measuring proper-
ties possessed in common by all gases, such as density,
viscosity, and specific heat, a single chip can be used to

analyze mixtures of any four gases. The concentrations of
the constituents can be determined by simultaneously
solving the equations that relate the mixture properties
to the concentrations, thereby determining the relative
concentrations of the mixture gases required to produce
the measured properties. The only limitation to such an
approach is that one must know what at least all but one of
the constituents are. Microfluidic property sensors such a
capillary viscometers, orifice densitometers, and speed-of-
sound calorimeters can provide real-time simultaneous
assays of respiratory gases (O2, CO2, and N2), the simul-
taneity of which then enables the reduction to practice of a
variety of physiologic analyzers such as metabolic rate,
cardiac output, and cardio-pulmonary function that had
been postulated back in the 1960s (21) but never practically
implemented.

Advances in optics and optical fiber technology, greater
expansion of solid-state sensing, and the revolutionary
aspects of nanotechnology will provide gas analysis and
sensing with new capabilities, provided that the lessons
learned from the past are appropriately heeded.

OTHER CONSIDERATIONS IN GAS ANALYSIS

Most continuous gas analysis devices are side-stream
monitors that acquire gas samples from a breathing circuit
through long, narrow-diameter tubing lines. These lines
may incorporate moisture removal to allow moisture to
pass through the sampling line and into the atmosphere, as
is the case with Nafion tubing. A water trap or filter may
also be used to remove condensation from the sample in
order to reduce water vapor before the gas sample reaches
the analysis chamber. Gas samples are aspirated into the
monitor at either an adjustable or a fixed-flow rate, typi-
cally from 50 to 250 ml/min. Lower rates minimize the
amount of gas removed from the breathing circuit and,
therefore, from the patient’s tidal volume; however, lower
sampling flow rates increase the response time and typi-
cally reduce the accuracy of conventional measurements.
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Figure 14. 25 micron wide longwave IR microbolometer detector.

Figure 15. Microfluidic chip that measures the density and
viscosity of three-component respired gases from which the
constituent gas concentrations of oxygen, nitrogen, and carbon
dioxide are deduced.



Gas monitors have to eliminate the exhaust gas through a
scavenging system or back to the patient’s breathing cir-
cuit.

DISPLAYS, ALARMS, CALIBRATION, AND CONTROLS

Many gas monitors provide a graphic display of breath-by-
breath concentrations and a hardcopy of trends of gas
concentrations from the beginning to the end of an event
(e.g., anesthesia delivery during an operation). The user
typically calibrates or verifies calibration of the sensors
with a standard gas mixture from an integral or external
gas cylinder. Gas monitors are usually microprocessor-
controlled and have user-adjustable alarms that typically
include factory-preset default alarms or alarm-set pro-
grams for both high and low concentrations of the gases
measured. Some monitors also have alarms for system
malfunctions, such as disconnection from a gas source,
and leaks can often be identified from trending of O2

and CO2. Occlusion, apnea, or inadvertent rebreathing
can also be identified. Most monitors typically have a
method for temporarily, but not indefinitely, silencing
audible alarms for low O2, high N2O, and high agent,
whereas other, less critical audible alarms can be perma-
nently silenced. Most monitors typically display real-time
waveforms and long-term trends. They have integral dis-
play capability and are also commonly equipped with out-
put jacks to interface with computerized record-keeping
systems or with additional analog or digital display units
such as chart recorders and printers.

PATIENT SAFETY

A review of the background and significance of medical gas
sensors and monitors would be incomplete without an
expression of the context that patient safety has had on
the impetus for recent gains in technology and the need for
additional improvements. Clearly the intrinsic dangers in
the conduct of anesthesia have been long understood. It
became evident in the early 1980s that patient safety and
reduction to risk was possible if respiratory and anesthetic
gas monitoring was routinely available and used. As a
result of improved and increased availability of medical
gas monitoring technology and professional activity lead by
the Anesthesia Patient Safety Foundation (APSF) with the
support of the American Society of Anesthesiologists
(ASA), a standard for monitoring has been adopted and
is routinely used in today’s clinical practice. This standard
requires assessment of the patient’s ventilation and oxy-
genation in addition to circulation and temperature. The
use of such monitors has resulted in a significant decrease
in the risk of anesthesia-related deaths and morbidity in
the ICU and other critical care situations.

CONCLUSION

Medical gas monitoring has been so successful in improv-
ing patient safety and reducing patient risk that medical
malpractice liability insurance companies have lowered

their risk liabilities and premiums to anesthesiologists
who guarantee the routine implementation of these stan-
dards whenever possible (22). The argument for providing
additional patient safety will continue to be a powerful
incentive to improve and enhance the methods and tech-
niques to provide increased knowledge of the monitoring of
respiratory and anesthetic gases.

The availability of gas sensors and monitors is a boon to
the medical profession from both a clinical as well as a
research point of view. In addition to patient safety, new
diagnostic capabilities are emerging every year. In
research, new gas-sensing capabilities are enhancing the
discovery of markers for all kinds of disease states and
metabolic functions.

Looking to the future, MEMS, microfluidics, and nano-
technology will provide growth in our understanding of
physiologic processes at levels of detail never before con-
ceived of, from inside the body as well as supplanting
today’s conventional techniques.
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INTRODUCTION

Medical physicists are responsible for the application of
physics to the diagnosis and treatment of disease and other
disabilities although, in some countries, the treatment of
patients with disabilities is a separate field, often referred
to as ‘‘biomedical engineering’’ or words to that effect. Here,
we restrict ourselves to applications in the diagnosis and
treatment of disease.

The major applications in diagnosis are the use of
X-rays for imaging (diagnostic radiology, including
computerized tomography (CT), etc.); radioactive isotopes
for imaging and uptake measurements [nuclear medicine,
single photon emission computed tomography (SPECT),
positron emission tomography (PET), etc.]; magnetic reso-
nance magnetic resonance imaging (MRI) and spectro-
scopy (MRS); ultrasound (ultrasonography).

Applications of physics to the treatment of disease
include the following: external beams of X-rays, gamma-
rays, or electrons for the treatment of cancer radiation
oncology, including stereotactic radiosurgery, intensity

modulated radiation therapy (IMRT), total body irra-
diation (TBI), etc.; external beams of heavy particles
for the treatment of cancer (neutrons, protons, heavy
ions); internal radioisotope treatments for cancer
(brachytherapy, systemic radiotherapy, and radioimmu-
notherapy) and other problems (intravascular brachy-
therapy, hyperthyroidism, etc.); hyperthermia for the
treatment of cancer.

Other topics of major interest for medical physicists
include various medical applications of light and lasers,
radiation protection, radiation measurements, radiation
biology, and the applications of computers to all of the
above.

Throughout the world there are medical physics orga-
nizations that represent medical physicists and provide
information to help them in their profession. Most of
these are national associations, with about 70 of these
represented by the International Organization for Medical
Physics (IOMP). In terms of publications, by far the two
most prolific organizations are the Institute of Physics
and Engineering in Medicine (IPEM) in the United
Kingdom, and the American Association of Physicists in
Medicine (AAPM) in North America. These two orga-
nizations between them have published hundreds of
reports, monographs, and meeting proceedings that are
used as reference materials throughout the world. From
the IPEM many of these are published by the Institute of
Physics Publishing (IOPP) in Bristol, UK, and from the
AAPM many are published by either the American Insti-
tute of Physics (AIP) or Medical Physics Publishing
(Madison, WI).

JOURNALS

Several national and international organizations and
independent publishers publish journals used by medical
physicists. Some of these journals are used extensively
for medical physics papers in which at least 25% of the
manuscripts are medical physics articles. These are cate-
gorized as ‘‘Primary’’ journals below. Others contain some
medical physics articles (<25%) and are categorized as
‘‘Secondary’’.

PRIMARY MEDICAL PHYSICS JOURNALS

Australasian Physical & Engineering Sciences in Med-
icine, Australasian College of Physical Scientists and
Engineers in Medicine and the College of Biomedical
Engineers.

Journal of Applied Clinical Medical Physics, American
College of Medical Physics (http://www.jacmp.org).

Journal of Medical Physics, Association of Medical Phy-
sicists of India.

Medical Dosimetry, American Association of Medical
Dosimetrists (Elsevier).

Medical Physics, American Association of Physicists in
Medicine (AIP).

Physica Medica, Istituti Editoriali e Poligrafici Inter-
nazionali Casella Postale n.1, Succursale n.8, 56123
Pisa, Italy (http://www.iepi.it).
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Physics in Medicine and Biology, Institute of Physics
and Engineering in Medicine (IOPP).

Polish Journal of Medical Physics and Engineering,
Polish Society of Medical Physics.

Zeitschrift für Medizinische Physik, Deutschen, Öster-
reichischen und Schweizerischen Gesellschaft für
Medizinische Physik (Elsevier).

SECONDARY MEDICAL PHYSICS JOURNALS

Acta Radiologica, Scandinavian Society of Radiology
(Taylor & Francis).

American Journal of Roentgenology, American Roent-
gen Ray Society.

Applied Radiation and Isotopes (Elsevier).

Australasian Radiology, Royal Australian and New
Zealand College of Radiologists (Blackwell).

Biomedical Imaging and Interventional Journal (Uni-
versity of Malaya: http://www.biij.org).

Biomedical Instrumentation & Technology, Association
for the Advancement of Medical Instrumentation.

Brachytherapy, American Brachytherapy Society
(Elsevier).

British Journal of Radiology, British Institute of
Radiology.

Canadian Association of Radiologists Journal, Cana-
dian Association of Radiologists.

Cancer Radiothérapie, Société Française de Radiothér-
apie Oncologique (Elsevier).

Cardiovascular and Interventional Radiology, Cardio-
vascular and Interventional Radiological Society of
Europe, Japanese Society of Angiography and Inter-
ventional Radiology, and British Society of Interven-
tional Radiology (Springer).

Cardiovascular Radiation Medicine (Elsevier).

Clinical Imaging (Elsevier).

Clinical Radiology, Royal College of Radiologists
(Elsevier).

Critical Reviews in Computed Tomography (Taylor &
Francis).

Computerized Medical Imaging and Graphics, Compu-
terized Medical Imaging Society (Elsevier).

Computers in Biology and Medicine (Elsevier).

Current Problems in Diagnostic Radiology (Mosby).

European Journal of Nuclear Medicine and Molecular
Imaging, European Association of Nuclear Medicine
(Springer).

European Journal of Radiology (Elsevier).

European Journal of Ultrasound, European Federation
of Societies for Ultrasound in Medicine and Biology
(Elsevier).

European Radiology, European Congress of Radiology
(Springer).

Health Physics, Health Physics Society (Lippincott
Williams & Wilkins).

IEEE Transactions on Medical Imaging, IEEE.

International Journal of Radiation Biology (Taylor &
Francis).

International Journal of Radiation Oncology, Biology,
Physics, American Society of Therapeutic Radiology
and Oncology (Elsevier).

Investigative Radiology (Lippincott Williams & Wilkins).

Journal of Biomedical Optics, International Society for
Optical Engineering (SPIE).

Journal of Cardiovascular Magnetic Resonance, Society
for Cardiovascular Magnetic Resonance (Taylor &
Francis).

Journal of Clinical Ultrasound (Wiley).

Journal of Computer Assisted Tomography (Lippincott
Williams & Wilkins).

Journal of Diagnostic Radiography and Imaging, Royal
Society of Medicine.

Journal of Digital Imaging, Society for Computer Appli-
cations in Radiology (Springer).

Journal of Electronic Imaging, International Society for
Optical Engineering (SPIE).

Journal of Labelled Compounds and Radiopharmaceu-
ticals (Wiley).

Journal of Magnetic Resonance Imaging, International
Society for Magnetic Resonance Medicine (Wiley)

Journal of Neuroimaging, American Society of Neuroi-
maging (Sage Publications).

Journal of Nuclear Cardiology, American Society of
Nuclear Cardiology (Elsevier).

Journal of Nuclear Medicine, Society of Nuclear
Medicine.

Journal of Nuclear Medicine Technology, Society of
Nuclear Medicine.

Journal of Radiological Protection, Society for Radiolo-
gical Protection (IOPP, Bristol, U.K.).

Journal of the Acoustical Society of America, Acoustical
Society of America (American Institute of Physics,
New York).

Journal of the American Society of Echocardio-
graphy, American Society of Echocardiography
(Mosby).

Journal of Thoracic Imaging, Society of Thoracic
Radiology (Lippincott Williams & Wilkins).

Journal of Ultrasound in Medicine, American Institute
of Ultrasound in Medicine.

Journal of Vascular and Interventional Radiology,
Society of Interventional Radiology (Lippincott
Williams & Wilkins).

Journal of X-Ray Science and Technology (IOS Press,
Amsterdam).

Lasers in Medical Science (Springer).

Lasers in Surgery and Medicine, American Society for
Laser Medicine and Surgery (Wiley).

Medical Engineering & Physics (Elsevier).

Magnetic Resonance Imaging (Elsevier).
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Magnetic Resonance in Medicine, International Society
for Magnetic Resonance in Medicine (Wiley).

Medical Engineering & Physics, Institute of Physics and
Engineering in Medicine (Elsevier).

Medical Image Analysis (Elsevier).

Molecular Imaging and Biology, Academy of Molecular
Imaging (Springer).

Neuroradiology, European Society of Neuroradiology
(Springer).

NMR in Biomedicine (Wiley).

Nuclear Medicine and Biology, Society of Radiopharma-
ceutical Sciences (Elsevier).

Pediatric Radiology, European Society of Pediatric
Radiology, Society for Pediatric Radiology, Asian
and Oceanic Society for Pediatric Radiology
(Springer).

Photomedicine and Laser Surgery, World Association
for Laser Therapy (Mary Ann Liebert, Inc.).

Physiological Measurement, Institute of Physics and
Engineering in Medicine (IOPP).

Progress in Nuclear Magnetic Resonance Spectroscopy
(Elsevier).

Radiation Measurements (Elsevier).

Radiation Physics and Chemistry (Elsevier).

Radiation Research, Radiation Research Society.

Radiographics, Radiological Society of North
America.

Radiography, College of Radiographers (Elsevier).

Radiology, Radiological Society of North America.

Radiotherapy and Oncology, European Society
for Therapeutic Radiology and Oncology
(Elsevier).

Seminars in Interventional Radiology (Thieme).

Seminars in Nuclear Medicine (Elsevier).

Seminars in Radiation Oncology (Saunders).

Seminars in Roentgenology (Elsevier).

Seminars in Ultrasound, CT and MRI (Elsevier).

Techniques in Vascular and Interventional Radiology
(Elsevier).

Topics in Magnetic Resonance Imaging (Lippincott
Williams & Wilkins).

Ultrasound in Medicine & Biology, World Federation for
Ultrasound in Medicine and Biology (Elsevier).

Ultrasound in Obstetrics and Gynecology (Wiley).

Year Book of Diagnostic Radiology (Elsevier).

Year Book of Nuclear Medicine (Elsevier).

BOOKS AND REPORTS

As with journals, books and reports are published by both
medical physics organizations, especially the AAPM and
the IPEM, and independent publishers. Most of the books
and reports in the following lists can be purchased directly

from the publishers or, alternatively, through bookstores
using the ISBN number provided.

MEDICAL AND RADIOLOGICAL PHYSICS

General

A Century of X-Rays and Radioactivity in Medicine:
With Emphasis on Photographic Records of the Early
Years, Richard F. Mould, ISBN 0-7503-0224-0, 1993,
236 pp, IOPP, Bristol (UK).

Essentials of Radiology Physics, Charles A. Kelsey,
ISBN: 0875273548, 1985, 467 pp, W.H. Green.

Introduction to Radiological Physics and Radiation
Dosimetry, Frank Herbert Attix, ISBN: 0-471-
01146-0, 1986, 640 pp, Advanced Medical Publishing,
Madison (WI).

Meandering in Medical Physics: A Personal Account
of Hospital Physics, J.E. Roberts, N.G. Trott,
ISBN: 0750304944, 1999, 181 pp, IOPP, Bristol
(UK).

Medical Physics and Biomedical Engineering, Brown
BH, Smallwood RH, Barber DC, Lawford PV; Hose
DR, ISBN: 0750303670, 1998, 768 pp, IOPP, Bristol
(UK).

Medical Physics Handbook of Units and Measures,
Freim J, Jr, ISBN: 0944838308, 1992, 47 pp, Medical
Physics Publishing, Madison (WI).

Medical Radiation Physics: Roentgenology, Nuclear Medi-
cine & Ultrasound, Hendee WR, ISBN: 0815142404,
1979, 517 pp, Year Book Medical Publishers.

Physics in Medicine and Biology Encyclopedia (2
Volume Set), T.F. McAinsh, (editor), ISBN:
0080264972, 1986, Pergamon, Elmsfood (NY).

Physics and Engineering in Medicine in the New Mil-
lennium, Sharp PF, Perkins AC editors., ISBN:
0904181952, 2000, 156 pp, IPEM, York, (UK).

Physics of Radiology, 4th ed., Johns H E, John Robert
Cunningham, ISBN: 0398046697, 1983, 796 pp,
Charles C. Thomas.

Physics of Radiology, second edition, Wolbarst A B,
ISBN: 1-930524-22-6. Published: 2005, 660 pp, Med-
ical Physics Publishing, Madison (WI).

Physics of the Body, Cameron JR, Skofronick JG, Grant
RM, ISBN: 094483891X, 1999, 394 pp, Medical Phy-
sics Publishing, Madison (WI).

Principles and Practice of Clinical Physics & Dosimetry,
Michael L.F. Lim, ISBN: 1-883526-11-6, 2005, 500
pp, Advanced Medical Publishing, Madison (WI).

Principles of Radiological Physics, 4th ed., Graham D,
Cloke P, ISBN: 0443070733, 2003, 576 pp, Churchill
Livingstone.

Radiation Biophysics, Alpen EL, ISBN: 0120530856,
1998, 484 pp, Academic Press.

Radiation Physics Handbook for Medical Physicists,
Ervin B. Podgorsak, ISBN: 3540250417, 2005, 360
pp, Springer, New York.
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Review of Radiological Physics, Walter Huda, Richard
M. Slone, ISBN: 0781736757, 2002, 350 pp, Lippin-
cott Williams & Wilkins, Philadelphia.

Topical

How the Body Works, Lenihan J, ISBN: 0944838-48-0,
1995, 200 pp, Medical Physics Publishing, Madison
(WI).

Physics of the Body 2nd ed., Cameron J, et al., ISBN: 0-
944838-91-X, 1999, 394 pp, Medical Physics Publish-
ing, Madison (WI).

Medical Applications of Nuclear Physics, Bethge K,
Kraft G, Kreisler P, Walter G, ISBN: 3540208054,
2004, 208 pp, Springer.

Progress in Medical Radiation Physics, Orton CG,
ISBN: 0306417898, 1985, 248 pp, Plenum, New York.

RADIATION ONCOLOGY PHYSICS

General

AAPM Monograph No. 15, Radiation Oncology Physics,
Kereiakes J, Elson H, Born C, editors, ISBN:
0-883185-33-4, 1986, 812 pp, Medical Physics Pub-
lishing, Madison (WI).

AAPM Monograph No. 26, General Practice of Radia-
tion Oncology Physics in the 21st Century, Almon
Shiu & David Mellenberg, ISBN: 0-944838-98-7,
2000, 368 pp, Medical Physics Publishing, Madison
(WI).

Applied Physics for Radiation Oncology, Robert Stanton
& Donna Stinson ISBN: 0-944838-60-X, 1996, 375 pp,
Medical Physics Publishing, Madison (WI).

Biomedical Particle Accelerators, Scharf WH, Siebers
JV, ISBN: 1563960893, 1994, 480 pp, Springer.

Blackburn’s Introduction to Clinical Radiation Therapy
Physics, Benjamin Blackburn ISBN: 0-944838-06-5,
1989, 218 pp, Medical Physics Publishing, Madison
(WI).

Clinical Radiotherapy Physics, 2nd ed., Jayaraman S,
Lanzl LH, Lanzl EF, ISBN: 3540402845, 2004, 523
pp, Springer.

Handbook of Radiotherapy Physics: Theory and
Practice, Mayles P, Nahum A, Rosenwald J-C,
ISBN: 0750308605, 2005, 700 pp, IOPP, Bristol
(UK).

Modern Technology of Radiation Oncology, Van Dyk J,
ISBN: 0-944838-38-3, 1999, 1072 pp, Medical Physics
Publishing, Madison (WI).

Practical Radiotherapy: Physics and Equipment,
Cherry P, Duxbury A, ISBN: 1900151065, 1998,
224 pp, Cambridge University Press, New York.

Radiation Therapy Physics, Hendee WR, Ibbott GS,
Hendee EG, ISBN: 0471394939, 2004, 450 pp, Wiley,
New York.

Radiotherapy Physics and Equipment, Morris S,
Williams A, ISBN: 0443062110, 2001, 176 pp,
Churchill Livingstone.

Radiotherapy Physics: In Practice, Williams JR,
Thwaites DI, editors, ISBN: 0-19-262878-X, 2000,
362 pp, Oxford University Press, New York.

Review of Radiation Oncology Physics, Prasad SC,
ISBN: 1-930524-08-0, 2002, 95 pp, Medical Physics
Publishing, Madison (WI).

Study Guide for Radiation Oncology Physics Board
Exams, Berman B, ISBN: 0-944838-94-4, 2000, 112
pp, Medical Physics Publishing, Madison (WI).

The Physics of Radiation Therapy, Hardbound 3rd ed.,
Khan F, ISBN: 0-7817-3065-1, 2003, 511 pp, Wiley,
New York.

Walter & Miller’s Textbook of Radiotherapy Radiation
Physics, Therapy and Oncology, 6th ed., Bomford CK
et al., ISBN: 0443062013, 2003, 660 pp, Elsevier.

Topical

3-D Conformal and Intensity Modulated Radiation
Therapy: Physics and Clinical Applications, Purdy
JA, Grant W III, Palta JR, Butler EB, Perez CA,
editors, ISBN: 1-883526-10-8, 2001, 650 pp,
Advanced Medical Publishing, Madison (WI).

A Practical Guide to 3-D Planning and Conformal
Radiation Therapy, Purdy JA, Starkschall G, ISBN:
1-883526-07, 1999, 400 pp, Advanced Medical Pub-
lishing, Madison (WI).

A Practical Guide to Intensity-Modulated Radiation
Therapy, Memorial Sloan-Kettering Cancer Center,
ISBN: 1-930524-13-7, 2003, 450 pp. Medical Physics
Publishing, Madison (WI).

AAPM Manual No. 2: Workbook on Dosimetry and
Treatment Planning for Radiation Oncology Resi-
dents, Wu RK, Gerbi BJ, Doppke KP, editors, ISBN:
0-88318-916-X, 1991, 32 pp, Medical Physics Publish-
ing, Madison (WI).

AAPM Monograph No. 2, Practical Aspects of Electron
Beam Treatment Planning, Orton CG, Bagne F,
editors, ISBN: 0-88318-247-5, 1978, 109 pp, Medical
Physics Publishing, Madison (WI).

AAPM Monograph No. 7, Recent Advances in
Brachytherapy Physics, Shearer DR, editors, ISBN:
0-88318-285-8, 1981, 202 pp, Medical Physics Pub-
lishing, Madison (WI).

AAPM Monograph No. 8, Physical Aspects of
Hyperthermia, Nussbaum GH, editors, ISBN: 0-
88318-414-1, 1982, 656 pp, Medical Physics Publish-
ing, Madison (WI).

AAPM Monograph No. 9, Advances in Radiation Ther-
apy Treatment Planning, Wright AE, Boyer A, edi-
tors, ISBN: 0-883184-23-0, 1982, 626 pp, Medical
Physics Publishing, Madison (WI).

AAPM Monograph No. 16, Biological, Physical and Clin-
ical Aspects of Hyperthermia, Paliwal BR, Hetzel FW,
Dewhirst M, editors, ISBN: 0-88318-558-X, 1988, 483
pp, Medical Physics Publishing, Madison (WI).

AAPM Monograph No. 28, Intravascular Brachyther-
apy/Fluoroscopically Guided Interventions, Balter S,
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Chan RC, Shope TB Jr, editors, ISBN: 1-930524-10-2,
2002, 930 pp, Medical Physics Publishing, Madison
(WI).

AAPM Monograph No. 29, Intensity-Modulated Radia-
tion Therapy: The State of the Art, Palta JR, Rock-
well Mackie T, editors, ISBN: 1-930524-16-1, 2003,
904 pp. Medical Physics Publishing, Madison (WI).

AAPM Proceedings No. 2, Proceedings of the Sympo-
sium on Electron Dosimetry and Arc Therapy,
Paliwal BR, editor, ISBN: 0-88318-404-4, 1981, 384
pp, Medical Physics Publishing, Madison (WI).

AAPM Proceedings No. 3, Proceedings of a Symposium
on Quality Assurance of Radiotherapy Equipment,
Starkschall G, editor, ISBN: 0-88318-422-2, 1982,
242 pp, Medical Physics Publishing, Madison (WI).

AAPM Proceedings No. 5, Optimization of Cancer
Radiotherapy, Paliwal BR, Herbert DE, Orton CG,
editors, ISBN: 0-88318-483-4, 1984, 556 pp, Medical
Physics Publishing, Madison (WI).

AAPM Proceedings No. 12, Biological & Physical Basis
of IMRT & Tomotherapy, Paliwal BR, Herbert DE,
Fowler JF, Mehta M, editors, ISBN: 1-930524-11-0,
2002, 390 pp, Medical Physics Publishing, Madison
(WI).

AAPM Report No. 7, Protocol for Neutron Beam Dosi-
metry, Radiation Therapy Committee Task Group
18; ISBN: 0-88318-276-9, 1980, 51 pp, Medical Phy-
sics Publishing, Madison (WI).

AAPM Report No. 13, Physical Aspects of Quality Assur-
ance in Radiation Therapy, Radiation Therapy Com-
mittee Task Group 24, with contribution from Task
Group 22, ISBN: 0-88318-457-5, 1984, 63 pp, Medical
Physics Publishing, Madison (WI).

AAPM Report No. 17, The Physical Aspects of Total and
a Half Body Photon Irradiation, Radiation Therapy
Committee Task Group 29; ISBN: 0-88318-513-X,
1986, 55 pp, Medical Physics Publishing, Madison
(WI).

AAPM Report No. 21, Specification of Brachytherapy
Source Strength, Radiation Therapy Committee
Task Group 32; ISBN: 0-88318-545-8, 1987, 21 pp,
Medical Physics Publishing, Madison (WI).

AAPM Report No. 23, Total Skin Electron Therapy:
Technique and Dosimetry Radiation Therapy Com-
mittee Task Group 30; ISBN: 0-88318-556-3, 1987, 55
pp, Medical Physics Publishing, Madison (WI).

AAPM Report No. 24, Radiotherapy Portal Imaging
Quality, Radiation Therapy Committee Task Group
28; ISBN: 0-88318-557-1, 1987, 29 pp, Medical Phy-
sics Publishing, Madison (WI).

AAPM Report No. 26, Performance Evaluation of
Hyperthermia Equipment, Hyperthermia Commit-
tee Task Group 1; ISBN: 0-88318-636-5, 1989, 46
pp, Medical Physics Publishing, Madison (WI).

AAPM Report No. 27, Hyperthermia Treatment Plan-
ning, Hyperthermia Committee Task Group 2; ISBN:
0-88318-643-8, 1989, 57 pp, Medical Physics Publish-
ing, Madison (WI).

AAPM Report No. 32, Clinical Electron-Beam Dosime-
try, Radiation Therapy Committee Task Group 25,
ISBN: 0-88318-905-4, 1990, 40 pp, Medical Physics
Publishing, Madison (WI).

AAPM Report No. 40, Radiolabeled Antibody Tumor
Dosimetry (Reprinted from Medical Physics, Vol.
20, Issue 2), Nuclear Medicine Committee Task
Group 2; ISBN: 1-56396-233-0, 1993, 112 pp, Medical
Physics Publishing, Madison (WI).

AAPM Report No. 41, Remote Afterloading Technology,
Remote Afterloading Technology Task Group 41;
ISBN: 1-56396-240-3, 1993, 107 pp, Medical Physics
Publishing, Madison (WI).

AAPM Report No. 45, Management of Radiation
Oncology Patients with Implanted Cardiac Pace-
makers (Reprinted from Medical Physics, Vol. 21,
Issue 1), Task Group 34. ISBN: 1-56396-380-9,
1994, 6 pp, Medical Physics Publishing, Madison
(WI).

AAPM Report No. 46, Comprehensive QA for Radiation
Oncology (Reprinted from Medical Physics, Vol. 21,
Issue 4), Radiation Therapy Committee Task Group
40; ISBN: 1-56396-401-5, 1994, 37 pp, Medical Phy-
sics Publishing, Madison (WI).

AAPM Report No. 47, AAPM Code of Practice for Radio-
therapy Accelerators (Reprinted from Medical Phy-
sics, Vol. 21, Issue 4), Radiation Therapy Task Group
45; ISBN: 1-56396-402-3, 1994, 37 pp, Medical Phy-
sics Publishing, Madison (WI).

AAPM Report No. 48, The Calibration and Use of Plane-
Parallel Ionization Chambers for Dosimetry of Elec-
tron Beams (Reprinted from Medical Physics, Vol. 21,
Issue 8) Radiation Therapy Committee Task Group
39; ISBN: 1-56396-461-9, 1994, 10 pp, Medical Phy-
sics Publishing, Madison (WI).

AAPM Report No. 50, Fetal Dose from Radiotherapy
with Photon Beams (Reprinted from Medical Phy-
sics, Vol. 22, Issue 1), Radiation Therapy Committee
Task Group 36; ISBN: 1-56396-453-8, 1995, 20 pp,
Medical Physics Publishing, Madison (WI).

AAPM Report No. 54, Stereotactic Radiosurgery, Radia-
tion Therapy Committee Task Group 42; ISBN:
1-56396-497-X, 1995, 100 pp, Medical Physics Pub-
lishing, Madison (WI).

AAPM Report No. 55, Radiation Treatment Planning
Dosimetry Verification, AAPM ISBN: 1-56396-534-8,
1995, 200 pp, Medical Physics Publishing, Madison
(WI).

AAPM Report No. 56, Medical Accelerator Safety Con-
siderations (Reprinted from Medical Physics, Vol. 20,
Issue 4), Radiation Therapy Committee Task Group
35; ISBN: 1-888340-01-0, 1993, 15 pp, Medical Phy-
sics Publishing, Madison (WI).

AAPM Report No. 59, Code of Practice for Brachyther-
apy Physics (Reprinted from Medical Physics,
Vol. 24, Issue 10), Radiation Therapy Committee Task
Group 56; ISBN: 1-888340-14-2, 1997, 42 pp, Medical
Physics Publishing, Madison (WI).
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AAPM Report No. 61, High Dose-Rate Brachytherapy
Treatment Delivery (Reprinted from Medical Phy-
sics, Vol. 25, Issue 4), Radiation Therapy Committee
Task Group 59; ISBN: 1-888340-17-7, 1998, 29
pp, Medical Physics Publishing, Madison (WI).

AAPM Report No. 62, Quality Assurance for Clinical
Radiotherapy Treatment Planning (Reprinted
from Medical Physics, Vol. 25, Issue 10), Radiation
Therapy Committee Task Group 53; ISBN:
1-888-340-18-5, 1998, 57 pp, Medical Physics Pub-
lishing, Madison (WI).

AAPM Report No. 66, Intravascular Brachytherapy
Physics (Reprinted from Medical Physics, Vol. 26,
Issue 2), Radiation Therapy Committee Task Group
60; ISBN: 1-888340-23-1, 1999, 34 pp, Medical Phy-
sics Publishing, Madison (WI).

AAPM Report No. 67, Protocol for Clinical Reference
Dosimetry of High-Energy Photon and Electron
Beams (Reprinted from Medical Physics, Vol. 26,
Issue 9) Task Group 51; ISBN: 1-888340-25-8,
1999, 24 pp, Medical Physics Publishing, Madison
(WI).

AAPM Report No. 68, Permanent Prostate Seed
Implant Brachytherapy (Reprinted from Medical
Physics, Vol. 26, Issue 10), Task Group 64; ISBN:
1-888340-26-6, 1999, 23 pp, Medical Physics Publish-
ing, Madison (WI).

AAPM Report No. 69, Recommendations of the AAPM
on 103Pd Interstitial Source Calibration and Dosime-
try: Implications for Dose Specification and Prescrip-
tion, AAPM, ISBN: 1-888340-27-4, 2000, 9 pp,
Medical Physics Publishing, Madison (WI).

AAPM Report No. 71, A Primer for Radioimmunother-
apy and Radionuclide Therapy Task Group 7, ISBN:
1-888340-29-0, 2001, 73 pp, Medical Physics Publish-
ing, Madison (WI).

AAPM Report No. 72, Basic Applications of Multileaf
Collimators, Task Group 50 ISBN: 1-888340-30-4,
2001, 54 pp, Medical Physics Publishing, Madison
(WI).

AAPM Report No. 75, Clinical Use of Electronic Portal
Imaging, Radiation Therapy Committee Task Group
58, ISBN: 1-888340-34-7, 2001, 26 pp, Medical Phy-
sics Publishing, Madison (WI).

AAPM Report No. 76, AAPM Protocol for 40-300 kV
X-ray Beam Dosimetry in Radiotherapy and Radio-
biology, AAPM, ISBN: 1-888340-35-5, 2001, 26 pp,
Medical Physics Publishing, Madison (WI).

AAPM Report No. 81, Dosimetric Considerations for
Patients with Hip Prostheses Undergoing Pelvic
Irradiation, Radiation Therapy Committee Task
Group 63 (Reprinted from Medical Physics, Vol. 30,
Issue 6), ISBN: 1-888340-42-8, 2003, 21 pp, Medical
Physics Publishing, Madison (WI).

AAPM Report No. 82, Guidance Document on Delivery,
Treatment Planning, and Clinical Implementation of
IMRT, AAPM Radiation Therapy Committee, ISBN:
1-888340-43-6, 2003, 25 pp, Medical Physics Publish-
ing, Madison (WI).

AAPM Report No. 83, Quality Assurance for Computed-
Tomography Simulators and the Computed-
Tomography-Simulation Process, Radiation Therapy
Committee Task Group 66, ISBN: 1-888340-44-4,
2003, 31 pp, Medical Physics Publishing, Madison
(WI).

AAPM Report No. 84, A Revised AAPM Protocol for
Brachytherapy Dose Calculations (Reprinted from
Medical Physics, Vol. 31, Issue 3, pp. 633-674), Radia-
tion Therapy Committee, ISBN: 1-888340-46-0, 2004,
42 pp, Medical Physics Publishing, Madison (WI).

AAPM Report No. 85, Tissue Inhomogeneity Correc-
tions for Megavoltage Photon Beams, Task Group
No. 65 of the Radiation Therapy Committee, ISBN: 1-
888340-47-9, 2004, 124 pp, Medical Physics Publish-
ing, Madison (WI).

AAPM Report No. 86, Quality Assurance for Clinical
Trials: A Primer for Physicists, Subcommittee on
Quality Assurance Physics for Cooperative Trials
of the Radiation Therapy Committee, ISBN: 1-
88340-48-7, 2004, 68 pp, Medical Physics Publishing,
Madison (WI).

Achieving Quality in Brachytherapy, BR Thomadsen,
ISBN: 0750305541, 1999, pp, 268, Advanced Medical
Publishing, Madison (WI).

A Practical Guide to CT-Simulation, Edited by: Coia L,
Schultheiss T, Hanks G, ISBN: 1-883526-04-3, 1995,
216 pp, Advanced Medical Publishing, Madison (WI).

Brachytherapy Physics (1994 AAPM Summer School),
Williamson J et al., ISBN: 0-944838-50-2, 1995, 715
pp, Medical Physics Publishing, Madison (WI).

Clinical Target Volumes in Conformal and Inten-
sity Modulated Radiation Therapy, Gregorie V,
Scalliet and P, Ang KK, ISBN: 3540413804, 2003,
300 pp, Springer Verlag.

Contemporary IMRT: Developing Physics and Clinical
Implementation, Webb S, ISBN: 0750310049, 2004,
478 pp, IOPP, Bristol (UK).

CT Simulation for Radiotherapy, Jani S, ISBN:
0-944838-32-4, 1993, 172 pp, Medical Physics Pub-
lishing, Madison (WI).

Geometric Uncertainties in Radiotherapy, BIR, 2003,
ISBN: 0905749537, The British Institute of Radiology.

Intraoperative Irradiation, Techniques and Results,
Gunderson LL, Wilett CG, Harrison LB, Calvo FA,
editors ISBN: 0-89603-523-9, 1999, 560 pp, Advanced
Medical Publishing, Madison (WI).

Intraoperative Radiation Therapy, Ralph Dobelbower,
Jr. and Mitsuyuki Abe, ISBN: 0849368464, 1989, 432
pp, CRC Press, Boca Raton (FL).

Introduction to Clinical Radiation Oncology, 3rd ed.,
Coia L, Moylan D, ISBN: 0-944838-70-7, Published:
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Physical Principles of Medical Ultrasonics, Hill CR,
Bamber JC, ter Haar GR, ISBN: 0471970026,
2002, 528 pp, Wiley, New York.
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Physics and Instrumentation of Diagnostic Medical
Ultrasound, Fish P, ISBN: 0471958956, 2005, 250
pp, Wiley, New York.

Principles and Applications of Ultrasound, Langton
CM, ISBN: 0750308052, 2005, 252 pp, IOPP, Bristol
(UK).

The Physics of Clinical MR Taught Through Images,
Runge VM, Nitz WR, Schmeets SH, Faulkner WH,
Desai NK, ISBN: 1588903222, 2004, 221 pp, Thieme
Med. Pub.

Ultrasound in Medicine, Duck FA, Baker AC, Starritt
HC, editors, ISBN: 0750305932, 1998, 314 pp, IOPP,
Bristol (UK).

Ultrasound Physics Mock Exam, Owen CA, Zagzebski
JA, ISBN: 0941022633, 2004, Davies, Inc.

Topical

AAPM Report No. 8, Pulse Echo Ultrasound Imaging
Systems: Performance Tests and Criteria, General
Medical Physics Committee Ultrasound Task Group;
ISBN: 0-88318-283-1, 1980, 73 pp, Medical Physics
Publishing, Madison (WI).

AAPM Report No. 65, Real-Time B-Mode Ultra-
sound Quality Control Test Procedures (Reprinted
from Medical Physics, Vol. 25, Issue 8),
Ultrasound Task Group 1; ISBN: 1-888340-22-3,
1998, 22 pp, Medical Physics Publishing, Madison
(WI).

Basic Doppler Physics, Smith H, Zagzebski J, ISBN:
0-944838-15-4, 1991, 136 pp, Medical Physics Pub-
lishing, Madison (WI).

Doppler Ultrasound: Physics, Instrumental, and Clin-
ical Applications, 2nd ed., Evans DH, McDicken
WN, ISBN: 0471970018, 2000, 456 pp, Wiley, New
York.

IPEM Report No. 70, Testing of Doppler Ultrasound
Equipment, Hoskins PR, Sherriff SB, Evans JA,
ISBN: 0904181715, 1994, 136 pp, IPEM, York
(UK).

IPEM Report No. 71, Routine Quality Assurance of
Ultrasound Imaging Systems ISBN: 0904181820,
1995, 66 pp, IPEM, York (U.K.).

IPEM Report No. 84, Guidelines for the Testing and
Calibration of Physiotherapy Ultrasound Machines,
Pye S, Zequiri B, ISBN: 0904181987, 2001, 67 pp,
IPEM, York (UK).

Safety of Diagnostic Ultrasound, Barnett SB, Kossoff G,
editors, ISBN: 1850706468, 1997, 147 pp, Taylor &
Francis.

The Safe Use of Ultrasound in Medical Diagnosis, ter
Haar G, Duck FA, ISBN 0-905749-42-1, 2000, 120 pp,
British Medical Ultrasound Society and British Insti-
tute of Radiology, London (UK).

Three-Dimensional Ultrasound, Downey B, Pre-
torius DH, Fenster A, ISBN: 0-7817-1997-6, 1999,
272 pp, Lippincott Williams & Wilkins, Philadel-
phia.

LIGHT AND LASERS

General

AAPM Report No. 3, Optical Radiations in Medicine: A
Survey of Uses, Measurement and Sources, AAPM,
ISBN: 1-888340-06-1, 1977, 28 pp, Medical Physics
Publishing, Madison (WI).

An Introduction to Biomedical Optics, Splinter R, ISBN:
0750309385, 2005, 350 pp, IOPP, Bristol (UK).

Applied Laser Medicine, Breuer H, Krasner N, Okunata
T, Sliney D, Berlien H-P, Müller GJ, ISBN:
354067005X, 2004, 740 pp, Springer, New York.

Laser-Tissue Interactions: Fundamentals and Applica-
tions, Niemz MH, ISBN: 3540405534, 2003, 305 pp,
Springer, New York.

Light, Visible and Invisible, and Its Medical Applica-
tions, Newing A, ISBN: 1860941648, 1999, 212 pp,
World Scientific, River Edge (NJ).

Topical

AAPM Report No. 57, Recommended Nomenclature for
Physical Quantities in Medical Applications of Light,
General Medical Physics Committee Task Group 2;
ISBN: 1-888340-02-9, 1996, 6 pp, Medical Physics
Publishing, Madison (WI).

AAPM Report No. 73, Medical Lasers: Quality Control,
Safety, Standards, and Regulations, Task Group 6,
ISBN: 1-888340-31-2, 2001, 68 pp, Medical Physics
Publishing, Madison (WI).

IPEM Report No. 76, Ultraviolet and Blue-Light Photo-
therapy-Principles, Sources, Dosimetry and Safety,
Diffey B, Hart G, ISBN: 0904181863, Published:
1997, 56 pp, IPEM, York (U.K.).

Laser Safety, Henderson R, ISBN: 0750308591, 2003,
480 pp, IOPP, Bristol (U.K.).

Laser Systems for Photobiology and Photomedicine,
Chester AN, Martellucci S, Scheggi AM, ISBN:
0306438860, 1991, 311 pp, Plenum, New York.

Ultraviolet Radiation in Medicine, Diffey BL, ISBN:
0852745354, 1982, 172 pp, IOPP, Bristol (U.K.).

RADIATION PROTECTION

General

Atoms, Radiation, and Radiation Protection, 2nd ed.,
Turner JE, ISBN: 0-471-59581-0, 1995, 576 pp,
Wiley, New York.

Basic Health Physics: Problems and Solutions,
Bevelacqua J, ISBN: 0471297119, 1999, 559 pp,
Wiley, New York.

Basic Radiation Protection Technology (2nd edition),
Gollnick DA, ISBN: 0916339033, 1988, Pacific Radia-
tion Corp.

Contemporary Health Physics: Problems and Solutions,
Bevelacqua J, ISBN: 0471018015, 1995, 456 pp,
Wiley, New York.
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CRC Handbook of Management of Radiation Protection
Programs, 2nd ed., Miller KL, ISBN: 0849337704,
1992, 496 pp, CRC Press, Boca Raton (FL).

Exposure Criteria for Medical Diagnostic Ultrasound:
2. Criteria Based on All Known Mechanisms
(NCRP Report, No. 140), ISBN: 0929600738, 2003,
NCRP.

Handbook of Health Physics and Radiological Health,
Shleien B, Slaback LA Jr, Birky B, ISBN:
0683183346, 1997, 700 pp, Lippincott.

Introduction to Health Physics, 3rd ed., Cember H,
ISBN: 00-71054618, 1996, 731 pp, McGraw-Hill,
New York.

Medical Effects of Ionizing Radiation, 2nd ed., Mettler
FA Jr, Upton AC, ISBN: 0721666469, 1995, 440 pp,
Elsevier.

Physics for Radiation Protection, Martin JE, ISBN:
0-471-35373-6, 2000, 713 pp, Wiley, New York.

Practical Radiation Protection and Applied Radio-
biology, 2nd ed., Dowd SB, Tilson ER, editors,
ISBN: 0721675239, 1999, 368 pp, Saunders, New
York.

Practical Radiation Protection in Healthcare, Martin
CJ, Sutton DG, editors, ISBN: 0192630822, 2002,
440 pp, Oxford University Press, New York.

Radiation Protection, Seeram E, Travis E, ISBN: 0-397-
55032-4, 1996, 320 pp, Lippincott.

Radiation Protection, Kathren RL, ISBN: 0852745540,
1985, 212 pp, IOPP, Bristol (UK).

Radiation Protection, Hallenbeck WH, ISBN:
0873719964, 1994, 288 pp, CRC Press, Boca Raton
(FL).

Radiation Protection: A Guide for Scientists and Phy-
sicians, Shapiro J, ISBN: 0674745868, 1990, 494 pp,
Harvard University Press, Cambridge (MA).

Radiofrequency Radiation Standards: Biological
Effects, Dosimetry, Epidemiology, and Public Health
Policy, Klauenberg BJ, Grandolfo M, Erwin DN,
ISBN: 0306449196, 1995, 476 pp, Kluwer, Norwell
(MA).

Topical

AAPM Proceedings No. 4, Radiotherapy Safety,
Thomadsen B, editor, ISBN: 0-88318-443-5, Pub-
lished: 1984, 169 pp, Medical Physics Publishing.
Madison (WI).

AAPM Report No. 19, Neutron Measurements Around
High Energy X-Ray Radiotherapy Machines, Radia-
tion Therapy Committee Task Group 27, ISBN:
0-88318-518-0, 1986, 34 pp, Medical Physics Publish-
ing. Madison (WI).

AAPM Report No. 25, Protocols for the Radiation Safety
Surveys of Diagnostic Radiological Equipment, Diag-
nostic X-Ray Imaging Committee Task Group 1;
ISBN: 0-88318-574-1, 1988, 55 pp, Medical Physics
Publishing. Madison (WI).

AAPM Report No. 35, Recommendations on Perfor-
mance Characteristics of Diagnostic Exposure

Meters (Reprinted from Medical Physics, Vol. 19,
Issue 1), Diagnostic X-Ray Imaging Committee Task
Group 6; ISBN: 1-56396-029-X, 1992, 11 pp, Medical
Physics Publishing. Madison (WI).

Exposure of the Pregnant Patient to Diagnostic Radia-
tions, Wagner L, et al., ISBN: 0-944838-72-3, 1997,
259 pp, Medical Physics Publishing, Madison
(WI).

How Clean is Clean, How Safe is Safe? Eisenbud M,
ISBN: 0-944838-33-2, 1993, 63 pp, Medical Physics
Publishing. Madison (WI).

IPEM Report No. 50, Chernobyl: Response of Medical
Physics Departments in the UK, Haywood JK,
editor, ISBN: 0904181456, 1986, 99 pp, IPEM, York
(UK).

IPEM Report No. 63, Radiation Protection in Nuclear
Medicine & Pathology Goldstone KE, Jackson PC,
Myers MJ, Simpson A E, editors, ISBN: 0904181626,
1991, 190 pp, IPEM, York (UK).

IPEM Report No. 69, Recommendations for the Pre-
sentation of Type Test Data for Radiation Protec-
tion Instruments in Hospitals, The Radiation
Protection Instrument Calibration Working Party
of the IPEM, ISBN: 0904181707, 1994, 12 pp, IPEM,
York (UK).

IPEM Report No. 72, Safety in Diagnostic Radiology,
ISBN: 904181812, 1995, 119 pp, IPEM, York (UK).

IPEM Report No. 75, The Design of Radiotherapy Treat-
ment Room Facilities, Stedeford B, Morgan HM,
Mayles WPM, ISBN: 1903613855, 1997, 161 pp,
IPEM, York (UK).

IPEM Report No. 82, Cost-Effective Methods of Patient
Dose Reduction in Diagnostic Radiology, ISBN:
0904181944, 2001, 50 pp, IPEM, York (UK).

IPEM Report No. 88, Guidance on the Establishment
and Use of Diagnostic Reference Levels for Medical
X-Ray Examinations, ISBN: 1903613205, 2004, 44
pp, IPEM, York (UK).

Management and Administration of Radiation Safety
Programs (HPS 1998 Summer School), Charles
Roessler, ISBN: 0-944838-01-4, 1998, 603 pp, Medi-
cal Physics Publishing, Madison (WI).

Public Protection from Nuclear, Chemical, and Biologi-
cal Terrorism, Brodsky A, Johnson RH, Goans RE,
editors, ISBN: 1-930524-23-4, Published: July 2004,
872 pp, Medical Physics Publishing, Madison (WI).

Radiation Injuries, Gooden D, ISBN: 33333, 1991, 239
pp, Medical Physics Publishing, Madison (WI).

Radiation Protection Dosimetry: A Radical Reappraisal,
Simmons J, Watt D, ISBN: 0-944838-87-1, 1999, 160
pp, Medical Physics Publishing, Madison (WI).

Radiation Protection in Medical Radiography,
Statkiewicz Sherer MA, Visconti PJ, Ritenour RE,
ISBN: 0323014526, 2002, 336 pp, Mosby.

Radiation Safety and ALARA Considerations for the
21st Century, HPS Midyear Symposium, 2001,
ISBN: 1-930524-02-1, 2001, 280 pp, Medical Physics
Publishing. Madison (WI).
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Shielding Techniques for Radiation Oncology Facilities,
2nd ed., McGinley PH, ISBN: 1-930524-07-2, 2002,
184 pp, Medical Physics Publishing. Madison (WI).

Subject Dose in Radiological Imaging, Ng K-H, Bradley
DA, Warren-Forward HM, ISBN: 0-444-82989-x,
1998, Elsevier.

The Invisible Passenger, Radiation Risks for People
Who Fly, Barish RJ, ISBN: 188352606X, 1999, 119
pp, Advanced Medical Publishing, Madison (WI).

University Health Physics, Belanger R, Papin PJ, edi-
tors, ISBN: 1-930524-15-3, 2003, 408 pp, Medical
Physics Publishing. Madison (WI).

RADIATION MEASUREMENTS

General

Applications of New Technology: External Dosimetry,
Higginbotham JF, ISBN: 0-944838-68-5, 1996, 464
pp, Medical Physics Publishing, Madison (WI).

Fundamentals of Radiation Dosimetry, Green S, ISBN:
075030913x, 2005, 275 pp, IOPP, Bristol (UK).

Medical Radiation Detectors: Fundamental and Applied
Aspects, Kember NF, ISBN: 0750303190, 1994, 236
pp, IOPP, Bristol (UK).

Radiation Detection and Measurement, 3rd ed., Knoll
GF, ISBN: 0-471-07338-5, 1999, 816 pp, Wiley, New
York.

Radiation Dosimetry: Physical and Biological Aspects,
Orton CG, ISBN: 0306420562, 1986, 344 pp, Plenum,
New York.

Radiation Instruments, Cember H, ISBN: 1-930524-
03-X, 2001, 472 pp, Medical Physics Publishing,
Madison (WI).

Topical

A Procedural Guide to Film Dosimetry, Yeo IJ, Kim JO,
ISBN: 1-930524-19-6, 2004, 65pp, Medical Physics
Publishing, Madison (WI).

AAPM Proceedings No. 11, Kilovoltage X-Ray Dosime-
try for Radiotherapy and Radiobiology, Ma C-M,
Seuntjens J, editors, ISBN: 1-888340-16-9, 1998,
220 pp, Medical Physics Publishing, Madison
(WI).

AAPM Proceedings No. 13, Recent Developments in
Accurate Radiation Dosimetry, Seuntjens JP, Mobit
PN, editors, ISBN: 1-930524-12-9, 2002, 353 pp,
Medical Physics Publishing, Madison (WI).

AAPM Report No. 12, Evaluation of Radiation Exposure
Levels in Cine Cardiac Catheterization Laboratories,
Diagnostic Radiology Committee Cine Task Force;
ISBN: 0-88318-439-7, 1984, 28 pp, Medical Physics
Publishing, Madison (WI).

AAPM Report No. 63, Radiochromic Film Dosimetry
(Reprinted from Medical Physics, Vol. 25, Issue
11), Radiation Therapy Committee Task Group 55;
ISBN: 1-888340-20-7, 1998, 23 pp, Medical Physics
Publishing, Madison (WI).

Instrumentation, Measurements and Electronic Dosi-
metry, (HPS Midyear 2000) ISBN: 0-944838-93-6,
2000, 271 pp, Medical Physics Publishing, Madison
(WI).

Internal Radiation Dosimetry (1994 HPS Summer
School), Raabe O, ISBN: 0-944838-47-2, 1994,
667 pp, Medical Physics Publishing, Madison
(WI).

Microdosimetry and Its Applications, Rossi HH, Zaider
M, ISBN: 3540585419, 1996, 321 pp, Springer, New
York.

Practical Applications of Internal Dosimetry, Bolch WE,
editor, ISBN: 1-930524-09-9, 2002, 480 pp, Medical
Physics Publishing, Madison (WI).

RADIATION BIOLOGY

General

An Introduction to Radiobiology, Nias AHW, ISBN:
0471975907, 1998, 400 pp, Wiley, New York.

Basic Clinical Radiobiology, Steel GG, ISBN:
0340807830, 2002, 266 pp, Edward Arnold, London.

Biological Risks of Medical Irradiations, Fullerton G,
ISBN: 0883182793, 1987, 335 pp, American Institute
of Physics, New York.

Effects of Atomic Radiation, Schull WJ, ISBN:
0471125245, 1995, 97 pp, Wiley, New York.

Handbook of Radiobiology, Prasad KN, ISBN:
0849325013, 1995, 352 pp, CRC Press, Boca Raton
(FL).

Primer of Medical Radiobiology, Travis E, ISBN:
0815188374, 1989, 302 pp, Mosby, Philadelphia.

Radiobiology for the Radiologist, 5th ed., Hall E J, ISBN:
0-7817-2649-2, 2000, 608 pp, Lippincott.

Topical

A Compilation of Radiobiology Practice Examinations
for Residents in Diagnostic Radiology and Radiation
Oncology, Chapman JD, Shahabi S, Chapman BA,
ISBN: 1 883526 09 4, 2000, 163 pp, Advanced Medical
Publishing, Madison (WI).

AAPM Proceedings No. 7, Prediction of Response
in Radiation Therapy: Analytical Models and
Modelling, Paliwal B et al., ISBN: 0-883186-24-1,
1989, 757 pp, Medical Physics Publishing, Madison
(WI).

AAPM Proceedings No. 9, Prediction of Response in
Radiation Therapy: Radiosensitivity, Repopulation,
Paliwal BR, Herbert D, Fowler JF, Kinsella TJ,
editors, ISBN: 1-56396-271-3, 1993, 383 pp, Medical
Physics Publishing, Madison (WI).

AAPM Proceedings No. 10, Volume & Kinetics in
Tumor Control & Normal Tissue Complications:
5th International Conference on Dose, Time,
and Fractionation in Radiation Oncology, Paliwal
BR, Herbert D, editors, ISBN: 1-888340-11-8, 1998,
483 pp, Medical Physics Publishing, Madison
(WI).
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AAPM Report No. 18, A Primer on Low-Level Ionizing
Radiation and Its Biological Effects, Biological
Effects Committee; ISBN: 0-88318-514-1, 1986,
103 pp, Medical Physics Publishing, Madison
(WI).

AAPM Report No. 43, Quality Assessment and Improve-
ment of Dose Response Models: Some Effects of Study
Weaknesses on Study Findings, Biological Effects
Committee Task Group 1; ISBN: 0-944838-45-6,
1993, 351 pp, Medical Physics Publishing, Madison
(WI).

Applied Radiobiology and Bioeffect Planning, Wigg D,
ISBN: 1-930524-05-6, 2001, 486pp, Medical Physics
Publishing, Madison (WI).

Biological Models and Their Applications in
Radiation Oncology, Olsen KJ, ISBN: 10883526-03-
5, 1994, 61 pp, Advanced Medical Publishing,
Madison (WI).

BJR Supplement 26: Chronic Irradiation: Tolerance and
Failure in Complex Biological Systems, 2002, The
British Institute of Radiology.

Health Effects of Exposure to Low-level Ionizing Radia-
tion, Hendee WR, Edwards FM, editors, ISBN:
0750303492, 1996, 640 pp, IOPP, Bristol (UK).

Health Effects of Exposure to Low Levels of Ionizing
Radiation: BEIR V, National Research Council,
ISBN: 0309039959, 1989, 436 pp, National Acade-
mies Press.

Physics and Radiobiology of Nuclear Medicine, Gopal
Saha, 2nd ed., ISBN: 0387950214, 2003, 253 pp,
Springer, New York.

Prediction of Tumor Treatment Response, Chapman
DJ, Peters LJ, Withers RH, ISBN: 0080346898,
1989, 336 pp, Elsevier.

Radiation Oncology – Radiobiological and Physiological
Perspectives, Awwad H K, ISBN: 0792307836, 1990,
688 pp, Kluwer, Norwell (MA).

The Radiation Biology of the Vascular Endothelium,
Rubin DB, ISBN: 0849348404, 1997, 272 pp, CRC
Press, Boca Raton (FL).

RADIOLOGICAL PHYSICS FOR RADIOLOGICAL
TECHNOLOGISTS

General

Introduction to Radiologic Sciences and Patient Care,
3rd ed., Adler AM, Carlton RR, ISBN 0721697828,
2003, 520 pp, Saunders, Philadelphia.

Radiologic Physics and Radiographic Imaging,
Bushong SC, ISBN: 0323032648, 2004, Mosby,
Philadelphia.

Radiologic Science for Technologists: Physics, Biology
and Protection, Bushong SC, ISBN: 0323025552,
2004, 704 pp, Mosby.

The Fundamentals of X-Ray and Radium Physics,
Joseph Selman, ISBN: 0398058709, 1994, 637 pp,
Charles C. Thomas.

Topical

Magnetic Resonance Imaging: Physical and Biological
Principles, Bushong SC, ISBN: 0323014852, 2003,
528 pp, Mosby, Philadelphia.

MRI for Technologists, Woodward P, ISBN:
0071353186, 2000, 408 pp, McGraw-Hill, New York.

Principles and Practice of Radiation Therapy,
Washington CM, Leaver D, ISBN: 0323017487,
2004, 992 pp, Elsevier, New York.

Rad Tech’s Guide to Mammography: Physics, Instru-
mentation, and Quality Control, Jacobson DR,
Seeram E, ISBN: 0632044993, 2001, 120 pp, Black-
well.

Radiation Protection: Essentials of Medical Imaging
Series, Stewart C. Bushong, ISBN: 0070120137,
1998, 288 pp, McGraw-Hill, New York.

The Basic Physics of Radiation Therapy, Selman J,
ISBN: 0398056854, 1990, 749 pp, Charles C. Thomas.

The Fundamentals of Imaging Physics and Radiobiol-
ogy for the Radiologic Technologist, Selman J, ISBN:
0398069875, 2000, 484 pp, Charles C. Thomas.

MATHEMATICS AND STATISTICS

AAPM Monograph No. 13, Multiple Regression Analy-
sis: Applications in the Health Sciences, Herbert DE,
Meyers R H, editors, ISBN: 0-88318-490-7, 1984, 598
pp, Medical Physics Publishing, Madison (WI).

Chaos and the Changing Nature of Science and Medi-
cine: An Introduction, Herbert D, editor, ISBN:
1-56396-442-2, 1995, American Institute of Physics,
New York.

Mathematical and Computer Modeling of Physiological
Systems, Rideout V, ISBN: 0-13-563354-0, 1991, 155
pp, Prentice Hall, New York.

COMPUTERS

General

AAPM Monograph No. 17, Computers in Medical Phy-
sics (1988 Summer School), Benedetto A R, Huang
HK, Ragan DP, editors, ISBN: 0-88318-802-3, 1988,
417 pp, Medical Physics Publishing, Madison (WI).

Topical

AAPM Report No. 10, A Standard Format for Digital
Image Exchange, Task Force on Digital Image Data
Exchange of the Science Council; ISBN: 0-88318-
408-7, 1982, 11 pp, Medical Physics Publishing,
Madison (WI).

AAPM Report No. 30, E-Mail and Academic Computer
Networks, Computer Committee Task Group 1,
ISBN: 0-88318-806-6, 1990, 54 pp, Medical Physics
Publishing, Madison (WI).

PACS: Basic Principles and Applications, Huang HK,
ISBN: 0471253936, 1998, 519 pp, Wiley, New York.
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PUBLIC EDUCATION

AAPM Report No. 53, Radiation Information for Hospi-
tal Personnel, Radiation Safety Committee; ISBN:
1-56396-480-5, 1995, 24 pp, Medical Physics Publish-
ing, Madison (WI).

Cancer Patient’s Guide to Radiation Therapy, Steeves
R, ISBN: 0-944838-26-X, 1991, 87 pp, Medical Phy-
sics Publishing, Madison (WI).

Radiation and Health, Thormod Henrikson, H. David
Maillie, David H. Maillie, ISBN: 0415271622, 2002,
240 pp, Taylor & Francis.

MEDICAL PHYSICS EDUCATIONAL AND
PROFESSIONAL ISSUES

AAPM Monograph No. 27, Accreditation Programs and
the Medical Physicist: 2001 AAPM Summer School
Proceedings, Dixon R, Butler P, Sobol W, editors,
ISBN: 1-930524-04-8, 2001, 364 pp. Medical Physics
Publishing, Madison (WI).

AAPM Report No. 33, Staffing Levels and Responsibil-
ities of Physicists in Diagnostic Radiology, Diagnos-
tic X-Ray Imaging Committee Task Group 5; ISBN:
0-88318-913-5, 1991, 30 pp, Medical Physics Publish-
ing, Madison (WI).

AAPM Report No. 36, Essentials and Guidelines for
Hospital Based Medical Physics Residency Training
Programs, Presidential Ad Hoc Committee on Clin-
ical Training of Radiological Physicists; ISBN:
1-56396-032-X, 1990, 147 pp, Medical Physics Pub-
lishing, Madison (WI).

AAPM Report No. 38, The Role of a Physicist in Radia-
tion Oncology, Professional Information and Clinical
Relations Committee Task Group 1; ISBN: 1-56396-
229-2, 1993, 12 pp, Medical Physics Publishing,
Madison (WI).

AAPM Report No. 42, The Role of the Clinical Medical
Physicist in Diagnostic Radiology, Professional Infor-
mation and Clinical Relations Committee; ISBN:
1-56396-311-6, 1994, 20 pp, Medical Physics Publish-
ing, Madison (WI).

AAPM Report No. 64, A Guide to the Teaching of
Clinical Radiological Physics to Residents in Diag-
nostic and Therapeutic Radiology, Committee on the
Training of Radiologists; ISBN: 0-944838-09-X,
1999, 32 pp, Medical Physics Publishing, Madison
(WI).

AAPM Report No. 79, Academic Program Recommenda-
tions for Graduate Degrees in Medical Physics,
Education and Training of Medical Physicists Com-
mittee, ISBN: 1-888340-39-8, 2002, 72 pp, Medical
Physics Publishing, Madison (WI).

AAPM Report No. 80, The Solo Practice of Medical
Physics in Radiation Oncology, Professional Infor-
mation and Clinical Relations Committee Task
Group 11, ISBN: 1-888340-41-X, 2003, 18 pp, Medical
Physics Publishing, Madison (WI).

Current Regulatory Issues in Medical Physics, Martin
M, Smathers J, ISBN: 0-944838-29-4, 1992, 458 pp,
Medical Physics Publishing, Madison (WI).

Medical Physicists and Malpractice, Shalek R, Gooden
D, ISBN: 0-944838-64-2, 1996, 140 pp, Medical Phy-
sics Publishing, Madison (WI).

RADIATION PHYSICS

AAPM Proceedings No. 8, Biophysical Aspects of Auger
Processes, Howell RW, Narra V, Sastri K, Rap D,
editors, ISBN: 1-56396-095-8, 1992, 418 pp, Medical
Physics Publishing, Madison (WI).

AAPM Report No. 37, Auger Electron Dosimetry (Rep-
rinted from Medical Physics, Vol. 19, Issue 6),
Nuclear Medicine Committee Task Group 6; ISBN:
1-56396-186-5, 1992, 25 pp, Medical Physics Publish-
ing, Madison (WI).

AAPM Report No. 49, Dosimetry of Auger-Electron-
Emitting Radionuclides (Reprinted from Medical
Physics, Vol. 21, Issue 12), Nuclear Medicine Com-
mittee Task Group 6; ISBN: 1-56396-451-1, 1994, 15
pp, Medical Physics Publishing, Madison (WI).

Bluebells and Nuclear Energy, Reynolds A, ISBN: 0-
944838-63-4, 1996, 302 pp, Medical Physics Publish-
ing, Madison (WI).

Chernobyl Record: The Definitive History of the Cher-
nobyl Catastrophe, Mould RF, 075030670x, 2000,
350 pp, IOPP, Bristol (UK).

My Life with Radiation, Ralph Lapp, ISBN: 0-944838-
52-9, 1995, 168 pp, Medical Physics Publishing,
Madison (WI).

Radiological Physicists, del Regato JA, ISBN: 0-88318-
469-9, 1985, 188 pp, Medical Physics Publishing,
Madison (WI).

Understanding Radiation, Wahlstrom B, ISBN:
0-944838-62-6, 1996, 120 pp, Medical Physics Pub-
lishing, Madison (WI).

Medical Physics Online Resources

Electronic Medical Physics World, International
Organization for Medical Physics (http://www.
medphysics.wisc.edu/�empw).

Medical Physics World, International Organization for
Medical Physics (http://www.iomp.org); also avail-
able in hardcopy.

Global Online Medical Physics Book (http://www.iomp.
org).

Organizations That Publish in Medical Physics

American Association of Physicists in Medicine
(AAPM), One Physics Ellipse, College Park, MD
20740 (http://www.aapm.org).

American Institute of Physics, 2 Huntington Quadran-
gle, Melville, NY 11747-4502 (http://aip.org).

American Institute of Ultrasound in Medicine, 14750
Sweitzer Lane, Suite 100, Laurel, MD 20707 (http://
www.aium.org).
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American Roentgen Ray Society, 44211 Slatestone Court,
Leesburg, VA 20176-5109 (http://www.arrs.org).

American Society for Therapeutic Radiology and Oncol-
ogy, 12500 Fair Lakes Circle, Suite 375, Fairfax, VA
22033-3882 (http://www.astro.org).

British Institute of Radiology, 36 Portland Place,
London, W1B 1AT, (http://www.bir.org.uk).

Health Physics Society, 1313 Dolley Madison Boulevard,
Suite 402, McLean, Virginia 22101 (http://hps.org).

Institute of Physics and Engineering in Medicine
(IPEM), Fairmount House, 230 Tadcaster Road,
York, YO24 1ES, UK (http://www.ipem.ac.uk).

International Atomic Energy Agency, P.O. Box 100,
Wagramer Strasse 5, A-1400 Vienna, Austria
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INTRODUCTION

Computers play a vital role in almost every aspect of
modern medical science. If we begin with a primitive
definition of a computer, as a system with a processor unit
capable of performing arithmetic and logical operations
and a memory unit to store programs and data, then almost
every sophisticated piece of modern medical equipment
comes with a computer. Most standard medical procedures
[e.g., magnetic resonance imaging (MRI), computed tomo-

graphy (CT), positron emission tomography (PET), ultra-
sonography] use computers to record and to process data.
Computer-based medical records would seem a natural
choice for documentation of the recorded data. Moreover,
the association of this data with computers presents
numerous advantages including easy and random access
to the data by multiple distributed users, globally search-
able databases, and automated batch processing. However,
the use of computer-based medical records is not as pre-
valent in today’s medical community as one would expect.
In this article, we explain the reasons for this anomaly, and
we present methods to circumvent the problems associated
with computer-based medical records and to allow medical
practitioners to achieve the real potential of computer-
based systems.

PAPER-BASED MEDICAL RECORD SYSTEMS

Medical records chronicle the transactions between health-
care professionals and their patients. They record every
detail of a patient’s visit to a hospital, clinic, or office from
the time of the patient’s arrival to the time the patient is
discharged. Details recorded include the condition of the
patient at the time of examination, procedures and med-
ications administered to the patient, symptoms and obser-
vations, diagnoses and test results, together with the exact
time of each relevant activity.

Traditionally, medical records have consisted of hand-
written documents called charts. This remains the most
prevalent form of recording patient information, especially
in small hospitals and clinics. These charts typically record
every piece of information that is judged potentially rele-
vant to a patient’s case. When a patient visits a hospital or a
primary care physician for the first time, a new chart is
made, and the patient name and contact information are
recorded on it. When the patient is discharged from the
hospital, a discharge note is made on the chart. During
subsequent visits, new charts are added. All patient charts
are maintained in a labeled file bearing the patient’s name
and other information to enable easy identification and
retrieval.

However, paper-based records exhibit shortcomings in
six important areas that are necessary to ensure adequate
long-term care to patients and easy preservation of treat-
ments administered.

1. Accessibility: Accessibility refers to the immediate
availability of patient-related information at all
times to all parties with a need to know. It is impor-
tant to review a patient’s medical history before
commencing any new treatment. If a patient decides
to visit a specialist, emergency room, clinic, or hos-
pital other than the primary care physician, a
request may be made for the patient’s medical history
to be faxed or couriered to the second facility. This
information transfer may take between hours to days
to complete, depending on the distance and arrange-
ments between the two locations, available modes of
communication, availability of authorized personnel
to promptly respond to the request, and so on. During
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emergencies, a delay of just a few minutes in admin-
istering the correct treatment to a patient could have
very serious ramifications. A situation in which
adverse reactions to particular medications known
by a primary care physician simply are not made
available in a timely fashion to emergency room
personnel is all easy to imagine. The delay in dis-
seminating accurate detailed background informa-
tion is perhaps the biggest drawback of paper-based
medical record systems.

2. Legibility: Paper-based records are generally hand-
written documents, and one person’s handwriting is
often not readily understood by another. The fact that
entries may be made by many different people makes
understanding a chart even more difficult. Further-
more, paper-based records are subject to wear and
tear, accidental immersion in water or other liquids
due to leaks, misfortune or negligence, smudging of
ink, and so on. These factors lead to reduced legibility
of the entries on the charts and consequently make
interpreting the charts more subjective.

3. Bulkiness: Paper-based records for a single patient
initially consist of just a few charts, but they can
quickly become a thick file with subsequent visits.
Assuming that a small clinic sees � 10 new patients
daily, that the physicians in the clinic take rotating
holidays and that it is not a leap year,� 3650 new files
will be added over a period of 1 year. The files of many
of the existing patients also become bulkier and sub-
sequently occupy more space. All of this paper forces
the addition of storage space in the clinic for these new
records, even though the space could often be better
utilized for clinical purposes through the addition of
much more profitable and useful treatment or diag-
nostic capabilities.

4. Data Dimensionality: Data dimensionality refers to
the ability to interpret the available information in
multiple, complementary fashions. The data con-
tained in paper-based records simply provide informa-
tion about the medical history of a particular patient.
In order to obtain trends, distributions or statistical
patterns about a particular patient or even groups of
people in a geographical area, the required informa-
tion has to be manually compiled from each record.
This can be extremely laborious and time consuming.
Furthermore, even a simple text search for a particu-
lar word or phrase can take impractically long if the
search must be conducted visually through paper-
based handwritten records.

5. Integrity: A patient will have multiple medical files,
maintained simultaneously at every hospital or clinic
ever visited, yet none of these records contain the
complete medical history of the patient. Usually, the
patient’sprimary care physician is the one who has the
records that will provide the most accurate long-term
information, and during times of emergency the pri-
mary care physician will frequently be the first one
contacted for patient records. However, medical facil-
ities rarely have in place any mechanism to update the
primary care physician. If, for example, during a visit

toa specialist it was foundthata patient wasallergic to
a particular class of medications, the primary care
physician’s records will often not be updated to show
this information. Even if the patient records from
multiple sources were summoned, there will still
remain a very realistic chance of missing one or more
sources, leaving the completeness of paper-based
records questionable. Paper-based systems also risk
inadvertent loss or misfile of complete pages in copy-
ing, transporting, photocopying, faxing, and handling
of records.

6. Replication: Paper-based medical records are prone to
destruction by natural disasters, fires, leaks, and pests
in storage areas. Because paper-based records are
bulky, it is both expensive and tedious to replicate
them and store back-up copies. Hence, if they are
destroyed, patient medical histories can be completely
lost.

Several research papers have been devoted to explain-
ing the shortcomings of paper-based medical records (1,2).
Nevertheless, paper-based records are still the most widely
used method for maintaining patient information. The
process of recording information in charts is a natural
process of making notes, and it requires little specialized
training. Once recorded, the information is relatively per-
manent and cannot be distorted easily. Furthermore, the
chart often bears the signatures of both the patient and the
appropriate medical personnel who treated the patient,
which may be an important legal requirement. Such legal
issues are a significant reason that many organizations
resist wholesale changes to their paper-based record
systems.

COMPUTER-BASED MEDICAL RECORD SYSTEMS

Paper-based records were the only method of storing
patient medical information in use until � 25 years ago.
Since that time, computer technology has experienced
exponential growth, creating endless possibilities for devel-
opments within allied fields. The fields of medicine in
general and medical records in particular have been no
exception. Computer-based records were introduced to
overcome the inherent limitations and problems of
paper-based records and to alter patient medical record
keeping in order to incorporate advancements in computer
technology. The computer-based medical record is com-
monly given several names within differing environments,
including Computer-based Patient Record (CPR), Electro-
nic Health Record (EHR), and Electronic Medical Record
(EMR). Throughout this article, we will use the name
computer-based patient record and the abbreviation CPR
to refer to computer-based medical records. The CPRs are
fundamental to the role of computers in medical records,
and a significant portion of this article deals with them.

A CPR is an electronic patient record that resides in a
computer-based information system. Such systems are
often specifically designed to augment medical practi-
tioners by providing accessibility to complete and accurate
long-term data, alerts, reminders, clinical decision support
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systems, links to medical knowledge databases, and other
aids (3,4). The CPRs are essentially digital equivalents of
paper-based records. Because this patient information is
stored digitally, the enormous information processing and
networking capabilities of computers can be utilized to
drastically increase the efficacy of patient treatment. They
easily overcome the shortcomings of paper-based records
on the six key issues outlined in the previous section, and
they provide several other fascinating features exclusive to
them.

1. Accessibility: With the advent of the Internet and the
World Wide Web, information on virtually any topic
can be quickly and easily obtained. CPR databases
can be stored in networked servers, which can be
searched from any properly networked location. With
properly designed databases and network systems,
the complete medical history of a patient can be
retrieved in a matter of seconds. This helps in ensur-
ing the most prompt and accurate treatment possi-
ble, which is one of the fundamental reasons for
maintaining a medical record.

2. Legibility: The information recorded on CPRs is pre-
sented using digitally reproduced fonts, which are
then independent of the handwriting of the person
entering the data into the system. Anytime patient
information is required, it can be readily visualized
on a viewing device, such as a CRT monitor or PDA,
which does not introduce any wear and tear in the
record itself. If a paper copy of a patient record is
required for a particular activity, a new printout can
be generated every time. Thus there is no subjective
element in understanding the information.

3. Bulkiness: CPRs can be stored on a variety of media,
including Compact Disc (CD), Digital Versatile Disc
(DVD), and Hard Disk Drive (HDD). A single CD,
11.4 cm in diameter and weighing �15 g, can store
700 megabytes (MB) of data. This translates into
>100,000 pages of raw text or two hundred 500-page
books, which would occupy >10 m of shelf space. The
DVDs have >10 times the density of CDs, and HDDs
offer >100 times the information content of a CD.
This means that with proper database design, all of
the medical records of all of 1 year’s new patients at
the aforementioned small clinic can now be stored on
a single CD, and several years of patient data for all
ongoing patient activities can be stored on just one
DVD.

4. Data Dimensionality: Data on CPRs can be exploited
and interpreted in many more ways than can a
simple paper-based record. Entire databases can be
subjected to automated search, and specific informa-
tion from a single record or a collection of records can
be retrieved in a matter of seconds. Trends and
patterns in disease occurrence and treatment admin-
istration and effectiveness can readily be extracted
and processed for limited or wide-ranging popula-
tions. Database Management System (DBMS) soft-
ware can be used to plot the available information on
graphs and pie charts, which greatly simplify the

contents of medical records into a form that can be
interpreted by laymen. All these operations can be
done automatically using state-of-the-art software
and require little, if any, human intervention. Tech-
niques in data mining, for example, allow automated
determination and analysis of data correlations
among very large numbers of variables.

5. Integrity: CPRs are generally stored on local systems
within hospitals, clinics, and physician offices, which
means that medical records of a particular patient
could be distributed across many systems throughout
the world. Using modern networking techniques,
these systems can be easily yet securely networked,
and widely dispersed CPRs can be located and made
available for inclusion in patient diagnosis and treat-
ment. It would also be practical to develop a system
in which all patient records are stored in a central
repository, and any time new records of the
patient are created or updated, they can be added
to this central repository. Using either of these meth-
ods in a well-designed system, the complete medical
history of a patient can be very rapidly retrieved from
any of the authorized locations connected to the
network.

6. Replication: Due to the high densities for computer-
ized storage of data, CPRs occupy very little space
when compared to paper-based systems. It is very
easy and inexpensive to create back-up copies and to
store these copies in geographically diverse locations.
In a well-designed computer-based system with auto-
mated, networked backup, the complete medical his-
tory of every patient can still be retrieved even if a
record storage facility is completely destroyed.

Exclusive Features of CPR

With considerable manual effort, the performance of paper-
based records can be made comparable to that of CPRs
within the six major requirements of a medical record
outlined above. The efficiency advantages of computer-
based medical record systems will nevertheless offer sig-
nificant cost advantages over paper-based systems in
achieving comparable performance levels. Significant
improvements in patient treatment can result when CPRs
are incorporated into expert systems and DBMS frame-
works that engender an entirely new set of features for
medical records.

1. Content-Based Data Retrieval: If a large hospital
system is informed that a popular drug has been
determined to cause serious side effects and that
the manufacturer has consequently issued an
immediate recall, the hospital system may hesitate
to issue a broad public warning, because that action
would lead to unnecessary panic and to patients
flooding the system seeking confirmation on their
prescriptions, even when their medications are com-
pletely unrelated to the recall. If the hospital main-
tained only paper-based records, it would take weeks
to pore through patient charts to obtain the names
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and locations of the patients to whom the drug was
prescribed. Such a situation presents a perfect case
for content-based data retrieval. With properly con-
structed CPRs, the same information can be much
more rapidly retrieved through querying the data-
base to fetch all patient records with the name of the
recalled drug in the ‘Drugs Prescribed’ field. Then,
only the patients who actually have been prescribed
the recalled medication can be individually contacted
with explicit instructions by a qualified staff member.
This data search technique is known as Content-
Based Data Retrieval (CBDR).

2. Automatic Scheduling: With CPR-based systems,
routine periodic check-up or follow-up visits can be
automatically scheduled, and e-mail reminders or
automated telephone recordings can be sent directly
to the patients. This automation will relieve health-
care professionals of a significant administrative
burden.

3. Knowledge-Based Systems: Every physician attempts
to solve a particular condition to the best of his
limited knowledge (5). It is reported that there are
> 5,000,000 medical facts, which are constantly
being appended, updated and questioned by over
30,000 medical journal publications each year (6).
It is humanly impossible to remember all of these
facts and to reproduce them accurately as needed.
However, CPR databases all over the world can be
rapidly and effectively searched in order to find
information about patients who were previously
diagnosed with the same condition, how they were
treated and the end result. While the presiding
doctor still makes the decisions and retains res-
ponsibility, he can have experimental evidence and
experiential knowledge from other experts to assist
his analysis (7). Diagnostic decision support sys-
tems like Quick Medical Reference (QMR) and
Massachusetts General Hospital’s DXplain provide
instant access to knowledge bases of diseases,
diagnoses, findings, disease associations and lab
information.

4. Expert Systems: Human errors in recording informa-
tion can be greatly reduced by programming the
data-entry interface to reject anomalous values
and to restrict the input to a finite set of possible
choices. For example, a pulse rate of 300 beats min�1

would be highly unlikely. Potentially dangerous spel-
ling mistakes in generating a prescription can be
identified. Dates for follow-up activities can be
checked against reasonable parameters. A well-
designed interface would prompt a message to
recheck such entries.

5. In situ Data Access: A medical records system in
which a physician accesses a wireless PDA while
conversing with a patient could allow direct bidirec-
tional communication between a physician and a
pharmacy, a laboratory, or a specialist. Collaborators
on a complex case can simultaneously access each
other’s progress, even when the collaborators are
geographically separated.

In 1991, the United States Institute Of Medicine (IOM)
conducted a study on the advantages and disadvantages of
CPRs and published its findings (3). The IOM concluded
that CPRs greatly enhance the health of citizens and greatly
reduce costs of care, and it called for widespread implemen-
tation of CPRs by 2001. However, 4 years past that deadline,
widespread implementation still remains only a concept.
Figures for CPR adoption rates in hospitals range from 3%
to 21%, while CPR adoption rates for physician offices range
from 20% to 25% (8). It is safe to say that these figures are
not representative of the popularity that one would reason-
ably expect from the benefits of CPRs. The following section
is devoted to explaining this anomaly.

ROADBLOCKS IN CPR IMPLEMENTATION

Recording and processing of information with CPRs
requires installation of computer systems and software,
and, in general, more training of healthcare professionals
is required to get them acquainted with CPR systems than
with paper-based record systems. Furthermore, realizing
the full potential of CPR systems requires not only that
patient records issued in the future should be CPRs but
also that previously taken paper-based records should be
converted into CPRs. Some of the important factors affect-
ing this onerous large-scale conversion will now be dis-
cussed.

1. Cost: Expense is usually the major obstacle to the
full-fledged incorporation of CPRs. Depending on
whether the application is for the office of a single
physician or for a large hospital, the basic infrastruc-
ture needed to establish a CPR system could vary
from a single PC to a complete network of work-
stations and servers loaded with expensive network,
database and records management software. Both
hardware and software computer technologies
become outmoded very quickly, and these technolo-
gies require constant update, increasing mainte-
nance and operation costs. There is also a
significant cost factor involved in hiring data-entry
operators to convert existing paper-based records to
CPRs and in training healthcare professionals to
then operate the new systems and software.
Although several studies have shown that CPRs
are effective in the long run (9,10), both hospitals
and physician offices remain apprehensive about
investing many thousands of dollars on a new tech-
nology while the tried and tested paper-based records
work reasonably effectively.

2. Abundance of Choices and Lack of Standards: There
are > 100 CPR management software systems avail-
able in the market today, and additional entries
arrive in the marketplace annually. Each software
approach will have its advantages and disadvan-
tages, and it is never easy to decide which one is best
suited for a particular application. Furthermore,
different software interfaces use different templates
for the patient record, recording slightly different
patient data within very different structures. A
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standardized CPR format independent of the specific
hardware and software running on a particular sys-
tem is yet to be developed. This lack of standardiza-
tion in CPR formats severely cripples cross-system
interaction and comprehensive integration of CPR
systems. The marketplace has, to date, failed to
produce a clear market leader or an industrial body
with the ability to enforce such standards. A custo-
mer contemplating a purchase and the subsequent
investments in training and maintenance may have
serious reservations concerning the ability to change
from the products of one manufacturer to another.

3. Confidentiality: The United States government
passed the Health Insurance Portability and Account-
ability Act (HIPAA) in 1996, protecting a patient’s
right to confidentiality and specifying the informa-
tion on a medical record that can be shared and the
information that must be considered confidential. A
record can be made available only on a ‘‘need to
know’’ basis, wherein only personnel who absolutely
need to know the data are granted access. For exam-
ple, physicians participating in the diagnosis and
treatment process of a specific patient are granted
complete access to the entire medical record, while
health agencies involved in conducting demographic
studies are granted access only to information that
does not and can not reveal the identity of the
patient.

4. Security: In the case of paper-based records, it is
relatively easy to control access and to ensure secur-
ity by keeping those records under lock and key. The
security of CPRs will be constantly threatened by
hackers, trying to break into a system in order to
retrieve confidential patient information. Unless
properly protected, CPRs are also vulnerable to being
compromised during transmission across a network.
Unlike paper-based records, CPRs can be easily mani-
pulated, intentionally or unintentionally, in fashions
that do not appear obvious. These vulnerabilities
represent an enormous security problem, and effec-
tive solutions are required before CPRs can be put to
widespread use. Furthermore, efforts to provide net-
work security have significant costs, requiring man-
power, equipment, and frequent software upgrades.

5. Apprehension Among Patients: Even in developed
countries like the United States, considerable unea-
siness exists among patients about the use of com-
puters to maintain patient medical records. While
some of this phenomenon can be ascribed to the
reluctance of the older generation in accepting new
technology, the most important reason for this appre-
hension is the lack of clear understanding by patients
about the benefits of CPRs. One of the easiest ways to
overcome this fear is for healthcare professionals to
directly reach out to the patients and explain the
long-term advantages of CPRs.

6. Legal Issues: The validity of CPRs in a court of law is
still questionable. The Millennium Digital Com-
merce Act, otherwise known as the Electronic Sig-
nature Act, was passed in 2000 (although the portion

relating to records retention was passed in 2001). The
act established that the electronic signature and
electronic records cannot be denied legal effect sim-
ply because they are electronic and are not signed in
ink on paper. However, legal implications in CPR
transactions extend far beyond this act. For example,
if it is found that the software system used to manage
CPRs does not comply with stipulated security
requirements, the validity of a CPR can be ques-
tioned in court, even if no indication of tampering
can be identified. The CPR systems are also prone to
computer viruses, worms and Trojans, which exploit
loopholes in the computer security defenses to gain
unauthorized access to sensitive data and/or to mali-
ciously corrupt the information.

Despite significant progress toward overcoming these
hurdles, complete transition from paper-based records to
CPRs is a time-consuming and capital-intensive process,
and during the midst of this transition, the benefits are
unlikely to be immediately apparent. In the following
section, some of the options available to healthcare profes-
sionals in implementing a CPR system, and several techno-
logies available to ensure secure storage and transmission
of confidential medical information are reviewed.

FEATURES OF CPR SYSTEMS

A complete CPR system can consist of individual work-
stations, data input devices (keyboards, mice, light pens,
scanners, cameras), output devices (printers, plotters, and
display monitors), Database Management System (DBMS)
software, text, image and video processing hardware and
software, and the networking infrastructure for intra- and
intersystem communication. The security and reliability
requirements of these systems should never be under-
stated. With so many factors involved, there is always
room for improvement, and a universally perfect combina-
tion has yet to be implemented. Nevertheless, a wide
variety of CPR systems have been successfully implemen-
ted, tested and put to everyday use, with most such systems
working successfully in the environment for which they
were designed. We will now explore some of the general
features of CPR systems and their components, and we
will present advantages and disadvantages of the choices
available.

System Architecture

A fundamental decision that must be made before imple-
menting a CPR system is the choice of the system archi-
tecture to be used. There are two broad choices, which we
now discuss.

1. Centralized Architecture: A block schematic of a cen-
tralized architecture as implemented in CPR systems
is shown in Fig. 1. A CPR system based on the
centralized architecture has a central server that
contains complete medical records of all patients in
the system. Any modification to a record must be
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done to the CPR stored in this central repository to
have any lasting effect. Communication links may be
provided to other departments that will immediately
communicate any new information to the server,
thereby keeping the CPR on the central server fully
updated. The principal advantage of this architec-
ture lies in the immediate availability of the complete
record for use elsewhere within the system. It is also
easier to manage and to maintain the resources of the
system, because they are located in one single loca-
tion. However, a poorly designed system can be prone
to server overloading, leading to delayed responses.
Server or network failures can bring the system to a
complete standstill, and if the data on the server is
corrupted or destroyed, the medical record activity
subsequent to system backup may be completely lost.
These issues can be resolved, but the solutions can be
expensive.

2. Distributed Architecture: The alternative to the cen-
tralized approach is the distributed architecture. A
block schematic is shown in Fig. 2. In this approach,
the load of the server is distributed among smaller
subsystems, distributed through many departments.
No department contains the complete medical record
of all patients. The records are completed ‘‘on
demand’’, that is, when a user at a system work-
station must obtain complete information, the work-
station sends requests to each individual subsystem,
receives data back from them, and arranges them
into a record. This system continues to function even
if one or more of the subsystems become inoperative.
However, the response time, defined as the time
elapsed between the user request to fetch a record
and the arrival of the complete record back to the
requesting workstation, might become significant if
even one of the subsystems is overloaded. The archi-
tecture also provides more opportunities for security
breaches than the centralized approach. There may

also be difficulties related to each subsystem using
different data structures to manage and to store
records, making the design of an effective DBMS
potentially quite complex. These issues have been
successfully addressed in specific implementations of
distributed CPR systems.

DBMS and Media Processing

The general components of a CPR are shown in Fig. 3. An
ideal DBMS would be able to seamlessly integrate different
media formats (text, images, three-dimensional (3D) mod-
els, audio and video). Four important types of DBMS
commercially available are hierarchical, relational, text-
and object oriented. Each of these is better suited for one or
more different media and system architectures than the
others. Many modern CPR systems, especially those based
on a distributed architecture, use a combination of com-
mercial DBMSs or utilize a custom DBMS.
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Figure 1. Centralized Architecture (Reprinted with permission
from (The Computer-Based Patient Record: An Essential
Technology for Health Care, Revised Edition) # (1997) by the
National Academy of Sciences, courtesy of the National
Academies Press, Washington, D.C.)

Figure 2. Distributed Architecture (Reprinted with permission
from (The Computer-Based Patient Record: An Essential
Technology for Health Care, Revised Edition) # (1997) by the
National Academy of Sciences, courtesy of the National Academies
Press, Washington, D.C.)
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Figure 3. Components of a CPR.



An important aspect of a DBMS is the mechanism that it
uses for data retrieval. The details of record construction
can play a significant role in creation of databases that can
be efficiently and accurately searched. Entries in formatted
fields can be searched much more easily than scanned
documents, images or nonformatted text. A DBMS should
also provide organization of the data in a manner that is
sensible and easy to comprehend. Well-organized data-
bases will prove easier to manage and faster to search.

Security and Legal Issues

A core issue in the design of CPR systems is security. A
single security breach could be used to access thousands of
complete CPRs, which are then vulnerable to many mal-
icious activities. Thus, it is extremely critical to protect
individual CPRs from unauthorized access, as well as to
protect the CPR system itself from hackers attempting to
access the system or attempting to cause it to fail. In
addition, the CPR data must be protected before it can
be sent across a network, due to potential communication
leaks that can land sensitive information in the wrong
hands. Tools such as network packet sniffers are extremely
powerful if an unauthorized party can achieve physical
access to network interconnection hardware or cabling. In
general, five conditions must be satisfied before patients or
health care personnel are granted access to the records on a
network (11):

1. The patient must not have recorded an explicit pro-
hibition of CPR transmission across the network.

2. The patient must have consented to the transfer of
the partial or complete CPR to the recipient institu-
tion.

3. The identity of the patient must be accurately ver-
ified and authenticated.

4. The identities of the healthcare provider and
the recipient institution must be accurately
verified.

5. It must be verified that the patient is mentally
competent. If the patient is found to be mentally
incompetent, then the need for the patient record
must be sufficiently urgent that if it is not made
available immediately, serious harm could result to
the patient’s health.

For a CPR produced by a CPR system to be a legally
valid document, the CPR should be able to answer the
following questions (12).

1. Who Wrote It? A single CPR is frequently handled by
many different people, with several healthcare pro-
viders entering, updating, or removing information.
A CPR must include the identities of all the people
who have modified the record, together with the
information that they have modified. This involves
secure access control using smart cards, PINs, fin-
gerprints, passwords, etc. to verify the identity of
requestors before they will be allowed to access or to
modify the information on the records.

2. When Was It Written? Time and date information is
maintained by automatically attaching timestamps
to the CPRs. The system must be designed to ensure
that unauthorized personnel cannot change the sys-
tem time or any timestamp in any CPR.

3. What Does It Say? Computer technology is rein-
vented roughly every 5 years. Data storage and
retrieval media become obsolete very quickly. For
example, the magnetic tapes that were very popular
25 years ago can be found only in museums today.
It is thus important for CPR systems to incorporate
these technological developments, and yet not
become outmoded too quickly, so that the contents
of current CPRs and archived CPRs can both be read
and processed to obtain the same information.

4. Has the Information Been Altered? Undocumented
alteration of information will prove to be the most
important legal issue, and hence, the most
difficult one to solve. A CPR system must be designed
to allow determination of whether the information is
indeed as originally recorded or whether it has
been subsequently modified in a manner that
would affect possible legal proceedings. Several effec-
tive solutions, based on cryptographic techniques,
exist.

A very reliable solution to ensure that a particular CPR
provides answers to all of these four questions is to attach
digital signatures to them. Just as an ink-based signature
provides legal acceptability for paper-based records, digital
signatures can ensure the legal acceptability of a CPR.
Digital signatures offer both signatory and document
authentication, and they have been proven to be more
effective than the ink-based signature (13). Signer authen-
tication provides the capability to identify the person who
signed the document, while document authentication
offers the capability to determine whether a document
was altered after it was signed.

Digital signatures use public-key encryption schemes to
provide this functionality. In public-key encryption
schemes (14), every user gets a pair of keys: a public
key, which everybody is allowed to know, and a private
key, which is kept as a secret known only by the individual
and the authority that issues and verifies the keys. A
digital signature is computed using the data bytes of the
document and both the private and public keys and
attached to the document. Consider that person A creates
a CPR and attaches a digital signature to it using his public
and private keys. Anybody with access to A’s public key can
verify that the CPR was actually created by A using the
CPR, the digital signature and A’s public key. If the result
is correct, according to a straightforward mathematical
relationship, A is authenticated as the signatory of the
CPR, and the CPR is authenticated as accurate. Any
alteration of the CPR after the calculation and attachment
of the digital signature would corrupt the digital signature
and would then cause the CPR to be identifiable as mod-
ified. In this case, the CPR would be considered fraudulent,
although the source of the fraud would not necessarily be
identifiable.
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Public-key encryption can also be used to secure CPRs
before transmitting them across a network. Consider that
person A desires to send a CPR to person B. Person A looks
up the public key of B and encrypts the CPR using B’s
public key. The CPR can only be decrypted using B’s
private key. Since only B has access to his private key,
only he can decrypt the CPR. The principle of public-key
encryption can be extended to CPRs to protect the authen-
ticity of the information, to identify malicious alterations of
the CPR, and to secure transmission across a network.

POINTERS TO THE FUTURE

Much of this article has been devoted to explaining the
benefits of the CPRs and the factors hindering their wide-
spread implementation. Despite their tremendous poten-
tial, the development of commercial CPR systems has not
reflected the progress made in many related fields in
computer technology. In this section, some of these related
technologies that, in the future, the authors feel will have
great potential to broaden the range of advantages of
computer-based medical record services and to make them
sufficiently secure are presented.

Radio Frequency Identification Tags

Radio Frequency (RF) identification (RFID) refers to an
automatic ID system that uses small RF devices to identify
and to track individual people, pets, livestock, and com-
mercial products. These systems are used to automatically
collect highway tolls and to control access to buildings,
offices and other nonpublic sites. An RFID tagging system
includes the tags themselves, a device to write information
to the tags, one or more devices to read the data from the
tags, and a computer system with appropriate software to
collect and to process information from the tag. Many
applications can use the same devices to both read and
write the RFID tags. While the physical layout of the tag
may vary according to the application, its basic components
will include an intelligent controller chip with some mem-
ory and an antenna to transmit and receive information.
According to its power requirements, an RFID tag will be
classified into one of two types. Active tags have their own
power source and hence provide greater range. Passive
tags will be powered by RF pulses from the tag reader (or
writer) and thus exhibit no shelf life issues due to battery
exhaustion.

While plans are underway to replace bar codes with
RFID tags on virtually every single commercial product,
the field of medical informatics has found some unique
applications for RFID tags. The U.S. Food and Drug
Administration (FDA) recently approved the implantation
of RFID tags on humans (15). These tags are similar to the
tags being used on animals, and they are implanted under
the skin in the triceps area. The chip contains a 16-digit
number that can be readily traced back to a database
containing the patient’s information. One such chip made
by VeriChip costs � $125, exclusive of the cost of implanta-
tion. This technology is expected to be a boon to individuals
with life-threatening medical conditions and to lower med-
ical costs by reducing errors in medical treatment.

Testing of replacement of bar codes with RFID tags in
patient bracelets is ongoing. Unlike bar codes, RFID tags
do not require clear line of sight between the bar code and
the bar code reader, nor do they require active operator
intervention. This ensures that healthcare workers will not
fail to scan a patient ID bracelet. One such successfully
tested system is Exavera’s eShepherd, which combines
RFID tags with Wireless Fidelity (Wi-Fi) networks and
Voice over IP (VoIP) to implement a single system that will
track patients, staff and hospital assets (16). The Wi-Fi
routers can deliver patient information directly to a phy-
sician’s handheld PDA every time any RFID transceiver
detects a patient. Physicians and hospital staff can have
the patient information whenever and wherever they
want, and they do not have to refer repeatedly to a secure
physical filing area to retrieve patient records.

A major factor impeding widespread implementation of
RFID tags is the legal and ethical issue of keeping such
detailed records of people, their activities, and all the
things they buy and use, without their consent. However,
once this issue has been resolved, RFID tags will change
the way patient records are processed.

Biometrics

Biometrics refers to automatic recognition of people based
on their distinctive anatomical and behavioral character-
istics including facial structure, fingerprint, iris, retina,
DNA, hand geometry, signature, gait and even the chemi-
cal composition of sweat (17). Biometric systems have been
used in wide ranging applications like user authentication
before entry into buildings and offices, criminal investiga-
tion, and identification of human remains.

Biometric systems will also find an excellent application
in management of medical records. Individual traits of
people who are authorized to access the record can be
stored along with the record. When the system receives
a request from a user to retrieve the record, the system will
attempt to match the biometrics of the user to the database
of biometrics of all the people who are authorized to access
the record. The record is fetched only if the match is
positive. In this manner, a CPR can be viewed and modified
only by authorized personnel. This is potentially an effec-
tive application for biometric systems, because the system
can be trained with as many samples as needed from
authorized personnel. Biometric system applications
where a strong need exists to verify the authenticity of
claimed membership in a preidentified population have
been successfully tested with almost 100% accuracy. Such
systems also offer a deterrent to would-be intruders
because the biometric information associated with an
unsuccessful access attempt can be retained and used to
identify the intruder.

Generally, the biometric information of a user is
encoded on a smart card that the user must use to gain
access into the system. This provides a far better authen-
tication solution than using just a user name and a pass-
word, because both of these can be forged fairly easily.
Most current biometric systems are based on the unique-
ness of human fingerprints, and systems based on more
complicated biometric features are currently undergoing
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investigation. The development of superior biometric sys-
tems holds the key to more secure CPR authentication.

Content-Based Image Retrieval

Content-Based Image Retrieval (CBIR) is the process of
retrieving images from a database based on the degree of
similarity in content between an example image (the query
image) and the various images contained in the database.
Traditional non-CBIR data retrieval mechanisms apply
text-based methods, in which a string query is matched
to user-generated descriptions of documents or to contents
of specific fields in a record. When patient images are
integrated into patient records, simple text-based searches
will not serve the same purpose. Text descriptions of
images are very subjective and require data entry by a
knowledgeable user. If that same image is to be added to a
different database, the accompanying description also
must be added if the image is to be retrievable.

These techniques utilize both global properties, such as
image statistics and color distributions, and local proper-
ties, such as position and texture, to retrieve images that
appear ‘‘similar’’ to the query image. This is a powerful tool
for physicians, because CBIR enables them to compare the
image of a current patient (query image) to similar images
of other patients in the database, to examine descriptions
attached to those images in their corresponding CPRs, and
to study the treatment administered in those cases, all in a
matter of seconds.

More and more frequently, scanned documents such as
referral letters and scanned paper-based records are being
added to CPRs. These documents can be treated as images,
and CBIR systems based on character recognition technol-
ogies can search for text descriptions on these documents,
making these documents compatible with text-based
searches. This technology can save a great deal of time,
money and errors in converting historical or ongoing
paper-based records to CPRs, because the records can
simply be scanned and need not be entered again into
the CPR system. As more and more visual aids are added
to medical diagnostics, CBIR will become indispensable to
CPR management.

Steganography and Watermarking

Steganography and cryptography are related but distinct
methods that are used to ensure secure transmission and
secure archival of information. In cryptography, messages
are encrypted in such a manner that unauthorized recipi-
ents may not decrypt the messages easily, using long,
secure passwords and complex mathematical algorithms
to drastically alter the data. Often, however, the encrypted
messages themselves may be obtained fairly easily,
because they are transmitted over insecure networks
and archived on insecure servers. In steganography, the
very presence of secure information is masked by hiding
that information inside a much larger block of data, typi-
cally an image.

If an oncologist wishes to get a second opinion from a
gynecological specialist concerning a diagnosis of cervical
cancer, he might elect to send a digital image of the cervix
of the patient. He would also include his diagnosis, relevant

patient details including other complications the patient
may have, and a referral letter, all of which are sensitive
and confidential information. The traditional method to
send the supplemental information electronically would be
to encrypt the information using public-key encryption
techniques and to transmit it as separate files together
with the image. If the transmission is intercepted by a
malicious party seeking private data, the transmission
would garner interest, because it would be quite obvious
that any encrypted information following the image infor-
mation would likely be related to that image. The data thief
must still work to decrypt the transmission and to reveal
the confidential information. Decryption itself is difficult
without extensive computational capacity, but data thieves
will often find getting the necessary password to be a much
easier method to access the data. The disadvantage of
encryption is that the data thief knows what to try.

An alternate data transmission method would use ste-
ganography. The sensitive information can be embedded in
inconspicuous areas of the image (18). Thus, no additional
information or files are transmitted, and the image will
raise less suspicion that associated sensitive data can be
located. Although the embedded data is computationally
easier to decode than the encrypted messages, it will only
be decoded by people with foreknowledge that there is
information embedded in the image. Furthermore, the
embedded data can be encrypted before it is embedded,
so that the data thief has another level of barrier. The
information is much more difficult to locate, and the thief
still has to decrypt or to steal the password.

Usually, the clinically important sections of the image
will be identified, and only the remaining regions will be
used for embedding the secret information. Several sophis-
ticated steganography techniques, like BPCS, ABCDE, and
modified ABCDE (19–21) have been successfully imple-
mented. These methods can hide significant amounts of
information without clinically altering the image, although
hiding too much data leaves evidence that can be detected
mathematically using tools from the field of steganalysis.
Figure 4 shows an example of data hiding using the
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(b) Section of clinically unimportant segment of image in a. (c)
Section in b encoded with secret information.



modified ABCDE scheme. Figure 4a is a digital image of a
cervix, and Fig. 4b shows the bottom right section of this
image, which contains no clinically important information.
This section forms an 864�432 RGB image, which requires
1,119,744 bytes to represent directly or 295,727 bytes to
represent when losslessly compressed to PNG format.
Figure 4c is the section in Fig. 4b after 216,326 bytes of
sensitive information have been embedded. This hidden
data corresponds to >40 pages of pure text, at 5000 cha-
racters per page. Figure 4c visually appears very similar to
the section in Fig. 4b, even with this extensive additional
data embedded. An even more secure solution would
encrypt the sensitive information before embedding it
inside the carrier image. This way, even if steganalysis
methods detected that the carrier image contains
embedded information, the decryption problem still
remains.

Watermarking techniques are similar to digital signa-
tures in the sense that they can provide owner and docu-
ment authentication for digital media. They are usually
nonvisibly detectable signals embedded into the media that
can be checked, by authorized personnel, to verify the
validity of the media and to trace its copyright holders.
Watermarking and steganography techniques can also be
used to identify times, dates, locations, and information
that could be used to cross-reference to a patient, so that
misidentification or misfiling of image data under the
wrong patient file can be detected and corrected. It is
the opinion of the authors that both these technologies
will provide valuable solutions for secure CPR systems.

CONCLUDING REMARKS

This article attempted to provide a brief overview of the
applications of computers in medical records, the benefits
of computerization, and issues concerning widespread
deployment of computer-based medical record systems.
The computerization of medical records is a vast area of
research, employing many people from diverse fields of
medicine, science and engineering. While we have
attempted to summarize and present the material from
our own perspective, the topic itself is explored in great
detail by several worthy publications. There are literally
thousands of publications that attempt to explain or to
solve one or more of the issues presented in this article and
to provide much greater detail than is possible in this
article. Thus, the authors felt it appropriate to leave the
reader with a few resources, both in print and on the World
Wide Web (WWW), to obtain more information about com-
puters in medical records.

Much of the material in this article has been inspired
from the extensive discussions in Refs. 3 and 22. These
books provide interesting observations and refer to a
wealth of references that pioneered the computer revolu-
tion in the medical field. Two more recent books, (23 and
24), also provide excellent insight into the various aspects
of using computers to manage medical records. The WWW
contains many websites that provide solid insight into
various aspects of medical records management. Ref. 6 is
one such site that is constantly updated with information

about upgrading to CPR systems, cost benefit calculators,
software vendor surveys, and from basic tutorials on every
aspect of CPR management. Refs. 25 and 26 provide excel-
lent evaluations of commercially available software for
CPR management.
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INTRODUCTION

Microarrays allow for the simultaneous, parallel, interro-
gation of multiple biological analytes. Originally, micro-
arrays were devised as a method by which gene expression
could be measured in a massively parallel manner (all the
genes in the genome at once), however, recent advances
have demonstrated that microarrays can be used to inter-
rogate epigenetic phenomena, promoter binding, protein
expression, and protein binding among other processes.
The overall process is reliant upon the manufacture of a
highly ordered array of biological molecules, which are
typically known entities. The features of this array behave
as probes, which react with and bind to the unknown, but
complimentary material present in a biological sample.
Here we will focus specifically on gene expression (deoxy-
ribonucleic acid, DNA) microarrays, which can be used to
assay the activity of thousands of genes at a time.

In 1993, Affymetrix published a novel method of using
light directed synthesis to build oligonucletide arrays that
could be used for a variety of biological applications (1).
Shortly thereafter, a group lead by Patrick Brown and Ron
Davis at Stanford University demonstrated that roboti-
cally printed cDNA arrays could be used to assay gene
expression (2). Now, more than a decade after this initial
work was made public, both types of DNA array are com-
monly found in genomics laboratories.

BASIC PRINCIPLES

A DNA microarray contains a highly ordered arrangement
(array) of several discrete probe molecules. Generally, the

identity of these probes, be they cDNA or oligonucleotides, is
either known or can be determined readily. The probes are
deposited by some means (see the section Fabrication of
Microarrays) onto a solid-support substrate such as glass or
silicon. DNA microarrays take advantage of a basic char-
acteristic of DNA, namely, the ability of one strand of DNA
to find its complementary strand in solution and bind
(hybridize) to it. This hybridization event is highly specific
following standard Watson–Crick base pairing rules (Fig. 1).

Gene Expression

With some exceptions, the genetic makeup of every cell in
an organism is the same. Each cell has the same comple-
ment of genes, which comprise the organism’s genome. The
subset of genes that are active in a particular cell dictate
that cell’s function. When we say a gene is active or
expressed, we mean that particular gene is being tran-
scribed. Transcription is the process by which ribonucleic
acid (RNA) polymerase II (an enzymatic complex) reads a
gene and creates a complementary copy of messenger RNA
(mRNA). The more a gene is transcribed, the more copies of
mRNA will be present in a cell. Thus genes that are highly
active in the cell will be represented by multiple copies of
mRNA, whereas genes that are inactive in the cell will have
very few or no copies of mRNA in the cell. Microarrays
function to measure the amount of mRNA present in the
cells of a biological sample such as a tumor biopsy. The
activity of the genes is inferred from this measure.

Gene Structure

In higher eukaryotes, somatic cells (diploid) have
two copies of every gene: one maternally and the other
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one another is mediated by hydrogen bonding as shown. The GC
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paternally derived. In the context of the diploid cell, each
copy is termed an allele. In the case where both inherited
alleles are the same for a given gene, that gene is said to be
homozygous. If the two alleles are different, then the gene
is heterozygous. Alleles may be either dominant (pheno-
typically manifested regardless of what the other allele is),
or recessive (phenotypically manifested only in the absence
of a dominant allele). In the case of a heterozygous gene,
the dominant allele will be phenotypically manifested and
the recessive allele will not. If both alleles are different, but
dominant, they are termed codominant and both alleles
will elicit a phenotype. The gene is comprised of DNA,
which is double stranded. One strand is the sense strand or
the strand that encodes the information, which will be
ultimately represented in mRNA. The other strand is said
to be anti-sense and is the strand of DNA that is actually
read by the RNA polymerase to generate the mRNA. DNA
has directionality: A gene is transcribed starting at the 30

end of the antisense strand of the DNA and is read toward
the 50 end. The resultant mRNA is made from the 50 to the 30

end.
Genes are regulated by specific sequences of DNA that

lie outside the coding region of the gene. The first such
sequence is the promoter. Promoters bind the transcrip-
tional machinery (RNA polymerase II) that performs tran-
scription. Promoters are found 50 (upstream) of the gene
and are proximal to the transcription start site. An addi-
tional class of regulatory sequence called an enhancer may
be associated with the gene. Enhancers may lie upstream,
downstream, or internal (usually in noncoding regions
termed introns) to the gene (3). Specific transcription
factors bind enhancers and promote recruitment or activa-
tion of the basal transcriptional machinery. It is the coor-
dinated function of the promoter and enhancer, with the
transcription factors that bind them, that control if a gene
is active or not within the cell. Thus, genes are regulated,
and can be turned on, off, or modulated up or down by the
regulatory mechanisms of the cell.

RNA Isolation

Ribonucleic acid must be isolated from cells in order to
prepare the material for hybridization to the array. A cell
contains three major species of RNA: mRNA, transfer RNA
(tRNA), and ribosomal RNA (rRNA). Together they are
refered to as total RNA. For the purpose of gene expression
experiments with microarrays, the mRNA is the species we
are interested in and represents � 1% of total RNA. In
order to isolate total RNA from cells, one of two main
modalities is used: solution- or solid-phase extraction. In
solution-phase methods, cells are lysed in the presence of
isothiocyanate in order to inactivate any RNases (naturally
occurring enzymes that nonspecifically degrade RNA). The
lysate is then extracted with an acidified phenol:
chlorophorm:isoamyl alcohol solution. The RNA selectively
partitions to the aqueous phase of this mixture away from
proteins and DNA. The aqueous phase is removed and RNA
is precipitated out of solution using isopropyl alcohol at
high salt concentrations. Solid-phase methods make use of
the variable binding activity of RNA to a silica matrix at
high and low salt conditions. Cells are again lysed in the

presence of isothiocyanate. The high concentration of iso-
thiocyante used in this methodology not only inactivates
the RNases, it also selectively precipitates proteins out of
solution. The lysate is applied to a column containing a
silica filter at the bottom. The lysate is pulled through the
column via vacuum or centrifugation, thereby removing
the proteins and cellular debris. In this method, DNA may
also bind to the column, and as such contaminating DNA is
removed by the application of DNase. The column is
washed to remove any further contaminants, and then
the RNA is eluted from the filter using water.

mRNA Structure

In eukaryotic cells, mRNA has a unique feature that allows
researchers to either purify it away from the rest of the
RNA or to direct enzymes to it specifically while avoiding
the other RNA species. This feature is the polyA tail. The
polyA tail is a long stretch of adenine nucleotides found at
the 30 end of mRNA, which is added post-transcriptionally.
Such stretches of adenine nucleotides do not typically occur
naturally in genes or other RNA species. The polyA tail will
hybridize to an artificially generated oligonucleotide made
up of a series of deoxythymine nucleotides (oligo-dT). If the
oligo-dT is coupled to a support matrix (e.g., beads) the
mRNA can be pulled out of solution thereby purifying it
away from the rest of the total RNA. While some research-
ers prefer to include this step in their process, it is gen-
erally not a requirement for microarray analysis. Rather
than purify the mRNA, the oligo-dT can be used as a primer
for creating an enzymatically labeled complement of the
mRNA.

Labeling

In order to render the RNA visible to a detection system, it
is necessary to label it in some manner. While some
laboratories choose a direct methodology of chemically
labeling the mRNA itself, it is most common to work via
a cDNA or cRNA intermediate that is labeled enzymati-
cally.

The simplest methodology involves creating labeled
cDNA. In this technique, the RNA is reverse-transcribed
(DNA is made from an RNA template) by an enzyme named
reverse transcriptase (RT) (for sample protocols, see Ref.
4). Reverse transcriptase requires a small oligonuclotide
primer that binds to the RNA creating a short double-
stranded region (an RNA:DNA hybrid). In order to ensure
that the RT enzyme reads only the mRNA, the polyA tail of
mRNA is exploited by using a primer made of a stretch of
several (usually 20–25) thymine residues. The resultant
DNA is the complement of the RNA and it is thus referred
to as complementary DNA (cDNA). The RT reaction
requires that free nucleotides (each of A, C, G, and T)
are present to create the DNA. If one of these nucleotides
is chemically modified with some detectable molecule (such
as a fluorophore), then it will be incorporated into the
cDNA strand, and that cDNA will be detectable with a
fluorescent reader. Alternatively, it is possible to use a
reactive molecule (such as amino-allyl) in place of a fluor-
escent molecule. After incorporation into the DNA, the
DNA is then coupled to a reactive form of a fluorophore
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(usually a reactive ester). This latter implementation of the
method has an advantage in that the amino-allyl modifier
is a much smaller chemical group that is incorporated
much more efficiently into DNA than a bulky fluorescent
moiety.

Often the amount of RNA available is limiting and
cannot be detected by standard means. In this case, it is
generally necessary to amplify the amount of material
present. A typical microarray experiment usually requires
5–10 mg of total RNA in order to be able to obtain useful
data. When researchers are working with diminishingly
small samples, such as from a needle biopsy or a fine needle
aspirate, it is often not possible to obtain this amount of
total RNA. To overcome this limitation, various amplifica-
tion strategies have been adopted. The most popular
method of amplification is based on the protocols of Dr.
James Eberwine from the University of Pennsylvania (5).
In this technique, RNA is converted into cDNA using the
same method described above with two key differences: (1)
there is no labeled nucleotide incorporated and (2) the
oligo-dT primer has another short sequence of DNA
appended to it that represents a T7 promoter region.
The T7 promoter is a bacteriophage-derived sequence that
initiates transcription by T7 polymerase. After the cDNA is
created, a second strand is generated creating a double-
stranded artificial gene with a T7 promoter on one end.
This artificial gene is then transcribed by the addition of T7
polymerase, which is allowed to make numerous tran-
scripts of the gene. The transcripts that are obtained can
either be labeled directly, or they in turn can be turned into
labeled cDNA using standard methodologies described
above. The resultant RNA is now actually the opposite
sequence of the original mRNA, so it is said to be cRNA
(complementary RNA).

The Affymetrix GeneChips utilize an amplification sys-
tem based on T7 transcription as described above. During
the production of cRNA, biotin modified nucleotides are
incorporated. Posthybridization (see the section on Hybri-
dization) the arrays are stained with a streptavidin bound
fluorophore. Streptavidin is a protein that specifically and
tightly binds to biotin molecules, allowing the fluorophore
to be attached to the cRNA.

A clean-up step is required to remove any free, unbound
detection molecules. This step helps to ensure that back-
ground signal is kept to a minimum. There are two main
methods by which such purification is performed, one is
based on standard nucleic acid purification systems, simi-
lar to the RNA isolation method described earlier, and the
other is based on size exclusion. For the first method, a
nucleic acid purification column is utilized. The cRNA or
cDNA binds to the silica filter, but the less charged free
nucleotides flow through. After a series of washes, the
cRNA or cDNA is eluted from the column. The second
methodology utilizes a membrane filter (usually incorpo-
rated into a column) that has a defined pore size. The large
cRNA and cDNA molecules are retained on the membrane;
where as the small free nucleotides flow through. The
column is then inverted and the cDNA or cRNA is then
eluted off the column by flowing wash buffer in the opposite
direction. This purified labeled material is then ready for
hybridization to the array.

Hybridization

Microarray technology relies on the natural ability of
single-stranded nucleic acids to find and specifically bind
complementary sequences. Purified labeled material is
exposed to the spotted microarray and the pool of labeled
material ‘‘self-assembles’’ onto the array, with each indi-
vidual nucleic acid (cDNA or cRNA) species hybridizing to a
specific spot on the array containing its complement. The
specificity of this interaction needs to be controlled, as
there may be several similar and related sequences present
on the array. The control of hybridization specificity is
accomplished through the adjustment of the hybridization
stringency. Highly stringent conditions promote exact
matches where as low stringency will allow some related,
but nonexact matches to occur. In a microarray experi-
ment, stringency is typically controlled by two factors: the
concentration of salt in the hybridization solution and the
temperature at which hybridization is allowed to occur.

High salt concentrations tend to lead to lower strin-
gency of hybridization. Both strands of nucleic acid
involved in the hybridization event contain a net negative
charge. As such, there is a small repulsion between these
two strands, which needs to be overcome to bring the
labeled nucleic acid into proximity of the arrayed probe.
The salt ions cluster around the nucleic acid strands creat-
ing a mask and shielding the electrostatic forces. Higher
salt concentrations have a greater masking effect, thus
allowing hybridization to occur more easily. If salt concen-
trations are high enough, the repulsion effects are com-
pletely masked and even strands of DNA that have low
degrees of homology may bind to one another.

Temperature is another important factor. Every double-
stranded nucleotide has a specific temperature at which
the two strands will ‘‘melt’’ or separate. The temperature at
which exactly 50% of a population of pure double-stranded
material separates is termed the melting temperature
(Tm). The Tm of a nucleic acid is controlled partially by
the length of the strand and partially by the percentage of
G and C residues (termed the GC content). The G and C
residues bind to one another as a Watson–Crick base pair.
This pairing interaction is the result of three hydrogen
bonds forming. The other potential base pair in a DNA
hybrid, A:T, only has two such hydrogen bonds and thus
the greater the GC content of the nucleotide, the more
stable the hybrid. At very low temperatures, nonstandard
Watson–Crick base pair interactions can also occur causing
noncomplementary sequences or sequences that are
<100% matched to form hybrids. It is necessary therefore
to find a temperature that will prevent or melt nonspecific
hybrids, but allow the specific interactions to occur. For a
microarray, this presents a challenge as there are thou-
sands of specific interactions that must be accommodated.
In the case of oligonucleotide arrays, the design of the
oligonucleotides to be spotted takes this issue into account
and probes are designed that tend to fall within a narrow
window of potential melting temperatures. cDNA arrays
are more difficult because the sequences spotted vary
greatly in both GC content and length. In such cases, it
is often true that conditions that represent somewhat of a
‘‘compromise’’ are necessary.
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Hybridization kinetics can generally be modeled as
shown in Eq. 1(6). The change in the amount of hybridiza-
tion product LS over time is a function of the decrease in
the concentration of labeled target L and free spotted DNA
S over time. To simplify the equation, the rate of hybridiza-
tion is equal to some rate constant k multiplied by the
product of the concentrations of L and S. Thus hybridiza-
tion rate is a direct function of the concentrations of the
labeled target molecule and the DNA probe in the spot.

d½LS�
dT

¼ �d½L�
dT

� d½S�
dT

¼ d½L � S�
dT

¼ k ½L�½S� ð1Þ

In the case of an oligonucleotide microarray, it is often the
case that the number of spotted DNA molecules is in great
excess to the number of target molecules. As such, the
concentration of the spotted DNA probe remains fairly
constant and can be considered part of the constant k.
Thus the equation for hybridization can be simplified as
shown in Eq. 2 (6), where the rate of hybridization is
typically driven by the concentration of the labeled target
molecules alone.

d½LS�
dT

¼ k0½L� ð2Þ

In the case of two color oligonucleotide arrays, the two
labeled samples compete for hybridization to the probe that
remains in excess and thus hybridization is simply a
reflection of the concentrations of each of the two labeled
targets L1 and L2 [Eq. 3(6)].

d½L1S�
d½L2S� ¼

k0
1½L1�

k0
2½L2�

ð3Þ

The situation becomes somewhat more complex when the
probe molecules are not in excess of the target molecules.
This is often the case with cDNA arrays. In these cases, the
concentration of the spotted probe does change signifi-
cantly as hybridization occurs and thus each of the labeled
targets L1 and L2 hybridize in a manner described by Eqs. 4
and 5 (7).

d½L1S�
dT

¼ k1½S�½L1� ¼ k1ð½S0� � ½L1S� � ½L2S�Þð½L0
1� � ½L1S�Þ

ð4Þ

d½L2S�
dT

¼ k2½S�½L2� ¼ k2ð½S0� � ½L2S� � ½L1S�Þð½L0
2� � ½L2S�Þ

ð5Þ

In such a case, the rate of hybridization is affected by the
change in the concentrations of the spotted probe from the
initial concentration S0, where S0 changes as the probe
molecules are bound by either L1 and L2.

When looking at differential hybridization between the
two targets, we can represent the kinetics as shown in
Eq. 6 (7).

d½L1S�
d½L2S� ¼

k1ð½L0
1� � ½L1S�Þ

k2ð½L0
2� � ½L2S�Þ

ð6Þ

If one is to assume that the two fluorescent molecules
used in a two-color experiment behave similarly, and that
the rate of hybridization of the two labeled targets is the
same, we can say k1¼ k2. It has been demonstrated that
under ideal conditions and when the hybridization reaction

is allowed to continue to equilibrium that the ratio of the
concentrations of each possible hybrid L1S and L2S is
equivalent to the ratio of the original concentrations of
the two targets L1 and L2 [Eq. 7 (7)]. This point is important
because it is the basis for microarrays to work, assuming
that the ratios read from the scans during data analysis are
reflective of an actual biological condition.

½L1S�
½L2S� ¼

½L0
1�

½L0
2�

ð7Þ

The goal of microarray hybridization is to produce a
result for which the signal obtained from specific hybridi-
zation is very strong when compared to any background
signal that may be obtained by a nonspecific adsorption of
labeled material to the substrate, or nonspecific binding to
spotted elements. To reach this goal, it is common to use
certain nonspecific blocking reagents in the hybridization
solution. Frequently, nucleic acids from sources known not
to contain any sequences that will interfere with specific
hybridization are used. For example, in a hybridization of a
human sample to an array, one might use yeast tRNA and
salmon sperm RNA as competitors to bind any regions of
the substrate or probes that have a generic nucleic acid
binding capacity. These nucleic acids are nonlabeled and
will therefore not contribute any signal when the array is
scanned.

Washing

Unlike traditional northern blots, the majority of the
stringency of a microarray assay is accomplished at the
hybridization step. The washing step of a microarray
experiment is a critical operation, but is important more
as a means to remove unbound material in order to reduce
background signal than it is to control the specificity of the
signal obtained.

Wash buffers generally contain two components: a salt
solution and a detergent. The salt solution, frequently
sodium chloride sodium citrate (SSC), is set to a concen-
tration that supports the maintenance of the hybridized
molecules. This concentration most frequently falls in the
1� to 2� concentration range with some labs using as low
of a concentration as 0.1� (1� SSC contains 0.15 M NaCl
and 0.015 M Na-citrate).

The detergents used in wash buffers help to remove
the unbound fluorescent molecules that would normally
stick to the surface of the slide. The detergent acts as a
surfactant and helps to isolate and remove the unbound
fluorescent material. Typically, an anionic detergent
such as sodium dodecyl sulfate (SDS) is used for this
purpose.

The temperature for the washes varies depending on the
stringency of the wash solution being used. As with hybri-
dization, the combination of temperature and salt concen-
tration determines the overall stringency of the washes.

After washing the microarrays, it is generally necessary
to perform a rinse. The rinse is typically a solution similar
to the wash solutions without the detergent. If detergent
remains on the slide after drying, the solution may fluor-
esce particularly if the labeled material has been trapped in
detergent micelles.
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Scanning

It is necessary to use an imaging device to detect the
fluorescent labels present on the hybridized microarray.
In general, the imaging device must contain an excitation
light source, an emission filter, and a light gathering
device.

During scanning, the labeled material, be it fluorescent
or some other form of detectable molecule, is imaged and
the resultant data is converted to a digital image. The
optimal resolution at which the image is scanned is depen-
dent on the size of the features and on their interspot
spacing. A general rule of thumb is that the resolution of
the image should be such that the pixels represent one-
tenth of the diameter of the spot. For spotted arrays, for
example, the features tend to be on the order of 100 mm in
diameter and thus 10 mm resolution is frequently used.
Affymetrix’s technology, however, can generate features
that are 11 mm square; in this case, a much higher resolu-
tion of down to 1 mm is required.

Most commonly, the image that is generated is a 16-bit
grayscale TIFF (Tagged Image File Format) image
(Fig. 2). The 16-bit depth of the image provides a total
of 65,536 gray levels providing a possibility of more than
five orders of magnitude range. The TIFF format is impor-
tant because it is a universally accepted format that is
LOSSLESS; that is, even with compression, this format
retains all image information. The images can then
be imported into the appropriate image quantification
software.

Image Quantification

After scanning, it is necessary to extract data from the
images. Image quantification generally starts with
segmentation. Segmentation is the process by which
pixels that represent the signal are isolated from those
that represent background. During segmentation, the
discrete areas of the image that represent the spotted
DNA material are identified and digitally isolated from
the remainder of the image. The intensities of all of the

pixels in the individual spot are averaged to determine
the overall spot intensity. This spot intensity is propor-
tional to the amount of material hybridized to that
region, with higher intensities resulting from increased
numbers of hybridized molecules. Each spot, for each
channel (in the case of two color microarrays) is
quantified, and the resultant data are tabulated. Other
data may also be extracted at this stage. It is common to
also obtain intensity data for the area outside of the
individual spots. This value represents the background
of the image and indicates the amount of signal that would
have been obtained regardless of a specific hybridization
event. It is common, however, not universal, to subtract
the background values from the signal intensities of the
spots.

There are several means by which segmentation can be
carried out. In the most basic setup, a fixed shape (usually a
circle) is placed over each spot. The entire complement of
pixels lying within the circle is used to determine the
average intensity. Pixels lying outside of one of these
circles are deemed to be background signal. More advanced
segmentation algorithms attempt to account for the fact
that most of the spotted features on a microarray are in fact
not perfectly uniform. Spots may deviate from a true
circular shape, or may have regions within the circle in
which DNA was not attached (creating a spot that is
reminiscent of a doughnut). In addition, it is not uncommon
for each of the spots to have some degree of variance in
their diameter. The more advanced methods utilize various
algorithms and statistics to determine which pixels actu-
ally represent signal and which are more representative of
background.

Image quantitation software then processes the entire
image and produces a table of results that represents the
signal, and the background for each feature on the array.
These packages may also export various other data, which
can be used in quality control analysis such as standard
deviations, coefficients of variance, circularity, or unifor-
mity of the spot, and so on. This data table can then be
processed as part of the data analysis.
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Figure 2. Arrays imaged on a
microarray scanner are presented as
16-bit grayscale TIFF images. The
picture shown represents a small
subsection of a larger array. Each
spot is 100 mm in diameter and the
spot-to-spot spacing is 200 mm in this
image. The image was scanned at
10-mm resolution.



Data Analysis

An exhaustive description of the process of DNA micro-
array data analysis is far beyond the scope of this article
(for an excellent review see Ref. 8). The exact process
followed depends greatly on the experimental design and
the question being addressed. There are, however, some
basic principles that tend to be fairly common in dealing
with microarray data: statistical analysis of data, super-
vised and/or nonsupervised data mining, data visualiza-
tion, and validation are all key components.

Statistical analysis of microarray data comes into play
in two main areas. The first is to determine which spots are
reliable and provide sufficient data. Spots that have a high
degree of variance across replicates, for example, are likely
not able to provide reliable data. These hypervariable
genes or signals need to be filtered from the data so as
to not skew the results of data mining. Statistics may also
play a role in supervised data analysis.

There are two major categories of data mining: super-
vised and nonsupervised. Supervised data mining utilizes
algorithms in which the user imparts restrictions on how
the data is grouped. For example, in an experiment where a
cohort of patients was tested in which one group
was healthy and the other group was afflicted with a
particular disease, one would indicate to the algorithm
which arrays were from the healthy patients and which
were from the patients with disease. The algorithm then
tests the data to find genes that are markers for the
diseases. Specifically, each gene is tested to see if the
expression levels for that gene are statistically signifi-
cantly different in each of the two patient groups. The goal
is to find a series of genes that can act as markers that are
diagnostic of the disease.

In nonsupervised clustering, the algorithm is not given
any indication as to how the individual samples are
related. In true nonsupervised clustering, the algorithm
is not even told how many groups exist. The data are
analyzed and the samples are grouped based on similarity
metrics. The classical methods of nonsupervised clustering
include hierarchical clustering and principal components
analysis (PCA). The algorithms generally display the data
via some visualization pattern such as the canonical
‘‘plaid’’ expression patterns seen from hierarchical cluster-
ing. The researcher then overlays the grouping informa-
tion onto the patterns provided to see if the individual
groups naturally separate from one another. In other cases,
this methodology may be being used to determine how
many groups there truly are, as the researcher may not
have this information a priori. In such cases, the groups
can then be further examined to see if there are differences
in treatment response, survival, or any other characteristic
desired. Generally, after this technique is performed one
will attempt to look for clusters of genes in the patterns
that distinguish between the different groups and again
use these genes as markers.

Regardless of the methodology utilized, it is extremely
important to validate the data. Cross-validation strategies
are various, but in their most basic form, one obtains a
cohort of patients to profile. A subset of this cohort is used
to look for potential markers. Once the markers have been

identified, the remaining patients are tested and only the
identified markers are used to try and group the patients. If
the markers are able to stratify the patients into their
appropriate groups, then the markers are considered to be
viable and may provide beneficial diagnostic ability. On
occasion, however, the validation set is not properly
grouped. In such cases, the markers are only useful for
the narrow set of patients used in the initial tests and more
testing is required to find a viable set of markers.

FABRICATION OF MICROARRAYS

There are two main methodologies for manufacturing
microarrays, which differ in the means by which the probe
material spotted onto the arrays is prepared. In one meth-
odology, the DNA to be spotted is generated in situ using
either standard or modified phosphoramidite chemistry.
(Phospohoramidites are reactive forms of each of the
nucleotides that make up DNA. Phosphoramidite chemis-
try is a well-defined process by which moderate length
stretches of DNA can be created with any specific
sequence.) This method is used by Affymetrix and Agilent,
the two largest commercial suppliers of microarrays,
although both groups use a different approach to the
in situ synthesis.

Other groups use ex situ synthesis, whereby the DNA
material is either prepared as PCR products (cDNA) or
oligonucleotides manufactured using standard phosphor-
amidite synthesis. Once this material is prepared it is
spotted onto the array substrate using either contact or
noncontact printing methodologies. Amersham (now GE
Healthcare) and Applied Biosystems use this methodology
to make microarrays as do almost all of the ‘‘homebrew’’
laboratories that make microarrays in house.

Fabrication of DNA Arrays In Situ

There are two main approaches to the generation of micro-
arrays by in situ synthesis of DNA: photolithography and
inkjetting. Affymetrix, the industry leader uses a proprie-
tary photolithography process to mask off areas of the
array, protecting some areas, and leaving others available
for the DNA synthesis reaction to occur (1). This is a
multistep process requiring several masks per array to
be made. Each synthesis reaction is performed sequen-
tially. For each nucleotide position, there are four possible
masks (one for each of A, G, C, and T). Thus, an array
comprised of 25-mer oligonucleotides would require �100
masks to complete the process (typically �70 are required
for an array due to the sequences used). Affymetrix uses a
modified phosphoramidite chemistry for synthesis of the
oligonucleotide chains; whereas standard phospohorami-
dite chemistry uses acid labile protection groups, the Affy-
metrix technology utilizes groups that can be removed by
ultraviolet (UV) light. The Affymetrix technology allows for
extremely high density arrays of hundreds of thousands of
features to be prepared on very small substrates of <1 cm2.

Other groups have developed technologies that allow
them to get around the need for multiple masks to be
made for each array design. The pioneer in this area
was Nimblegen, who uses digital light processor (DLP)
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micromirrors to create the masks (9). Each of these DLP
units (used typically in AV projectors and large screen
televisions) comprises thousands of tiny (10 mm2) micro-
mirrors. The micromirrors can be individually addressed
and the angle of the mirrors changed to allow light to pass
through. In the ‘‘open state’’, the micromirror directs light
onto the surface of the microarray, allowing DNA synthesis
to occur. In the ‘‘closed state’’, the micromirror reflects light
away from the surface, disallowing DNA synthesis. A
computer controls the mirrors and thus each DLP unit
has a near infinite number of combinations that can each
be controlled, and as such, a single unit can create any
pattern desired on the array. Nimblegen uses the same
chemistry as Affymetrix, using light activated deprotection
of the phosphoramidites. A somewhat newer entry into this
area is Xeotron (now part of Invitrogen). Xeotron also uses
micromirror DLPs to address the masks, however, they
have also incorporated small microfluidic channels on their
chips. Each feature is placed in a microscopic well on the
chip. Rather than using the modified phosphoramidite
chemistry of Affymetrix and Nimblegen, Xeotron uses
standard chemistry, but has instead employed a caged acid
that can be freed by light (10,11). As such, the acid that
controls deprotection of the nascent oligonucleotide can be
directed to specific locations by light. The Nimblegen and
Xeotron technologies have the advantage of being highly
amenable to custom array generation, however the Affy-
metrix technology is particularly well suited to mass pro-
duction of a standard array. Each of these approaches has
found customers in the marketplace.

A third approach to in situ synthesis of the oligonucleo-
tides involves ink-jet spotting. Agilent uses this technology
(developed by Rosetta Inpharmatics) in which each of the
reactive phosphoramidites (A, G, C, and T) are loaded in to
a separate ‘‘ink-cartridge’’ to allow for control of which
nucleotide is added to each spot during the synthesis stage
(12,13). This methodology eliminates the need for masks,
but does require very high precision robotics as the print
head must return to the same spot many times, within
micron accuracy, during the course of synthesis. This
technology draws from the strength of each of the others
mentioned in that it is relatively easy to customize the
design of arrays, and yet, mass production of arrays is
possible using a large robotic system.

Fabrication of DNA Arrays Ex Situ

Some of the commercial vendors and nearly all of the
‘‘homebrew’’ microarray centers utilize and approach of
spotting DNA that was prepared ex situ. In the case of
cDNA arrays, the spotted material is prepared by poly-
merase chain reaction (PCR), whereas oligonucleotide
arrays are generated using oligos created via high through-
put oligo synthesis. The DNA material is purified and
placed into a specific spotting buffer that is compatible
with the substrates being used.

The DNA is typically aliquoted out into multiwell plates
(96, 384, or 1536 wells /plate) to facilitate transfer by the
arraying robot. The buffer that the DNA is placed in has
several functions. First, the buffer stabilizes the DNA to
prevent it from degradation. Second, the buffer must

provide an appropriate surface tension to ensure that
the spots that are placed on the substrate are of a con-
trollable size and uniform in shape. Of similar importance,
however, is that the buffer must provide conditions that are
compatible with the attachment chemistry that is going to
be utilized.

The DNA may either be coupled to the slide through
rather simple electrostatic interactions or via a specific
coupling reaction. Electrostatic interactions are mediated
by using a uniform positively charged substrate that
attracts the negatively charged DNA. Often the substrates
used are silylated to provide reactive amine groups on the
surface. Alternatively, one may coat the slides with a
chemical such as poly-L-lysine, which simply adsorbs onto
the substrate and provides a net positive charge. This type
of interaction is mass based. As such, there is a maximum
mass of DNA that can bind to any one spot on the substrate.
Longer DNAs will be represented by fewer copies than
shorter DNAs. To overcome this, it is possible to use more
specific interactions by using modifiers on the DNA that
will react with certain groups on the slide. The two most
common such modalities involve aldehyde or epoxide chem-
istry. In this method, the DNA is modified with a primary
amine group. The substrate has reactive aldehydes or
epoxides that will react specifically with the primary amine
to form a covalent bond (Fig. 3). This type of interaction is
molarity based, and as such, with the exception of steric
effects, the number of DNAs that bind per spot is relatively
equivalent regardless of length.

EQUIPMENT

The manufacture of microarrays, and their subsequent use
requires some very specialized equipment. Generally, a
facility that produces microarrays will require some
advanced robotics for fabrication. A laboratory that uses
arrays will require scanning devices to read the arrays.
Due to the relatively high costs of these pieces of equipment
it is common for many people to rely on core facilities for
some or all of the process.

Arraying Robots

Ex situ prepared DNAs are spotted onto the microarray
substrates via robotics (Fig. 4). Robotics are required to
accurately position the printing devices over the slides to
create the arrays. The majority of systems utilize pins and
direct contact to deposit the DNA material. In this system,
a printhead with several spotting pins in a defined arrange-
ment is used to dip into the multiwell plates and pick up the
material to be spotted. The typical operation sequence of an
arrayer robot may include:

1. Dipping the printing applicators (pins) into a source
plate to pick up DNA samples. Each applicator picks
up a separate DNA sample from an individual well in
the plate. Typically 32–48 pins are used at one time.

2. Movement to a blot-station to preprint from the pins.
This step removes excess solution from the pins to
ensure that the spots that are printed onto the arrays
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are uniform in size and do not run into one another
causing contamination.

3. Movement to the slide platform. The print head then
moves over the slide platform taking position over
the first slide.

4. Printing onto the arrays. The print head moves down
bringing the pins in contact with the slide. The DNA
solution held in the pins by capillary action is spotted
onto the slide. The printhead then moves to the next
slide position and again spots onto the slide. This

process is repeated until all of the slides on the
platform have been printed.

5. Washing the pins. The print head then moves the
pins to a wash station. Although there are many
configurations possible, the basic principle is to use
water or some other solution to remove the excess
liquid from the pins and then to dry the pins (under
vacuum or stream of air). This process may be
repeated several times to make sure there is no
carryover.
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Figure 3. Covalent attachment of amino-
modified DNAs to aledhyde (a) or epoxide (b)
slides is possible. An amino-modified DNA
reacts with an aldehyde surface by a Schiff’s
base reaction. The resultant Schiff base must
be reduced with an agent such as sodium
borohydride (NaBH4) to prevent reversal of the
reaction.
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6. Loading the next sample. The print head returns to
the source plate to pick up the next set of samples.

In a typical high throughput system, such as those
offered by Bio-Rad, BioRobotics, GeneMachines, Genetix,
and Telechem International, 48 pins are used at one time.
The entire operation sequence described above may take
3–4 min to complete for 100 arrays. Often arrays may
contain 20,000–40,000 spots. As such, a typical print run
may require 600 or more cycles through the operation
sequence, which can take as long as 30 h or more to
complete.

Hybridization and Fluidics Stations

Certain array platforms require that a specific hybridiza-
tion and/or fluidics station be utilized. In the case of spotted
arrays (home-brew in particular), this is usually an option
and often a case of personal preference. In these cases, a
hybridization station may be utilized to improve mixing of
the hybridization solution over the array. The rate of
diffusion of a labeled nucleic acid in solution is actually
very low, and as such, some researchers prefer to use an
automated station that performs mixing of the solution.

In the case of Affymetrix GeneChip technology, a spe-
cific hybridization and fluidics station are required. The
hybridization station is simply a rotating incubator in
which the chips are placed. A bubble that is introduced
into the sealed array cartridge moves around during

rotation creating a mixing effect. The fluidics station is a
more advanced system that is required to introduce the
various labeling components and wash solutions required.
This station allows the user to keep the cartridge sealed
without having to attempt to pipette solutions in and out.

Scanners

While some microarray imagers such as the Perkin Elmer
ScanArray and GeneFocus DNAScope are confocal scan-
ners, this is not a strict requirement. Confocal imaging
serves to eliminate extraneous signals, but reduces the
light gathering ability of the device. There are >10,000
commercial microarray scanners in the field capable of
reading standard glass microarrays. The leading scanner
makers include Agilent, Axon, Bio-Rad, GeneFocus, Per-
kinElmer, and other vendors. The laser scanner uses one or
more lasers with wavelengths appropriate to the fluoro-
phores being used. The most commonly used fluorophores
for microarrays are cyanine 3 and cyanine 5 (or fluors with
equivalent spectra). Cyanine 3 has an absorbance max-
imum of 550 nm and emission maximum of 570 nm. There
are 2 main lasers used in scanners to excite this fluorphore:
‘‘Gre-Ne’’ (green neon) gas lasers and Nd:YAG (neodymium
doped yttrium aluminum garnet) frequency doubled solid-
state diode lasers. Cyanine 5 has an absorbance maximum
of 650 nm and an emission maximum of 670 nm. There are
two main lasers used in scanners to excite this fluorophore:
standard He–Ne gas lasers and red diode lasers. Table 1
shows some of the characteristics of these two dyes, along
with two other popular dyes, Alexa 555 and Alexa 647,
which have spectra that are very similar to those of Cy3
and Cy5 respectively (Fig. 5).

Cyanine 3 and 5 have some important features that
make these dyes particularly suitable for use in microarray
analysis. The spectra of these dyes have little over lap and
can generally be separated from one another with little to
no cross-talk. In addition, these fluors have a somewhat
unique property in that they are brighter when dry than
when wet. Most fluorophores have the opposite behavior,
which is impractical for microarrays because the scanners
generally cannot handle wet preparations.

The other major class of microarray imager is a CCD
(charge coupled device) based system. In general, these
imagers use a white light source to excite the fluorophores.
The fluorescent light that is emitted is captured by the
CCD and converted into a digital image. Rather than
scanning the slide, a CCD based imager tiles together
several sections of the slide to create an image of the entire
surface. This tiling can create a stitching effect whereby
the ‘‘seams’’ of the images may not be completely smooth.
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Figure 4. A microarraying robot. The robotic arrayer prints DNA
onto glass slides with very high precision. Robots such as this have
extremely high accuracy, on the order of 10 mm or less.

Table 1. Key Characteristics of the Most Commonly Used Fluorophores for Microarray Analysis

Fluorophore Excitation Max, nm Emission Max, nm Molar Extinction Coefficient Molecular Weight

Cy3 550 570 150,000 766
Cy5 649 670 250,000 792
Alexa555 555 565 150,000 1,250
Alexa647 650 668 239,000 1,250
Phycoerytherin 566 575 19,600,000 240,000



This problem can be overcome with advanced lighting
systems and software.

Affymetrix arrays use a different labeling chemistry for
detection relying on the naturally occurring fluorescent
protein phycoerytherin. Phycoerythrin is a naturally
occurring pigment protein from light harvesting algae that
absorbs strongly at 566 nm and has an emission peak at
575 nm. It is a very bright fluorophore having a molar
extinction coefficient that is 80 times as high as the stan-
dard Cy3 and Cy5 molecules. The limitation of this mole-
cule is that it is also 200 times larger, making the number
of molecules that can be incorporated per sequence
much less. As such, this molecule can only be applied to
the DNA posthybridization for fear that it would create
steric interference.

MICROARRAYS AS MEDICAL DEVICES

To date, microarrays have mostly found use in basic
research applications, and have yet to make a strong
impact on the diagnostic market. [During the preparation
of this text, Roche received FDA clearance for the first ever
array based diagnostic chip. The AmpliChip CYP450 based
on the Affymetrix platform was approved in January
of 2005 (see http://www.roche.com/med-cor-2005-01-12).]
Microarrays have indeed been used to study many diseases
including various cancers, cardiovascular disease, inflam-
matory disease, psychiatric disorders and infectious dis-
ease. This basic research will ultimately lead to the
identification of potential therapeutic markers for drugs
of for diagnostics. The potential of microarrays extends
beyond target discovery, however, and will eventually
impact on the way that medical care is performed.

Target Discovery

The use of microarrays in basic research laboratories
has often focused on target discovery. In these applica-
tions, microarrays are used to profile a particular

disease where disease tissues are compared to healthy
tissues either from the same patient or from a separate
test population. In such experiments, the goal is to find
genes that are differentially regulated (either up or down)
in the disease state compared to a healthy tissue. Such
genes are thought to be involved in the disease state or in
the cellular response to the disease. As such, these genes
are potential diagnostic markers and may also represent
drug targets.

Drug/Lead Discovery

Microarrays can also be used once the target has been
identified. It is possible to use microarrays to screen poten-
tial therapeutic compounds, for example, to determine
which candidates reverse the pattern of gene expression
that is indicative of disease. Microarrays have been even
more effective in looking at toxicity of lead compounds. One
of the leading contributors to failure of a pharmaceutical
compound is toxic or off target events. Microarrays have
proven useful in screening for the up-regulation in toxicity
related genes. In addition, it is possible to determine if the
compound creates other effects that while not toxic per se
could cause undesirable side effects from nonspecific inter-
actions. Often toxicity models are tested in model organ-
isms such as rats or dogs. Several toxicity specific arrays
have been developed that allow for profiling of genes in
these model systems rather than human cells.

Diagnostics and Prognostics

One of the more promising areas for microarrays to
have direct impact as a medical device is in the area of
diagnostics and prognostics. As mentioned under target
discovery, basic research has often strived to look for a
panel of genes that can be used as a molecular fingerprint
of a disease. There are numerous publications in
which researchers have attempted to use molecular
profiles to correlate to patient outcome, disease
state, tumor type, or any of several other factors. DNA
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Figure 5. Representative spectra of the fluors commonly used in spotted microarray experiments.
Alexa Fluor 555 and Cy3 are excited by green wavelengths of light whereas Alexa Fluor 647 and Cy5
are excited by red wavelengths of light. One green excited and one red excited fluor may be used at
the same time as there is little overlap in their excitation spectra.



microarrays are particularly well suited to this type of
analysis. Many complex diseases are multifactoral;
rather than a single prognostic or diagnostic marker being
present, it may be necessary to look at several genes at one
time. Microarrays allow for identification of a panel of
genes, which when looked at together may provide diag-
nostic or prognostic power. Although it has not become
common practice yet, there are examples of microarrays
being used to prescreen patients on the basis of a molecular
profile (14).

Other attempts are being made at using microarrays to
study infectious disease. Often times a patient may present
with a set of symptoms that could be indicative of several
different infectious agents. It is possible to prepare a
microarray that would identify the agent as well as to
subtype the bacterium or virus on the basis of pathogeni-
city. This particular application may prove very useful in
identifying not only the infectious agent, but also the best
course of treatment.

Pharmacogenomics and Theranostics

A concept that is gaining in popularity is pharmacoge-
nomics or theranostics (15). Both of these terms refer to
the idea of tailoring a patient’s treatment or therapy on the
basis of their genetic makeup. Many pharmaceuticals on
the market have not known any potentially serious side
effects in a subset of patients. In addition, there are typi-
cally at least some patients that are nonresponders to a
particular treatment. These effects are often times the
result of the patient’s genetic make-up. Most of the work
in this area has focused on genotyping: looking at certain
variable regions of DNA and determining which variants
are present in people who have negative reactions or in
people who respond well to a treatment. It is hoped that in
the near future it will be possible to screen a patient and
determine which of a panel of drugs will be most beneficial.
Perhaps even more important, it will be possible to prevent
serious negative outcomes by avoiding treatment of a
patient that will have a poor reaction to a drug. Theranos-
tics also involves monitoring a patient through a course of
treatment. It is possible that a patient can be screened
during treatment to ensure that the therapy is working as
expected. If a change occurs, the physician would be able to
alter the therapy to ensure that the disease is treated in the
most effective way possible.

SUMMARY

Microarrays provide a means to screen hundreds to thou-
sands of biological analytes in parallel. These analytes can
be DNA, RNA, or protein. DNA microarrays allow for rapid
profiling of gene expression. While there are a few compet-
ing platforms that can be utilised, the basic principles are
the same: RNA from a biological sample is extracted,
labeled and applied to an array of DNA probes. Signals
generated from the array indicate which genes are active
and which are not. The ability to screen multiple tissues or
patients make microarrays particularly well suited to
uncovering the complex gene networks involved in disease.
While typically used in basic research applications for

target or marker discovery, the future will most likely
see microarrays used in diagnostic applications and for
tailoring medical treatment.
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INTRODUCTION

Infectious diseases accounted for 25–33% of the estimated
54 million deaths worldwide in 1988 (1), of which more
than half are attributed to tuberculosis, malaria, chronic
hepatitis B, diarrheal diseases, and human immunodefi-
ciency virus/Acquired Immune Deficiency Syndrome HIV/
AIDS. The incidence of more than 30 diseases identified
since the mid-1970s continues to grow, which include HIV/
AIDS, liver disease due to hepatitis C virus, cholera, tick-
transmitted Lyme disease, foodborne illness caused by E.
coli O157:H7 and Cyclospora, waterborne disease due to
Cryptosporidium, and the hantavirus pulmonary syn-
drome. Additionally, the first known cases of human influ-
enza caused by the avian influenza virus, H5N1, were
identified in Hong Kong in 1997 (2).

Although death due to infectious diseases in the United
States remains low relative to that of noninfectious dis-
eases, their occurrence is increasing. In 2000, the Federa-
tion of American Scientists reported that infectious-
disease-related death rates nearly doubled from 1980 to
170,000 annually (1). Many of these diseases, most recently
the West Nile virus, were introduced from outside the U.S.
borders by international travelers, immigrants, returning
U.S. military personnel, or imported animals and food-
stuffs. Still, the most dangerous infectious microbes reside
within U.S. borders. Four million Americans are chronic
carriers of the hepatitis C virus, a significant cause of liver
cancer and cirrhosis. It is predicted that the death rate due
to hepatitis C virus infection may surpass that of HIV/
AIDS in the next five years. Influenza viruses are respon-
sible for approximately 30,000 deaths annually. In addi-
tion, hospital-acquired infections are surging due to highly
virulent and resistant pathogens such as Staphylococcus
aureus.

The burden of identifying and treating infected indivi-
duals and controlling disease outbreaks generally lies with
physicians, hospitals, and first responders. Table 1 con-
tains important characteristics for several of the more
common pathogenic microorganisms. As evidenced by this
noninclusive table, a wide variety of microorganisms exists
from which the specific diseasecausing microbe must be
identified. In addition, the number of cells or particles that
can provide an infectious dose is often extremely low. For
example, the infectious dose of E. coli O157:H7 is as low as
10 cells (3), which poses a significant challenge to health-
care professionals and first responders who must quickly
identify the infectious agent. Antimicrobial treatments
that attempt to neutralize all possible infectious pathogens
are often not possible or safe. Depending on the nature and
severity of the infection, a delay of only a few hours in
providing the proper therapy may lead to death.

Medical Microbiology

Medical microbiology is the discipline of science devoted to
identifying microbial agents that are responsible for infec-
tious disease and elucidating the mechanism of interaction
between the microorganism and human host. Historically,
microbiologists have used plating, microscopy, cell culture,
and susceptibility tests to identify and study microorgan-
isms. In the hospital and clinical diagnostic laboratory,
these, methods are still widely used and will be briefly
discussed in this article. The general procedure for isola-
tion and identification of infectious and parasitic microbes
is (1) specimen collection and streaking onto culture plates
for production of isolated bacteria colonies, (2) staining and
microscopic analysis, (3) cell culture in various media, and
(4) antibiotic susceptibility testing.

Plating. Plating entails the streaking of a specimen
onto a solid nutrient media-filled Petri dish and incubation
at 35–37 8C. Under these conditions, a single bacterium
divides and eventually produces a colony that is visible to
the eye (Fig. 1). A visible colony generally contains more
than 107 organisms. The colony morphology, color, time
required for growth, appropriate media, and other growth
conditions are used to characterize the microbe. The incu-
bation time required for growth of a colony from a single
cell is dependent on the growth rate of the microorganism.
Fast-growing organisms such as E. coli, with a doubling
time of 30 minutes, would require approximately 13 hours
to produce a colony of 107 organisms. More typically, micro-
organisms require several days to a week to generate visible
colonies. The plated specimen is often a complex solution
such as blood, urine, feces, or sputum containing diverse
native flora in addition to the infectious microbe. Plating
serves as a method to isolate the infectious microbe as each
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Figure 1. Colonies of E. coli grown on LB þampicillin and X-gal
þIPTG agar media in a Petri dish.
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colony originates from a single cell and is therefore pure of
any other cell types. A colony can subsequently be used as a
pure sample for microscopy, cell culture, and other analy-
tical tests. Additionally, as only viable cells divide, plating
can differentiate between dead microbes and those that are
viable and may be the source of infection.

Staining. Microscopic observation of microorganisms is
generally preceded by staining a specimen on a microscope
slide. The microbe response to various stains (gram-posi-
tive/negative, acid-fast, etc.), size, grouping (single, double,
chains), and morphology (bacillus, coccus, spirillum, pleo-
morphic) provide characteristic information helpful in
identifying the microorganism. However, several patho-
genic species appear similar, or are indistinguishable,
under the microscope. For effective observation under a
microscope, at least 105 cells per milliliter of sample should
be present. A colony specimen usually meets this require-
ment, and preconcentration is generally necessary for
viewing a nonplated specimen. Still, very small cells can
be difficult to observe and may be overlooked. Finally,
microscopic observation usually cannot distinguish
between dead and live cells.

Cell Culture. Cell culture is used to ascertain the
biochemical properties of a microorganism. A single colony
is inoculated into a liquid media broth and incubated.
Incubation is usually performed near 37 8C with agitation
via shaking or gas sparging to facilitate gas transport into
the liquid media for uptake by the microbes. Signs of
microbial growth in liquid media include turbidity and
gas formation. Turbidity can be used as a simple and
nondestructive method to measure cell growth. An optical
density measurement provides the degree of light scatter-
ing at a particular wavelength through a given path length
of liquid media. Increasing cell density due to growth
usually increases the degree of light scattered. The mea-
sured optical density can, therefore, be directly related to
the total cell mass. A calibration curve for each bacterial
species is required as various sizes and shapes of different
microbes scatter light to varying extents.

Microbial growth in several different media is used to
determine a specific microbe’s biochemical and physiologi-
cal characteristics. Definitive identification can require 20
or more media tests. Such tests often use selective media. A
media can be made selective by addition of chemicals that
inhibit microbe and native flora growth while allowing
growth of a specific organism. For example, Thayer–Mar-
tin medium selectively isolates pathogenic Neisseria gonor-
rhea and Neisseria meningitides (4). The medium contains
vancomycin to inhibit growth of gram-positive bacteria,
anisomycin to inhibit fungi growth, colistin to inhibit most
gramnegative bacilli growth, and trimethoprim-sulfa-
methoxazole to inhibit Proteus growth. The Neisseria spe-
cies are resistant to these inhibitors at the concentrations
present in the medium and grow freely.

Antibiotic Susceptibility Testing. Upon isolation and
identification of the infectious microbe, antibiotic suscept-
ibility testing can be performed to identify antimicrobial
agents that inhibit growth. Additionally, the minimal

inhibitory concentration (MIC) is determined by exposing
bacteria in media broth to various concentrations of an
antimicrobial agent. The lowest antibiotic concentration
that inhibits growth is the MIC. A concentration of the
antibiotic in the blood at or above the MIC should success-
fully treat an infection.

Development

Plating, microscopy, cell culture, and susceptibility testing
techniques for identifying and treating infectious micro-
organisms have proven effective against a plethora of
pathogens, hence its continued use today. However, these
clinical microbiology methods have changed very little over
the past century, often require days to obtain confirmed
results, and cannot be used successfully to characterize
several significant infectious agents including the hepatitis
virus. However, with the recent and significant advances in
molecular biotechnology, two additional microbe identifi-
cation methods have found wide use, immunoassay and
polymerase chain reaction.

Developed in 1959, the utility of the immunoassay was
not fully realized by the medical diagnostic community
until the late 1970s and early 1980s. The immunoassay
takes advantage of an immune system reaction, the highly
specific and strong binding of antibody to antigen. Anti-
bodies are developed that specifically bind a given micro-
organism, chemical byproducts or proteins produced by a
given microorganism, or antibodies produced by the host
in response to infection caused by a given microorganism.
The developed antibodies are tagged with a reporter
molecule. Reporters can be radioisotopes, chemilumines-
cent or fluorescent molecules, or enzymes (i.e., alkaline
phosphatase, horseradish peroxidase) that can produce a
radiographic, colorimetric, or fluorescent signal. In the
presence of the antigen, the antibody will bind and will
remain bound through washes that remove unbound anti-
body. Detection of the reporter after washes indicates that
the antigen was present, as bound antibody was not
removed during washing. Although rapid, highly specific,
and sensitive, immunoassays cannot differentiate
between viable and dead cells and are limited to tests
for which antibodies can be developed. They also can be
affected by contaminants in the test specimen and do not
provide quantitative information regarding the number of
pathogenic agents present.

Serological assays are the most commonly used immu-
noassay in the medical laboratory and by the Centers for
Disease Control and Prevention (CDC). The mechanism of
Serodiagnosis entails binding of lab-developed antibodies
to antibodies produced in the host in response to a specific
infection. This indirect method of detecting infectious
agents allows identification of microbes that are currently
difficult or impossible to isolate and culture. For example,
because HIV-1 virus requires advanced containment facil-
ities and is difficult to isolate and culture, it is serologically
diagnosed via detection of antibodies produced by the host
against the virus. Additionally, a method to effectively
isolate and culture hepatitis virus has not yet been devised.
Therefore, diagnosis of hepatitis virus infection is done
serologically. A lag phase of several weeks often exists
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between onset of infection and production of antibodies by
the host against the microbial agent and, thus, possibly
leads to false negatives. False positives are also a concern
as antibodies produced by the host during a previous
infection may be present and detected.

Immunoassays were the primary diagnostic method
used for microbial detection by the CDC until the devel-
opment of polymerase chain reaction (PCR) (5). PCR is a
technique that specifically amplifies DNA sequences (for
more information, see page 8). This technology has trans-
formed molecular biology and genetics and has changed
diagnostic approaches to the identification, detection, and
characterization of infectious agents. With PCR, extremely
small quantities of DNA from a microorganism can be
amplified and detected. Detection of amplified DNA can
occur through gel electrophoresis or via genetic probes.
Based upon the highly specific binding between compli-
mentary nucleobases of DNA and RNA, genetic probes are
nucleic acid sequences that bind to DNA or RNA unique to
a given microorganism. Genetic probes are marked with
radioisotopes, chemiluminescent or fluorescent molecules,
or enzymes and will produce a quantitative signal only
when the complimentary microorganism DNA or RNA is
present in the sample (for more information, see page 9).
Ou et al. (6) used PCR to amplify and detect HIV sequences
from seropositive individuals. Subsequently, PCR amplifi-
cation and sequence analysis of HIV amplicons (amplified
DNA sequences) became the first use of comparative
nucleic acid sequence information in a disease outbreak
setting (7). Although PCR is very sensitive and sequence
analysis provides specific identification capability, these
technologies are expensive, time-consuming, labor-inten-
sive, and require expertise in molecular biology. Conse-
quently, use of PCR and genetic probes for identification of
microbes is common in research laboratories and academic
institutions, but, to date, is not widely used in hospital or
medical diagnostic laboratories.

To address rising national and worldwide public health
needs, it is desirable that a sensitive, specific, fast, and
simple-to-operate device be employed to detect infectious
agents. Microbial detection systems that attempt to meet
this need have been commercially available since the late
1970s and have progressed significantly with the molecular
biotechnology revolution. Still, microbial detection systems
face three major challenges: time, sensitivity, and specifi-
city of analysis. Microbial testing and detection must be
rapid to allow adequate time for treating the infection and
be highly sensitive as a single pathogenic organism may be
infectious. Additionally, as a low number of pathogenic
microbes may be present in complex biological samples,
such as blood or urine, high specificity remains an essential
requirement. To tackle these problems, alternative nucleic
acid-based approaches have been integrated into user-
friendly microbial detection systems that are commercially
available for diagnostic purposes.

Contemporary microbial detection systems or biosen-
sors typically consist of a selective biorecognition molecule
connected to a transducer that converts a biochemical
interaction into a measurable signal. Recognition mole-
cules include nucleic acids, antibodies, and peptides. Com-
monly used transducers include electrochemical, optical,

and piezoelectric. The following sections will discuss
numerous commercially available microbial detection sys-
tems used in clinical and field settings, including (1) nucleic
acid-based, optical technologies and systems; (2) fiber-
optic, waveguide-based fluoroimmunoassay systems; (3)
a chip- and nanoparticle-based bio-barcode optical technol-
ogy; (4) an electronic microchip-based technology; and (5)
an electronic nose microbial detector.

NUCLEIC ACID-BASED OPTICAL TECHNOLOGIES

Line Immunoprobe Assay (LIPA)

The line immunoprobe assay (LIPA) is a nucleic acid
recombinant immunoblotting assay (RIBA) (i.e., oligonu-
cleotides that differentiate different genetic variants are
transferred onto a nitrocellulose membrane in a straight
line) (8,9). PCR is performed from the clinical sample using
primers that selectively amplify a DNA region containing
nucleotide differences. The amplicons are hybridized with
the immobilized oligonucleotides on the membrane, and an
enzyme-based colorimetric method is used to detect bind-
ing and positive reactivity. The nucleotide differences con-
tained within the amplified sample DNA provide a unique
signature that differentiates target genotypes or mutant
microorganisms. These assays were among the first com-
mercially available assays using nucleic acid hybridization
for diagnostic purposes.

COBAS AMPLICOR Analyzer

A second commercially available system using PCR tech-
nology is the COBAS AMPLICOR Analyzer (Roche Diag-
nostics; Rotkreuz, Switzerland). This system automates
amplification and detection of target DNA from infectious
agents by combining five instruments into one: a thermal
cycler, automatic pipettor, incubator, washer, and reader.
Amplified biotinylated products are captured on oligonu-
cleotide-coated magnetic microparticles and detected color-
imetrically with use of an avidin-horseradish peroxidase
(HRP) conjugate. The system can detect a broad range of
agents including Bacillus anthracis, Chlamydia trachoma-
tis, Neiserria gonorrhea, Mycobacterium tuberculosis, cyto-
megalovirus, hepatitis B and hepatitis C viruses, and HIV
in clinical specimens including serum, urine, and sputum.
The manufacturer reports that more than 4000 COBAS
AMPLICOR Analyzers are currently used in clinical set-
tings worldwide (10).

Real-Time PCR (RT-PCR)

A number of commercially available systems for the diag-
nosis of infectious diseases make use of a third nucleic acid-
based approach (i.e., RT-PCR). As the name implies, RT-
PCR, pioneered by Applied Biosystems (Foster City, CA) in
the mid-1990s (11), amplifies and measures agent-specific
DNA as the reaction proceeds in real-time. It is used to
quantify the amount of agent-specific input DNA or cDNA
by correlating the amount of DNA with the time it takes to
detect a fluorescent signal. This technology uses fluores-
cent reporter probes (i.e., molecular beacons) that are
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detected and quantitated at each cycle of the PCR. Mole-
cular beacons are single-stranded, dual-labeled fluorogenic
DNA or RNA probes that form a stem loop structure. The
loop hybridizes to the target nucleic acid, whereas the stem
is end-labeled with a fluorophore at the 50-end adjacent to a
quencher at the 30-end. Fluorescence resonance energy
transfer (FRET) is the process by which energy from an
excited fluorophore (donor) is transferred to the adjacent
fluorophore (acceptor) at close proximity, resulting in the
quenching of fluorescence. Hybridization of the target
sequence to the loop separates fluorophore and quencher,
and the fluorescence is measured.

The GeneXpert System (Cepheid; Sunnyvale, CA) fully
automates and integrates sample preparation with the RT-
PCR detection processes. It uses microfluidics technology
integrated into disposable assay cartridges. The cartridges
contain all the specific reagents required to detect disease
organisms such as Bacillus anthracis, Chlamydia tracho-
matis, or foodborne pathogens. The system provides quan-
titative results from unprocessed clinical samples in 30
minutes or less and is capable is self-cleaning and decon-
tamination before its next use. The GeneXpert module
forms the core of the Biohazard Detection System deployed
nationwide by the United States Postal Service for anthrax
testing in mail-sorting facilities (12). It is also used in
hospital laboratories, physician offices, and public health
clinics.

Idaho Technology (Salt Lake City, UT) manufactures an
automated, field-ready RT-PCR instrument, the R.A.P.I.D.
(ruggedized advanced pathogen identification device) sys-
tem, which is based on the Light Cycler Instrument from
Roche Diagnostics (Alameda, CA). The R.A.P.I.D. is devel-
oped for military field hospitals and first responders in
harsh field environments. Amplification of DNA in real-
time can be performed on environmental and blood sam-
ples. Idaho Technology claims a 15 minute set-up time and
a 20 minute PCR run for a total of 35 minutes using the
R.A.P.I.D. Pathogen Test Kit. This instrument is reported
to be very sensitive (i.e., Pseudomonas aeruginosa was
detected in blood culture samples at 10 cfu (colony-forming
units)/ml (13). (A colony-forming unit is a single viable cell
that forms a colony of identical cells when plated.) This
technology is well-established and has been in use world-
wide since 1998.

The R.A.P.I.D. technology was recently put to the test at
the Prince Sultan Air Base in Saudi Arabia (14). Medical
personnel observed a clustering of diarrhea cases and
thought them to be due to influenza. However, testing of
patient samples with the R.A.P.I.D. identified the cause to
be foodborne Salmonella within hours of sample submis-
sion. Due to the prompt response by medical and services
personnel, the outbreak was limited to less than 3% of the
base population.

Nucleic Acid Sequence-Based Amplification (NASBA)

A fourth approach for nucleic acid-based detection of infec-
tious organisms is nucleic acid sequence-based amplifica-
tion (NASBA), a bioMérieux, Inc. (Marcy-l’Etoile, France)
proprietary isothermal amplification technology. This
method is based on specific amplification of RNA by the

simultaneous activity of three RNA-specific enzymes,
AMV-reverse transcriptase, T7 RNA polymerase, and
RNase H, generating single-stranded RNA as the endpro-
duct (15). NASBA is an isothermal amplification proce-
dure, carried out at 418C.

Two commercially available systems, NucliSens
Reader and NucliSens EasyQ Analyzer (bioMérieux,
Inc.), make use of the NASBA technology. Although both
systems use NASBA for selective amplification of RNA,
as well as a bioMérieux proprietary Boom silica-based
nucleic acid extraction method, the NucliSens Reader
relies on an electrochemiluminescence (ECL) detection
technology, and the NucliSens EasyQ uses fluorescent
detection by incorporating specific molecular beacons to
which amplicons hybridize. With this method, amp-
lification and detection occur simultaneously in a
single tube.

The ECL-based NucliSens Reader employs a sandwich
hybridization method for the detection of amplified target
RNA (Fig. 2) (16). Two target-specific DNA probes are used:
a capture probe bound to magnetic beads and a detection
probe labeled with tris (2,20-bipyridine) ruthenium (Ru).
Each of these probes bind to a different region of the target
RNA. After the hybridized sample is drawn into the ECL
flow cell and the beads are magnetically immobilized on the
electrode, a voltage is applied, and the resulting emitted
light is detected by a photomultiplier tube (PMT). Accord-
ing to the manufacturer, measurement of 50 reactions
takes approximately 50 minutes.

Real-time NASBA and fluorescent detection of target-
bound molecular beacons are accomplished by the Nucli-
Sens Basic Kit and EasyQ Analyzer (Fig. 3) (17). This
technique is most often used to detect RNA viruses. Using
a multiplexed NASBA technique to detect four human
immunodeficiency virus type 1 (HIV-1) subtypes, DeBaar
et al. (18) reported an 89% correct subtype identification
relative to sequence analysis and a sensitivity of 92%. The
limit of detection was approximately 103 copies of HIV-1
RNA per reaction. Lanciotti and Kerst (19) conducted a
study comparing TaqMan RT-PCR (Applied Biosystems)
and standard reverse-transcription PCR (Roche Molecu-
lar Biochemicals) assays with NucliSens NASBA assays
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for detecting West Nile (WN) virus and St. Louis encepha-
litis virus. The ECL-based and molecular beacon-based
NASBA assays demonstrated equal or greater sensitiv-
ities and specificities than reverse-transcription PCR in
human cerebral spinal fluid. The NASBA-ECL assay for
WN virus was 10-fold more sensitive than either the Taq-
Man or NASBA-molecular beacon assay, detecting 0.01
pfu of WN virus. Moreover, the NASBA molecular beacon-
based assay performed significantly faster than either
PCR procedures (i.e., a positive signal was detected within
14–45 minutes).

Strand Displacement Amplification (SDA)

A fifth approach for nucleic acid-based detection of infec-
tious organisms is strand displacement amplification
(SDA). SDA, first reported by Walker et al. in 1992 (20),
is an isothermal process that amplifies DNA or RNA using
a restriction enzyme and a DNA polymerase plus several
primers, without requiring temperature cycling. Available
since 1999, the BDProbeTecET System (Becton, Dickinson
& Co.; Franklin Lakes, NJ) couples the proprietary tech-
nology, SDA, and real-time fluorescent detection in a rapid
one-hour format. This high throughput, chip-based, closed
system was developed for detection of Chlamydia tracho-
matis and Neisseria gonorrhea in urine samples, endocer-
vical swabs, and male urethral swabs in a one-hour assay
time. The complete system includes a sample preparation
module, a priming and warming heater unit, and an
amplification and fluorescence detection unit. The optical
system consists of a fiber-optic bundle with eight branches,
and the fluorescent detection reader monitors real-time
fluorescence by FRET. Emitted light passes through a
custom optical band-pass filter, is detected by a PMT,
and is analyzed by software.

Little et al. (1999) (21) reported a sensitivity of 10–15 N.
gonorrhea cells or C. trachomatis elementary bodies.
Akduman et al. (22) reported that out of 3544
urine samples tested, 152 were positive using the BDPro-

beTecET System, and 130 were positive by standard cul-
ture techniques resulting in a sensitivity of 99.2% and a
specificity of 99.3%.

FIBER-OPTIC FLUOROIMMUNOASSAY SYSTEMS

Analyte 2000 and RAPTOR

The Analyte 2000 and its sister field model, RAPTOR
(Research International; Monroe, WA), detection systems
use a fiber-optic, waveguide-based sandwich fluoroimmu-
noassay for the near real-time detection of pathogens in a
variety of raw fluid samples (23). Optical fibers are long,
thin strands of either glass or plastic that can transmit
light over long distances. In the RAPTOR, a monolayer of
capture antibodies are immobilized on the surface of a
cylindrical waveguide (Fig. 4)(23). The waveguide is incu-
bated with a clinical sample for three to five minutes,
washed, and re-incubated with a fluorophore-labeled anti-
body to form an antibody/antigen/labeled-antibody ‘‘sand-
wich.’’ Excitation light, injected into the waveguide,
creates an evanescent wave electric field in the fluid and
generates an optical emission from the antibody-antigen
complexes. The fluorescent signals are then monitored by a
photodetector.

Using the Analyte 2000, the detection limits for Bacil-
lus anthracis (vegetative cells) was reported as 30 cfu/ml
in water, and for the avirulent strain of B. anthracis (i.e.,
Sterne strain), 100 cfu/ml in whole blood. For spores, the
detection limit was 5� 104/ml (23). The infectious dose of
B. anthracis in a healthy individual requires inhalation of
about �8,000–50,000 spores (24). This number is reduced
in more vulnerable individuals, such as the elderly or
those with respiratory problems. Vaccinia virus (a surro-
gate of the Smallpox virus) from throat swabs was
detected at 2.1� 104 pfu (plaque-forming units, the viral
equivalent of bacterial colonies)/ml (25). The infectious
dose of smallpox is thought to be low (i.e., 10–100 organ-
isms) (26).
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Figure 3. NucliSens EasyQ detection scheme
(17).
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NANOPARTICLE-BASED BIO-BARCODE TECHNOLOGY

Verigene System

The Verigene System (Nanosphere; Northbrook, IL) is an
automated device for the chip-based detection of proteins
and nucleic acids using an innovative gold nanoparticle-
based bio-barcode technology. For proteins, the assay uses
two types of probes (Fig. 5 (27): (1) magnetic microparticles
(MMPs) functionalized with monoclonal antibodies (mAbs)
specific for a target antigen and (2) gold nanoparticles (NP)
functionalized with polyclonal antibodies specific for the
same target and DNA oligonucleotides (the ‘‘bio-barcodes’’)
with a sequence that is a unique identification tag for the
target. The Au nanoparticles and the MMPs sandwich
the target, generating a complex with a large ratio of
barcode DNA to protein target. A magnetic field is applied,
allowing the separation of all the MMP/target/NP
complexes from the reaction mixture. After a wash to

dehybridize the barcode DNA from the nanoparticles,
another magnetic field removes the NPs, leaving only
the barcode DNA. Detection and identification of the bar-
codes occurs next through a PCR-less process of amplifica-
tion. Chip-immobilized capture DNA, complementary
with half of the target barcode DNA sequence, is used to
bind the barcode DNA. Then, gold nanoparticles, functio-
nalized with oligonucleotides that are complementary to
the other half of the barcode DNA, are hybridized to the
captured barcode strands. The signal is amplified by the
catalytic electrodeposition of Ag onto the Au nanoparti-
cles, and the results are recorded with the Verigene ID
system, which measures scattered light intensity from
each barcode/Au/Ag complex.

Like protein detection, DNA detection via the nanopar-
ticle bio-barcode approach uses two types of probes
(Fig. 6)(28): (1) magnetic microparticles functionalized
with oligonucleotides that are complementary to one-half
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Figure 4. Optical and biomolecular processes of
RAPTOR technology (23).

Figure 5. Prostate-specific antigen
(PSA) detection and barcode DNA
amplification and identification (27).



of a target sequence and (2) gold nanoparticles functiona-
lized with two types of oligonucleotides, one that is com-
plementary to the other half of the target sequence and one
that is complementary to a barcode sequence that is a
unique identification tag for the target sequence. The assay
proceeds in the same manner as with protein targets, with
the analysis also accomplished by the scanometric method
with a Verigene ID system.

The nanoparticle-based bio-barcode approach is
reported to provide a sensitivity of 500 zeptomolar,
approximately 10 target DNA strands in a 30ml sample
(27). Prostate-specific antigen was detected at 30 attomolar
levels with this method, and PCR on the DNA barcodes
boosted sensitivity to 3 attomolar (28). The entire assay can
be carried out in 3–4 h.

MICROCHIP TECHNOLOGY

NanoChip System

The NanoChip System (Nanogen; San Diego, CA) is an
electronic microarray device based on the electrophoretic
transport of proteins and nucleic acids on a microchip to
specific sites where traditional immunoassays or nucleic
acid hybridization reactions occur (Fig. 7) (29). The elec-
tronic microchip is a planar array of microelectrodes that
electrophoretically transport-charged biomolecules to any
individually-electrically-addressed microsite on the sur-
face of the device. Each microsite has an agarose-strepta-
vidin permeation layer coated on top of a platinum
microelectrode to bind biotinylated capture molecules.
The microchips are referred to as ‘‘active electronic micro-
chips’’ because electric fields are generated for the
purpose of transporting biomolecules to and from specific
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Figure 6. The DNA-bio-barcode assay. (a) Nanoparticle and
magnetic microparticle probe preparation. (b) Nanoparticle-
based PCR-less DNA amplification scheme (28).

Figure 7. Active electronic microchip technology. (a) Basic
chip layout; (b) Cross-section of microchip for electro-
phoresis of proteins (29).
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microsites in a process the manufacturer terms ‘‘electronic
addressing’’ (29). As the electric field is generated only in
the immediate vicinity of the electrodes, not affecting the
solution in other parts of the device, each microsite is an
independent assay site allowing for the detection of multi-
ple analytes. Also, the generated electric fields can be used
to selectively dehybridize nonspecifically bound analytes
from assay sites, which greatly improves the selectivity of
the assay. When the biotinylated capture probes are
attached to the array, fluorescently labeled analytes are
introduced, and further electrical adjustments are made to
direct the analytes to concentrate at the microsites for
rapid hybridization or antibody-antigen interactions. The
fluorescent signal is monitored in a laserinduced fluores-
cence scanner, and the analytes are identified based on the
microlocation of the fluorescence.

Nanogen researchers performed a diagnostic immu-
noassay for two fluorescently labeled toxins simulta-
neously, staphylococcal enterotoxin B (SEB) and cholera
toxin B. They reported a sensitivity of better than 20 nM
concentrations of toxins (29). High specificity was also
demonstrated by low nonspecific binding and cross-bind-
ing. This assay took 6 minutes to perform, 1 minute for
electronic addressing to bind analytes and 5 minutes for
washing to reduce nonspecific binding.

More recently, Nanogen researchers reported on
an integrated ‘‘stacked’’ microlaboratory for performing
automated electric field-driven immunoassays and DNA
hybridization assays (30). This device is composed of a
CMOS-based electronic microarray chip, a dielectrophor-
esis microchip, and several modules for DNA sample
preparation, strand displacement amplification, and
hybridization. E. coli bacteria and Alexa-labeled staphy-
lococcal enterotoxin B were detected in the device with
specific-to-nonspecific signal ratios of 4.2:1 and 3.0:1,
respectively. Identification of the Shiga-like toxin gene
from E. coli was accomplished in a 2.5 h comprehensive
protocol including the dielectrophoretic concentration of
intact bacteria, DNA amplification, electronic DNA hybri-
dization to fluorescently-labeled probes, and detection
with a fluorescent microscope. This experiment used bac-
teria cell suspensions of 109 cells/ml with a specific-to-
nonspecific signal ratio of 22.5:1, showing outstanding
specificity.

ELECTRONIC NOSE

Osmetech Microbial Analyzer

An electronic nose is a device that consists of an array of gas
sensors with different selectivity patterns, a signal collect-
ing unit, and data analysis by pattern recognition software.
When microorganisms grow and metabolize, they emit
volatile organic compounds and gases that can be moni-
tored by a biosensor array. The Osmetech Microbial Ana-
lyzer (OMA; Osmetech; London, UK) is an automated
headspace analyzer using arrays of organic conducting
polymers as sensors. The device samples the headspace
above the surface of the specimen and detects volatile
compounds with an array of up to 48 conducting polymer
sensors. Each polymer has unique adsorptive properties,
and, once adsorbed, the volatile components modulate the
conduction mechanism of the polymer resulting in rever-
sible changes in resistance (Fig. 8) (31). The signal is
measured as a percentage change of the original resistance
of the polymer. Multivariate data algorithms are used to
compare the responses and establish a diagnosis.

When 534 clinical urine samples were analyzed by the
OMA, 22.5% had significant bacteriuria (i.e., >105 cfu/ml),
resulting in a sensitivity of 84% and a specificity of 88%
relative to standard culture methods (32). Alhough less
than optimal, this device shows promise for automated,
rapid screening. The company’s second FDA approval for
detection of bacterial vaginosis was secured in January
2003. Clinical trials with more refined versions of the
instrument are in progress. Although electronic nose tech-
nology is still in its infancy, it clearly has the potential for
providing rapid, sensitive, and simultaneous detection of
different strains of bacteria.

FUTURE TRENDS IN MICROBIAL DETECTION SYSTEMS

In the development of the microbial detection systems
mentioned, researchers have begun to focus on building
integrated devices that combine a pre or post-processing
step such as PCR-based amplification, with post-derivati-
zation (fluorescent labeling) and detection. Microarray
technologies are being developed to overcome limitations
of sample volume and high throughput analysis. In the
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Figure 8. Osmetch Microbial Analyzer detection
technology (31).



near future, biomedical science can realize the integration
of all laboratory equipment used in molecular biology on a
chip-based platform arrayed to detect large numbers of
pathogens in a high throughput, portable device. Biological
Micro-Electro-Mechanical systems (BioMEMS), also
referred to as lab-on-a-chip and micro total analytical
systems (m-TAS), is an area rapidly advancing due to the
integration of micro and nanotechnology with biotechnol-
ogy. Current reviews for this technology are abundant in
the literature (33,34). Microfluidic-based devices have been
on the market since 1999, but much work is still underway
to build modular-type systems with complete integration of
sample collection, concentration, pre and post-processing
steps, separation, selective capture, viability detection,
lysing, and protein and DNA analysis. Development of
such systems in a high throughput fashion capable of
detecting and discriminating between hundreds of patho-
genic agents would impact not only medical diagnostics but
homeland security and public health, including home mon-
itoring, medicine, and veterinary diagnostics. As the field
moves toward lab-on-a-chip systems, cost, limited sample
throughput, ease-of-use, and limited waste production
(reagentless systems) will be considered in design strate-
gies. The second progression toward advanced microbial
detection systems will be the incorporation of nanotechnol-
ogy. Current nanotechnologies such as quantum dots,
nanoparticles, and synthetic nanopores are already being
incorporated into current chip-based diagnostic systems.
CellTracks technology (Immunicon Corporation, Hunting-
don Valley, PA) has developed magnetic nanoparticles
called ferrofluids, which consist of a magnetic core encom-
passed by a polymer coating tagged with antibodies for
whole cell and pathogen detection. Up-Converting Phos-
phor Technology (UPT), by OraSure Technologies, Inc.,
makes use of proprietary ceramic nanoparticles for DNA
detection. These particles have been shown to be a 1000
times more sensitive than fluorescent technologies.
Finally, a trend exists to build detection systems from
the bottom up rather than the top down. Small building
blocks such as protein motors are being designed to move
cargo including peptides and antibody fragments as a
method of patterning arrays. ‘‘Switchable’’ materials such
as poly-n-isopropylacrylamide (PNIPAM) are used to pat-
tern antibodies, capture proteins, and move fluids, repla-
cing mechanical components of BioMEMS systems.
PNIPAM has a thermally activated lower critical solubility
temperature (LCST) of 32 8C. At temperatures below the
LCST, the polymer swells in water to create a hydrophilic
surface that resists protein adsorption. Above the LCST,
the polymer collapses to form a hydrophobic surface that
promotes protein adsorption. Whether the bottom up
approach based solely on nanomaterials will hold in the
long run remains to be seen. However, it is clear that
nanotechnology that complements and extends current
MEMS detection methods will revolutionize the field of
medical diagnostics. Early examples of lab-on-a-chip tech-
nologies integrating nanotechnologies already exists,
which address the current limitations of detection systems.
The approach is toward development of portable micro-
systems that are reagentless; handle small sample size;
eliminate the need of labels and probes; are specific, sensi-

tive, and high throughput; perform multiple functions
from sample concentration to final detection; and are easy
to use.

Briefly, some of these technologies include cantilever
arrays, which operate by a slight bending of the cantilever
beam at the nanoscale level upon analyte binding. Proti-
veris, Inc. (Rockville, MD) is developing microcantilever
arrays for combined detection of DNA and protein. Capture
molecules are attached to the beams and, as samples moves
across the device, binding of a target molecule results in nm
bending of the beam. These devices can be integrated into
microfluidic systems, require no labels or reagents, and are
very sensitive and specific. Nanowires, nanoneedles, and
nanoelectrode arrays are additional technologies that can
detect multiple analytes simultaneously. Electronic sig-
nals can be averaged over thousands of electrodes elim-
inating the need for PCR amplification, and no reagents are
required. These devices are coated with selective molecular
recognition molecules and change in conductance occurs
during a binding/recognition event. Aside from integration
into lab-on-a-chip systems, these technologies have appli-
cations in in vivo medical diagnostics.

Over the next few years, nanotechnologies will continue
to evolve and become integrated into chip-based microsy-
tems for detection, diagnostics, and drug delivery. Later, in
perhaps 20– 30 years, the introduction of nanomachines for
in vivo diagnostics and treatment may well emerge, chan-
ging the current way of conducting medical and health-
care practice.

BIBLIOGRAPHY

1. Gannon JC. The Global Infectious Disease Threat and Its
Implications for the United States. [Online]. Federation of
American Scientists. http://www.fas.org/irp/threat/nie99-
17d.htm.

2. Fauci AS. Global Health: The United States Response to
Infectious Diseases, Testimony before the U.S. Senate Labor
and Human Resources Subcommittee on Public Health and
Safety. [Online]. National Institute of Allergy and Infectious
Diseases, National Institutes of Health. http://www3.niaid.-
nih.gov/about/directors/congress/1998/0303/default.htm.

3. Ivnitski D, Abdel-Hamid I, Atanasov P, Wilkins E. Biosensors
for detection of pathogenic bacteria. Biosens Bioelectron
1999;14:599–624.

4. Washington JA. Principles of Diagnosis. [Online]. University
of Texas Medical Brach. http://gsbs.utmb.edu/microbook/
ch010.htm.

5. Saiki RK, Gelfand DH, Stoffel S, Scharf SJ, Higuchi R, Horn
GT, Mullis KB, Erlich HA. Primer-directed enzymatic ampli-
fication of DNA with a thermostable DNA polymerase.
Science 1988;239:487–491.

6. Ou CY, Kwok S, Mitchell SW, Mack DH, Sninsky JJ, Krebs
JW, Feorino P, Warfield D, Schochetman G. DNA amplifica-
tion for direct detection of HIV-1 in DNA of peripheral-blood
mononuclear-cells. Science 1988;239:295–297.

7. Ou CY, Ciesielski CA, Myers G, Bandea CE, Luo CC, Korber
BTM, Mullins JI, Schochetman G, Berkelman RL, Economou
AN, Witte JJ, Furman LJ, Satten GA, Macinnes KA, Curran
JW, Jaffee HW. Molecular epidemiology of HIV transmission
in a dental practice. Science 1992;256:1165–1171.

8. Stuyver L, Van Geyt C, De Gendt S, Van Reybroeck G, Zoulim
F, Leroux-Roels G, Rossau R. Line probe assay for monitoring

382 MICROBIAL DETECTION SYSTEMS



drug resistance in hepatitis B virus-infected patients during
antiviral therapy. J Clin Microbiol 2000;38:702–707.

9. Stuyver L, Wyseur A, Vanarnhem W, Lunel F, Laurentpuig
P, Pawlotsky JMM, Kleter B, Bassit L, Nkengasong J, Van-
doorn LJ, Maertens G. Hepatitis C virus genotyping by
means of 50-UR/core line probe assays and molecular analysis
of untypeable samples. Virus Res 1995;38:137–157.

10. Roche Diagnostics - Roche Molecular Diagnostics - Products.
Automated PCR Systems. [Online]. Roche Molecular
Diagnostics. http://www.rochediagnostics. com/ba_rmd/
rmd_ products_automated_pcr_systems23.html.

11. Heid CA, Stevens J, Livak KJ, Williams PM. Real time
quantitative PCR. Genome Res 1996;6:986–994.

12. Cepheid – Products. (No date). GeneXpert Technology, Sys-
tem Overview. [Online]. Cepheid. http://www.cepheid.com/
Sites/cepheid/content.cfm?id¼164.

13. Jaffe RI, Lane JD, Bates CW. Real-time identification of
Psuedomonas aeruginosa direct from clinical samples using
a rapid extraction method and polymerase chain reaction
(PCR). J Clin Lab Analysis 2001;15:131–137.

14. Idaho Technology - R.A.P.I.D. Successes using the R.A.P.I.D.
[Online]. Idaho Technology. http://www.idahotechnology.-
com/rapid/success.htm.

15. NucliSens Key Technologies. (2005). bioMérieux – Clinical
Microbiology Products. [Online]. bioMérieux, Inc. http://
www.biomerieuxusa. com/clinical/nucleicacid/technology. htm.

16. NucliSens Reader. (2005). bioMérieux – Clinical Microbiology
Products. [Online]. bioMérieux, Inc. http://www.biomerieux-
usa.com/clinical/nucleicacid/reader.htm.

17. NucliSens EasyQ. (2005). bioMérieux – Clinical Microbiology
Products. [Online]. bioMérieux, Inc. http://www.biomerieux-
usa.com/clinical/nucleicacid/easyq/easyq_technology.htm.

18. DeBaar MP, Timmermans EC, Bakker M, Rooij E, van
Gemen B, Goudsmit J. One-tube real-time isothermal ampli-
fication assay to identify and distinguish human immunode-
ficiency virus type 1 subtypes A, B, and C and circulating
recombinant forms AE and AG. J Clin Microbiol
2001;39:1895–1902.

19. Lanciotti RS, Kerst AJ. Nucleic acid sequence-based ampli-
fication assays for rapid detection of West Nile and St. Louis
encephalitis viruses. J Clin Microbiol 2001;39:4506–4513.

20. Walker GT, Little MC, Nadeau JG, Shank DD. Isothermal in
vitro amplification of DNA by a restriction enzyme/DNA
polymerase system. Proc Natl Acad Sci USA 1992;89:392–
396.

21. Little MC, Andrews J, Moore R, Bustos S, Jones L, Embres C,
Durmowicz G, Harris J, Berger D, Yanson K, Rostkowski C,
Yursis D, Price J, Fort T, Walters A, Collis M, Llorin O, Wood
J, Failing F, O’Keefe C, Scrivens B, Pope B, Hansen T, Marino
K, Williams K, Boenisch M. Strand displacement amplifica-
tion and homogeneous real-time detection incorporated in a
second-generation DNA probe system, BDProbeTecET. Clin
Chem 1999;45:777–784.

22. Akduman D, Ehret M, Messina K, Ragsdale S, Judson FN.
Evaluation of a strand displacement amplification assay
(BD ProbeTec-SDA) for detection of Neisseria gonorrhoeae
in urine specimens. J Clin Microbiol 2002;40:281–
283.

23. RAPTOR. RAPTOR, Portable, Multianalyte Bioassay Sys-
tem. [Online]. Research International. http://www.resrch-
intl.com/raptor.html.

24. Bacillus anthracis. (June 2, 2003). Bacillus anthracis
(anthrax). [Online]. http://microbes.historique.net/anthracis.
html.

25. Donaldson KA, Kramer MF, Lim DV. A rapid detection
method for Vaccinia virus, the surrogate for smallpox virus.
Biosens Bioelectron 2004;20:322–327.

26. Franz DR, Jahrling PB, Friedlander AM, McClain DJ, Hoover
DL, Bryne WR, Pavlin JA, Christopher GW, Eitzer EM, Jr..
Clinical recognition and management of patients exposed to
biological warfare agents. JAMA 1997;278:399–411.

27. Nam J-M, Thaxton CS, Mirkin CA. Nanoparticle-based bio-
barcodes for the ultrasensitive detection of proteins. Science
2003;301:1884–1886.

28. Nam J-M, Stoeva SI, Mirkin CA. Bio-bar-code-based DNA
detection with PCR-like sensitivity. J Am Chem Soc
2004;126:5932–5933.

29. Ewalt KL, Haigis RW, Rooney R, Ackley D, Krihak M.
Detection of biological toxins on an active electronic micro-
chip. Anal Biochem 2001;289:162–172.

30. Yang JM, Bell J, Huang Y, Tirado M, Thomas D, Forster AH,
Haigis RW, Swanson PD, Wallace RB, Martinsons B, Krihak
M. An integrated, stacked microlaboratory for biological
agent detection with DNA and immunoassays. Biosens Bioe-
lectron 2002;17:605–618.

31. Osmetech. (2005). eNose Technology. [Online]. Osmetech.
http://www.osmetech.plc.uk/enose.htm.

32. Aathithan S, Plant JC, Chaudry AN, French GL. Diagnosis of
bacteriuria by detection of volatile organic compounds in
urine using an automated headspace analyzer with multiple
conducting polymer sensors. J Clin Microbiol 2001;39:2590–
2593.

33. Bashir R. BioMEMS: State-of-the-art in detection, opportu-
nities and prospects. Adv Drug Delivery Rev 2004;56:1565–
1586.

34. Lee SJ, Lee SY. Micro total analysis system (m-TAS) in
biotechnology. Appl Microbiol Biotechnol 2004;64:289–299.

See also COLORIMETRY; COMPUTER-ASSISTED DETECTION AND DIAGNOSIS;
COMPUTERS IN THE BIOMEDICAL LABORATORY; FLUORESCENCE MEASURE-

MENTS; SAFETY PROGRAM, HOSPITAL.

MICROBIOREACTORS

XIAOYUE ZHU

TOMMASO BERSANO-BEGEY

YOKO KAMOTANI

SHUICHI TAKAYAMA

University of Michigan
Ann Arbor, Michigan

INTRODUCTION

This article defines microbioreactors as micrometer scale
reaction vessels in which biological reactions are per-
formed. Whereas large-scale bioreactors mainly focus on
efficiently producing desired end products, microbioreac-
tors have additional targeted applications such as studying
cellular processes under simulated physiological microen-
vironments, and functioning as portable cellular biosen-
sors or implantable devices inside the body to restore tissue
functions. Increasing needs in developing personalized
cell-based therapies and medicines together with rapid
advances in micro- and nanotechnologies ensure that the
field of microbioreactors will continue to flourish. Although
most microbioreactors are still in their infancy, relatively
simple compared to their macroscopic counterparts, and
often not fully integrated or packaged into compact self-
contained platforms, they already have started to have an

MICROBIOREACTORS 383



impact in pharmaceutical, medical, clinical, and biological
fields (Fig. 1).

Microbioreactors enable low cost high throughput inves-
tigation of bioreactions in ways not possible with macro-
scopic bioreactors. For example, the development of a
biopharmaceutical requires extensive optimization pro-
cesses prior to scale-up for industrial manufacture: The
bacterial strain or mammalian cell that produces the high-
est yield of a particular product is constructed or identified;
cultural parameters (e.g., temperature, pH, oxygen con-
centration, and media composition) are systematically
evaluated to maximize cell growth and product formation;
the design of the reactors themselves are adjusted itera-
tively as the development process gradually scale-up from
benchtop to production scale. With microfabrication tech-
niques, hundreds and thousands of small reaction cham-
bers can be produced simultaneously and operated in
parallel allowing vast combinations of parameters to be
screened concurrently in short periods of times (Fig. 2a).
The consumption of reagents and resources are reduced
dramatically because for a given reaction chamber geome-
try, every 10-fold reduction in linear dimension would lead
to a 1000 time reduction in its volume.

To enhance the quality of information obtained from
cellular studies, rather than simply increasing throughput,
some microbioreactors are designed to simulate physiolo-
gical cellular microenvironments. Using microbioreactors
for studying cellular physiology makes intuitive sense
when one considers that much of the bioreactions within
living organisms occur at the microscale. For example,
capillary blood vessels, lung small airways, livers sinu-
soids, kidney nephrons, and reproductive tracts are all
networks of small sacs, ducts, and tubes. Cells in these
and other similar systems are constantly perfused with
nutrients and oxygen and exposed to shear stresses and
gradients of chemicals (1–3). Conventional in vitro cell
culture studies, such as culture dishes or 96 well plates,
often fail to present many of these dynamic physiological
parameters. Microbioreactors, however, can be designed to
simulate many such physical and chemical conditions that
cells experience inside the body. In the body, different

tissues and cell types also interact and communicate with
each other. Microbioreactors can be designed to network
multiple reaction chambers together to capture the com-
plexity of living organisms and used as animal and human
surrogates in pharmacokinetic and toxicology studies.
Microbioreactors can also work as cell-based biosensors,
where effects on cell behaviors serve as readouts for selec-
tive and sensitive detection (Fig. 2c).

Some microbioreactors aim to continuously produce and
deliver small quantities of biopharmaceuticals (e.g., insu-
lin for regulation of blood sugar) inside the body (Fig. 2e).
Implantable devices that continuously produce drugs
based on physiological demands would eliminate the need
for repeated injections and blood tests, and allow for deliv-
ery of stable, safe, and effective doses that resemble phy-
siological concentration profiles. Such devices contain cells
that use nutrients from the body to produce and secrete
drugs (4).

Besides cell-based microbioreactors, enzymatic micro-
bioreactors are also useful for detection and analysis.
Enzyme-linked immunosorbent assays (ELISA), for exam-
ple, are useful in high sensitivity detection and analysis of
a wide variety of proteins and chemicals related to pollu-
tion, disease, and basic biology. Microscale systems often
require shorter incubation time due to the short distances
that analytes and reagents have to diffuse. Microbioreac-
tors are also more portable and thus suitable for field and
point-of-care use.

The development, integration, and packaging of micro-
bioreactors present many challenges, as well as unique
opportunities. Because of scaling issues and fabrication
limitations, functional microscopic devices often require
totally new designs instead of simply ‘‘shrinking’’ their
macroscopic counterparts. Thus microscale pumps, valves,
and mixers not only look different from their macroscopic
counterparts, but may also operate with different mechan-
isms. Microscale sensors, another crucial component of
microbioreactors, is an active area of research that has
yielded a variety of useful systems based on optical, elec-
trochemical, ultrasonic, and mechanical detection
schemes. Although many microscale components have
been developed to date, functional microbioreactors that
integrate multiple pumping, valving, mixing, sensing, and
control features are still relatively uncommon. Microbior-
eactors generally have fewer components integrated into
their systems compared to their larger counterparts.

The organization of the remainder of this article is as
follows. First, the principles that govern microscale reac-
tions and microbioreactor operation are discussed. Second,
elements of microbioreactor components are described,
along with a brief description of the microfabrication pro-
cesses that can be used to create them. Finally, highlights
of state-of-the-art microbioreactors are given with focuses
on production optimization, clinical treatment, toxicology
testing, development of implantable systems, and basic cell
biology studies. Because of space limitations, this article is
representative rather than comprehensive. We also focus
mainly on cell-based bioreactors rather than enzyme-based
ones. Interested readers are referred to reviews on immo-
bilized microfluidic enzymatic reactors (5). We also exclude
important bioreactor categories that are not directly

384 MICROBIOREACTORS

Figure 1. What are bioreactors and microbioreactors? Part
(a) shows a generalized bioreactor application, feeding cells to
produce complex biomolecules for pharmaceutical applications.
Part (b) shows the main components of both bioreactors and
microbioreactors: a reaction chamber containing main reagents
and cells, sensors (for temperature, flow rate, pH, oxygen, glucose,
etc.), actuators (pumps, valves, heaters, mixers, filters), and
controllers to regulate actuators based on sensor readings.



related to medicine, such as those used for food testing,
plant cell culture, and wastewater treatment.

MICROBIOREACTOR DESIGN PRINCIPLES

Basic principles of bioreactor operations, such as thermo-
dynamics, kinetics, mass transfer, sterilization, and struc-

tural considerations, are similar for both macro- and
microbioreactors. The implementation of these principles
into actual practice, however, can differ greatly.

Scaling Effects

At first glance, development of microbioreactors may seem
to be a matter of simply shrinking macroscopic components
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Figure 2. Advantages and new applications of microbioreactors over large scale bioreactors:
(a) microscale parallel cell culture and testing in a microchip configuration can be used to test
and compare hundreds of conditions and parameters simultaneously, to optimize a reaction or
screen potential treatments. (b) Microdevices containing interconnected chambers and
microcultured cells from different tissues can be used to test drug effects on entire organisms,
taking into account systemic impact of organs such as liver on drug metabolism, possibly replacing
some stages of animal and human testing. (c) Microbioreactors can be used as detectors for bioactive
compounds (e.g., toxins, endocrine disruptors, drugs) or biodisruptive conditions (e.g., radiation)
with the advantage that all the steps of a test can be integrated in a single device that requires only
trace amounts of samples and reagents. Cell-based sensors may be able to detect unknown reagents
that affect living organisms. (d) Microfabrication can also provide microbioreactors with more
physiologically accurate microenvironments, thus making in vitro testing more reliable and closer to
in vivo conditions: for example, in actual tissues, each cell is held in its three-dimensional (3D) shape
by tension through connected cytoplasmic fibers (the cytoskeletons), and cells have many surface
interactions with other surface microfeatures and other cells. In contrast, in conventional cell
culture that cannot microfabricate these features, cells configuration, and environment conditions,
such as the amount of surface contacts, are drastically different. (e) Implantable devices containing
cells such as insulin-producing pancreatic islets can be used as an improved treatment that
continuously produce insulin based on the body’s minute-by-minute needs, eliminating the need
for periodical blood tests and consequent injections of insulin mass-produced in conventional
bioreactors.



into smaller ones. Directly downsizing systems and com-
ponents, however, compromise their functions. Operations
at microscales are often altered in unexpected ways com-
pared to those at macroscales because the relative impor-
tance of physical effects that determine the functions of the
microbioreactor components is size dependent. For exam-
ple, if the linear dimensions of an object are reduced
equally by a factor of 100, the surface area decreases by
a factor of 10,000, and the volume decreases by a factor of
1,000,000 (Fig. 3a). The resulting increase in surface/
volume ratio leads to prominence of surface effects such
as surface tension and viscous drag over gravity and
momentum. Thus, at the microscale, laminar flow, diffu-
sive mixing, and capillary forces dominate over turbulence,
convective mixing, and gravitational forces (Fig. 3c, d) (6).
Scaling laws affect almost every aspect of microbioreactor
operation. For example, it is more difficult to perform
turbulent mixing at the microscale compared to at the
macroscale (7–9), but more convenient to use electroosmo-
sis flow to transport fluid samples through microchannels
(10). More details of how scaling laws affect the design and
operation of the microbioreactor components are noted in
each section below.

Microbioreactor Operation Principles

The main challenge in bioreactor operation lies in its
dynamic nature. Optimal reaction conditions must be
maintained even as multiple parameters, such as
concentration of molecules, activity of enzymes, quantity
and quality of cells, and heat production are changing.
Understanding the reaction mechanisms is helpful for

optimizing reactor designs. It is also desirable to con-
stantly monitor and control reaction environments in
real time.

Mass And Heat Balance. In bioreactor processes, it is
common to assume steady state, that is, a balance of input,
output flow of materials, and thermal homeostasis. As
substrate input is converted into product, mass balances
need to be closely monitored and controlled. In many
enzymatic processes, for example, the reactions are rever-
sible or are inhibited by products. In such cases, it is
beneficial to favor the forward enzymatic reaction by keep-
ing the upstream reagent concentrations high and con-
stantly removing downstream products. This type of
balance can be achieved to different extents by fed-batch
systems or continuous flow systems that constantly replen-
ish and remove reactor contents. Even in so-called batch
reactors, where there is no flow of liquid in and out of the
reaction chamber, it is often crucial to aerate and maintain
sufficient levels of oxygen at all times.

As dimensions are diminished, the conductive resis-
tance at the channel wall/fluid interface decreases, and
temperature gradient increases, leading to a greater effi-
ciency of thermal conductivity (11). Because heat flux
scales with surface area while heat capacity scales with
volume, thermal time constants and heat flux scale linearly
with decreasing dimensions. The small thermal mass and
associated fast thermal response allows for quick tempera-
ture control. On the other hand, since the microsystems
can be heated and cooled quickly, it is difficult to maintain a
constant temperature; external temperatures must be set
at the desired temperature, or constant heating and cooling
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Figure 3. Microscale physics useful
for microbioreactors. (a) As dimens-
ions of devices scale down to micro-
scopic scales, surfaces and volumes
scale at different rate, so that smaller
devices have a much greater surface/
volume ratio. This change affects
many physical phenomena such as
capillary force (c) and produces
effects such as laminar flow (d),
which allows two liquids to flow
side by side with minimal turbulent
mixing. These microscale pheno-
mena can be useful for micro-
bioreactor opera tion. For example,
capillary force can be used to pump
liquid through microchannels, and
laminar flows can be used to
selectively deliver different re-
agents to different parts of single
cells. (b) Microfabrication can
further increase the surface/volume
ratio, in a biomimetic manner, by
creating microporous structures.
This is useful since many biological
reactions occur on surfaces.



of the microbioreactor will be required to avoid fluctua-
tions.

A phenomenon that may not impact macroscopic bior-
eactors considerably, but has a significant effect on micro-
bioreactors, is evaporation. Unless carefully monitored,
evaporation will greatly affect reactant concentrations
and osmolarity because of the small volume that a micro-
bioreactor can hold.

A variety of mathematical models have been developed
to analyze and control bioreactor thermodynamics and
stoichiometry. Interested readers are referred to existing
texts on the topic (12). For example, Roels (13,14) devel-
oped correlations to estimate some of the important ther-
modynamic parameters to predict yields, substrate and
oxygen requirements, and heat dissipation for cellular
reactions.

Reaction Kinetics. Bioreaction kinetics depends criti-
cally on temperature, pH, dissolved oxygen concentrations,
and presence of inhibitors or enhancers. Oxygen fluctua-
tion affects the metabolic and signaling pathways of cells.
For bacterial bioreactors, the main concern is often to
achieve a high enough oxygen transfer rate to match the
oxygen uptake rate and maintain sufficiently high dis-
solved oxygen concentrations. For mammalian cell cul-
tures, it is necessary to maintain an appropriate
dissolved oxygen concentration. In expansion of stem cells,
for example, lower oxygen concentrations that mimic phy-
siological values gives higher yields and purity of cells
(15,16). Microbioreactors present unique challenges and
opportunities in terms of oxygen transfer. Microbial and
eukaryotic cell cultures require constant replenishment of
dissolved oxygen into the medium because of the low
solubility of oxygen in aqueous solutions (8 mg/L�1 at
35 8C in distilled water) (17). For larger bioreactors, bub-
bling oxygen or passing ambient gas through the cell
culture suspension are commonly used (18). Microscale
gas formation is more challenging, but has been demon-
strated elegantly using electrolysis by Maharbiz et al. (19)
(see Components section for details). For microbioreactors
with submilliliter volumes, bubbles are generally avoided
because they can clog channels and are difficult to dislodge
from microchannel walls. For such systems, it is common to
use a gas-permeable membrane to oxygenate the culture
medium (20,21). The large surface/volume ratio of
microdevices provides an advantage for such membrane-
based oxygen transfer processes. Poly(dimethylsiloxane)
(PDMS), a biocompatible polymer material commonly used
for microdevice fabrication, is particularly advantageous in
this regards due to its high permeability to oxygen.

Enzyme performance and cell growth and function are
particularly sensitive to pH changes. When the reaction is
not within the optimal pH range, the reaction rate declines
dramatically (12). Substrates, products, or contaminants
can reversibly or irreversibly affect enzyme activity. Sur-
face interactions can also alter the kinetics of enzyme
reactions, stability of enzymes (22), as well as growth
and function of cells (23). Precisely dispensing nano- or
picoliters of acids and bases into the tiny reaction chamber
to adjust pH is technically challenging. Furthermore,
because it is difficult to perform convective mixing in

microbioreactors, there may be local variations in the pH
and in the reaction kinetics.

Mechanical Considerations. When microbioreactors are
coupled with microfluidic systems, cells are subjected to
shear stresses. For a given maximum flow velocity, smaller
channels will give rise to larger shear stresses (1).
Although excess forces can damage cells, moderate shear
stresses on genetically engineered cells have actually
enhanced the production yield of recombinant proteins
(24). Cells in the body are also often exposed to stretching
and/or compression. These forces are critical factors that
regulate function of cells in muscles, hearts, blood vessels,
lungs, and other tissues (25,26). For example, shear stress
regulates morphology, gene expression and function of
endothelial cells, the monolayers of cells lining the inside
of blood vessels (27–30). Shear stress is physiologically
important for maintaining vascular homeostasis (31), rege-
nerate bone and healing fractures (32), differentiate
embryonic stem cells into cardiovascular fate, leukocytes
rolling and tethering to endothelial cells (33). Nuclear
factor-kb (NF-kb), for example, has been identified as a
shear stress- responsive transcription factor that enhances
the transcription of many genes including cytokines,
growth factors, adhesion molecules, and immunoreceptors
in response to shear stress (34).

Some of the biochemical and structural responses of
cells to stretch include enhanced expression of endothelin
(35), nitric oxide (36), and integrin (37) in vascular
endothelial cells, and increased extracellular matrix pro-
duction in cardiac fibroblasts (38) and in smooth muscle
cells (39). Mechanical loading influence cellular functions
in vitro, including proliferation (40,41), differentiation
(42), hypertrophy (40,43), alignment (41,44), G protein
activation, second messenger activity (45), and gene
expression (43,46).

Cells in the body are constantly subjected to physical
forces, such as cyclic mechanical deformation involving
tension, compression, shear stress, or all three. Cell pro-
liferation, differentiation, migration, signal transduction,
and gene expression are all affected by such mechanical
forces (47). Although it is largely unknown how mechanical
stimuli are converted into intracellular signals of gene
expression (48), there are many efforts to recreate physio-
logical mechanical signals in vitro, either in the form of
shear stresses from fluid flow, hydrodynamic pressures, or
mechanical stresses applied to cells through the sub-
strates. An ideal microbioreactor would provide optimal
biomechanical and biodynamic stimuli for cell and tissue
growth.

Material Considerations. The material used to fabricate
the reaction chambers is crucial because they directly
contact cells, enzymes, and products of bioreactors. Some-
times, it is also necessary to mimic physiological cellular
environments (Fig. 2d) by altering the properties of the
chamber surface to resemble that of the extracellular
matrix (ECM). Proteins or enzymes can be immobilized
onto surfaces to manipulate cell growth. Topographical
features can also be incorporated to further mimic the
ECM environment.
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Surface Chemistry. As the size of devices decreases, their
surface/volume ratio increases, making surface properties
increasingly important in defining the performances of
smaller bioreactors because cell function is intimately
linked to the properties of the surfaces to which cells
attach. Depending on the application, it is necessary to
promote specific adsorption of proteins that mediate cell
attachment and growth onto surfaces, or to prevent adsorp-
tion of proteins and cells. Because cellular receptors that
bind to surfaces are nanoscale in size, it is also important to
be able to pattern adhesive surfaces with resolutions from
microns to nanometers (2,49–51). Surface properties are
also important for enzyme-based microbioreactors because
surface properties alter enzyme activity and stability.
Enzymes are commonly immobilized through physical
adsorption or covalent binding onto high surface area
materials, such as carbon, silica, and polymers. Use of
immobilized enzymes is often favored over free enzymes
because of reduction in enzyme costs, ease of recovery,
stability, and ability to be incorporated into microsystems.
Ratner’s recent review covers important topics including
surface modification of materials to prevent nonspecific
protein adsorption, immobilizing functional groups on sur-
face, and development of synthetic materials (52).

A useful model surface for studying biomaterials inter-
actions is a self-assembled monolayer (SAM). Often formed
on gold using alkane thiols, SAMS are highly ordered
arrays of linear molecules that have one end attached to
the surface of gold or other bulk materials and the other
end exposed to the environment. A useful feature of SAMs
is that their surface properties are determined predomi-
nantly by the very terminal functional group. By altering
the nature of these terminal groups, SAMs can prevent
protein and cell attachment or promote binding of specific
ones (53). Other types of systems that are useful for con-
trolling protein adsorption include covalent bonding, via
silanes, to silica or metal. Micropatterns of biopolymers can
also be generated using photolithography, which uses pat-
terns of light to induce region-selective chemical reactions
on a surface. A more recent technique is microcontact
printing, which involves transfer of small molecules or
proteins onto solid substrates from an elastomeric stamp
(53). Microfluidic networks have also been used for protein
patterning: elastomers with embedded channel features
are used to direct small volumes of protein solutions into
networks of channels to create protein patterns corre-
sponding to the path of fluid flow (54–56). Surface pat-
terned microfluidic channels can then be used directly as
microbioreactors in which micropatterned cell culture can
be performed.

Topography Control. Living organisms are not flat. The
endothelial lining of blood vessels, for example, exhibit an
irregular wave-like topography to prevent build-up of fatty
deposits (57). Endothelial monolayers have been modeled
as a wavy surface by computational methods to estimate
the influence of the waviness on local flow forces (58).
Muscle fibers form microscale ridges and grooves onto
which myoblasts can attach and proliferate (59). Micro-
fabricated topographical features, regardless of whether
they mimic physiological microtopographies or not, can be

used in microbioreactors to modulate adhesion, align or
orient cells, and even affect cell growth and differentiation.
Examples of topographical features that have been studied
include single cliffs, grooves/ridges, spikes, hills, tunnels
and tubes, fibers, cylinders, mesh, waves, and random
roughness. Materials used for topographical controls
include gold, silicon, carbon, inorganic compounds, such
as silica, lithium niobate, silicon nitride, and polymers,
such as polymethylmethacrylate, silicones, cellulose acet-
ate, collagen, fibrin, and PDMS (51). Microtopography can
also affect surface wetting and fluidic flow patterns. Even
for a simple groove structure, variations of the aspect ratio
and contact angle of the underlying substrate materials
can dramatically alter the morphology of liquid droplets
contacting the surface (60).

Sterilization. Similar to larger scale bioreactors, micro-
bioreactors and their solutions and gases can be sterilized
using heat, chemicals, radiation, or through the filtration
of agents. The small reaction volumes of microbioreactors
provide an advantage in terms of sterilization, because for
a given concentration, the total number of cells, spores, or
other contaminants depends on the volume. Then, assum-
ing that the ‘‘death rate’’ of the contaminant is independent
of reactor size or contaminant numbers, the sterilization
time needed to extinct the contaminants will decrease with
decreasing reactor size. In this respect, microbioreactors
are more time efficient in batch sterilization than macro-
scopic ones. Ultraviolet (UV) sterilization is particularly
convenient for transparent microbioreactors, such as those
fabricated in PDMS. When pH sensors or dissolved oxygen
sensors are packaged into the microbioreactor, autoclave
and UV radiation may not be feasible, and alternative
methods may need to be used. Flowing 70% ethanol
through the chambers/channels and subsequently drying
is also sufficient for many microbioreactor applications.

Other Considerations. Phototrophic microorganisms
consume light energy to survive; they can grow in simple
and inexpensive nutrient media. The light requirements
of phototrophic microorganisms, however, impose other
significant constraints on photobioreactor designs (61).
These constraints are due to an exponential attenuation
of the light flow passing through an optically absorbing
medium. Microbioreactors, given their large surface/
volume ratios, are promising for photobioreactor applica-
tions. Cultivation of phototrophic microorganisms in opti-
mized photobioreactors would increase the product yield
several folds by maintaining the culture under appropri-
ate conditions.

Ultrasound irradiation can change both the structure
and function of biologic molecules such as proteins and
deoxyribonucleic acid (DNA) (62). At mild intensity, ultra-
sound irradiation can increase the activity of free enzymes
(63). For example, significant enhancement of reaction rate
can be achieved when exposing subtilisin power to ultra-
sound irradiation (64). Low energy ultrasound wave irra-
diation can also optimize the efficiency in ethanol
production by yeast from mixed office waste paper in
bioreactors (65). A variety of microscale ultrasound
systems have been reported. Advanced microbioreactor
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systems with ultrasound components may be developed to
make bioreactors more efficient.

MICROBIOREACTOR COMPONENTS

Components For Heat Transfer

External heating elements can be incorporated into micro-
bioreactors to control temperatures. External controls of
temperature include the use of standard cell culture incu-
bators that can accommodate the whole microbioreactor
(66), heating tapes, and water-to-water heat exchangers
(67). Internal, embedded heaters can be comprised of
materials such as thin platinum films (68) or optically
transparent indium–tin oxide (ITO) (69). Temperature
measurements can also be made on chip using metallic,
semiconducting, or optical materials.

An important application where heaters are crucial and
microbioreactors have an advantage is the polymerase
chain reaction (PCR), a temperature-controlled and
enzyme-mediated DNA amplification technology (70). Poly-
merase chain reaction requires multiple cycles of high, low,
and medium temperatures to separate DNA strands,
anneal the primer to the template DNA, and make com-
plementary copies of the template DNA. Since microsys-
tems usually have high heat conductivity and low heat
capacity, the time for raising and lowering the temperature
is shortened and time will be saved when cyclic tempera-
ture fluctuations during the PCR reaction is necessary.
Northrup et al. (71) integrated microfabricated polysilicon
heaters into a micromachined silicon reaction chamber.
Schneegass et al. (68) used a thermocycler chip with inte-
grated thin platinum film heaters and sensors for tempera-
ture. Kopp et al. (72) used external copper blocks and
heating cartridges with the surface temperature monitored
by a platinum thin-film resistor. Burns and co-workers (73)
developed a very simple and elegant PCR device that
utilizes Rayleigh–Benard convection—a steady, buoy-
ancy-driven circulatory flow that occurs between two sur-
faces, one on top and one on the bottom, maintained at two
fixed temperatures—to perform temperature cycling.

Components For Aeration

Electrolytic gas generation provides a compact, scalable
approach for gas delivery to microbioreactors (19). In brief,
a pair of interdigitated Ti/Pt electrodes hydrolyzes electro-
lyte to generate oxygen gases at the narrow end of a
gradually widened hydrophilic microchannel. The oxygen
bubbles move along the conical microchannels and transfer
into culture medium because of the positive pressure built
up during gas generation and the different surface tension
forces at the front and back of the bubbles formed in the
gradually widening channel. The rate of oxygen generation
can be precisely controlled by pulse width modulation of
the electrode potential.

The smaller the bioreactor, the more crucial it is to avoid
bubble formation to prevent blockage of microchannels.
For such systems, it is advantageous to use gas permeable
membranes that allow diffusion of gases through it without
introduction of bubbles. Because the surface/volume ratio

is large in microsystems, oxygen transfer through gas-
permeable membranes is often sufficient to ensure ade-
quate oxygenation for biomass production. A straight-
forward method to fabricate gas-permeable membranes
is to spincoat PDMS prepolymer onto silanized silicon
wafers, cure and harden to generate a thin membrane,
then peel it off (20,21).

Components For Fluid Control

Valves. Valves can be categorized into active and
passive valves. A passive valve is a flow-dependent obstruc-
tion that functions without any external actuation. Passive
valves are mostly unidirectional. In an active valve, fluid
flow is directed by active actuation (74). The advantage
that active valves have over passive valves is the degree of
control one has over the timing, rate, and direction of fluid
flow. This type of control is necessary to make real-time
adjustments and for feedback control of microbioreactors.
Although a large variety of valves have been reported, it is
still a challenge to integrate multiple valves into a func-
tional bioreactor system. Difficulties arise because many
valves are incompatible with other components to be inte-
grated, or because the valves require large external sys-
tems for actuation.

Passive valves have been used for restricting flow to
one direction, removing air from liquid, or making flows
stop at select channel regions. Although the level of
control is lower compared to active valves, passive valves
have the advantages of having few or no moving parts, less
complexity, easy fabrication, and less chance to break due
to fatigue (75). Recent approaches for passive control
valves involve the use of hydrophobic materials, surface
patterning, and changing channel fluid resistance (by
changing channel geometry) (11). Passively moving micro-
piston valves have also been fabricated in situ inside
microchannels using laser polymerization of a nonstick
polymer (76).

Most conventional active microvalves couple a flexible
diaphragm (77,78) to, thermopneumatic (79), piezoelectric
(80), electrostatic, electromagnetic (81), bimetallic, or
other types of actuators. The scaling of these actuation
forces to the microscale, however, is often unfavorable and
requires macroscale external actuators for operation. An
interesting alternative to active valves is the use of auton-
omously regulated valves made of hydrogels that swell in
response to pH or other specific chemical or thermal
environment (11,82). The volume changes of the hydrogel
can valve or obstruct fluid flow directly, or indirectly,
through deformation of a thin PDMS membrane. The
PDMS, when deformed, partially occludes an orifice to
regulate the feedback stream of compensating buffer solu-
tion (17). By altering their chemistry, hydrogels can also
valve in response to the changes of temperature, light,
electric fields, carbohydrates, or antigens. Ehrick et al.
(83) incorporated genetically engineered proteins within
hydrogels that swell in response to various ligands as
potential valves for microfluidic channels. Other types
of valves include the use of commercially available Braille
displays (84) or a pneumatic valve system to deform flex-
ible microchannels (85).
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Pumps. A micropump should ideally be able to pump a
wide range of fluids and gases, be self-priming, and be pro-
grammable. Ideal micropumps are still lacking; thus, many
microfluidic applications use macroscopic pumps, such as
syringe pumps. Micropumps can be classified into two main
types: mechanical pumps and nonmechanical pumps (71).
Mechanical pumps use electromagnetic, piezoelectric,
pneumatic, shape memory, electrostatic, thermopneu-
matic, or thermomechanic components to deliver fluid.
Mechanical pumps provide higher control over average
flow rates, but the flow is often pulsed and the fabrication
relatively complex (53,85). Many types of nonmechanical
micropumps have also been successfully developed. The
flow from nonmechanical pumps is usually pulse-free with
a wide range of flow rates at low pressures and the fabrica-
tion is often less complex compared to mechanical pumps.
An electrokinetic pump that utilizes an electric field for
pumping conductive fluids by electrophoresis or electroos-
motic flow (EOF) is the most common method to control
flow in microfluidic systems (71). Electrokinetic pumps
have the advantages of direct control, fast response, and
simplicity. However, the substrate material, joule heating
effect, and microchannel charge have to be considered.
Other types of nonmechanical pumps include electrohy-
drodynamic pumps that use electrostatic forces acting on
dielectric fluids, phase-transfer pumps that use pressure
gradient between gas and liquid phases, electrowetting
fluid actuation systems that use interfacial forces, electro-
chemical pumps that use the pressure of gas bubbles
generated by electrolysis of water (71), magnetohydrody-
namic pumps (86), capillary force, gravity-driven pumps
(87), pneumatic pumps (85), and pumps that use action
of piezoelectric pin arrays in refreshable Braille displays
(84).

Multiple Laminar Streams. For most flows in small chan-
nels, viscous forces dominate; thus flow is laminar and
lacks turbulence. When two or more streams pass through
microchannels, they flow in parallel as if they are sepa-
rated by physical boundaries. Laminar flow is a challenge
for mixing, but a useful phenomenon for microscale fluid
patterning (Fig. 3d) (55,88). By taking advantage of diffu-
sive mixing (but not turbulent mixing) and laminar flows,
spatiotemporally defined gradients can be generated and
have been used to study chemotaxis (89,90). Multiple
laminar flows have also been used for developing micro-
fluidic assay systems [i.e., T-sensor (91)], and studying
subcellular processes when the interfaces of the laminar
streams are positioned over a single cell (92).

Mixers. Mixing is challenging in microfluidic systems
because laminar flows preclude turbulent mixing (Fig. 3d).
Microscale mixers, therefore, generally use elongational
flows or laminar shears to increase interfacial areas
between different fluids and mixing by diffusion. Distribu-
tive mixing physically splits the fluid streams into smaller
segments and redistributes them to reduce the striation
thickness. Passive and active mixers have been developed
for microfluidic systems, including laminating mixers (93),
rotary mixers (94), mixing based on out of phase forward
and backward pumping of different liquids (84), plume

mixers (nozzle arrays), chaotic advection mixers (9,95),
movement of liquid plugs (96), and an electroosmotically
driven micromixer that uses multiple intersecting chan-
nels to enhance lateral transport (97). Thorough reviews on
micromixers have been given by Hessel et al. (98) and
Nguyen and Wu (99).

Components For Mechanical Stimulation

Shear. Methods commonly used to impart shear stress
on cells include cone viscometers, parallel plates, and
capillary tube flow chambers (100,101). Gradients of shear
stress can also be generated in a curved D-shape micro-
channel (102). Flow-induced cytoskeleton rearrangements
were shown to depend on the geometry of the channel
(D-shape channel versus flat surfaces, representing experi-
ence in microcirculation and large veins, respectively) and
the presence of inflammatory drugs (103).

Stretch. When subjecting cultured cells to mechanical
stretch, proper design and application of a strain device are
required to provide a well-defined and reproducible strain
field to study mechanotransduction. Information from such
in vitro models, which facilitate systematic variations in
mechanical conditions and allow rapid analyses, would
yield tremendous insights into mechanical parameters
that may be important in vivo (104). Biaxial cell strain
devices have been used to strain lung cells (105,106) by
repeated mechanical deformations of a membrane on
which cells are attached. Strain could also be applied using
a magnetic force (107), or via uniaxial cyclical stretch (108).

Components For Separation And Purification

Lysing. Cell contents are separated from their sur-
rounding environment by a cell membrane. The membrane
and an underlying cytoskeletal network provide mechan-
ical strength to the cell and preserve its integrity. The first
step in many analyses or isolation of cell contents is to
disrupt the cell membrane. There are a variety of mechan-
ical (homogenization, milling, ultrasonic disruption, and
blenders) and nonmechanical (detergent, organic solvent,
osmotic shock, enzymatic permeabilization, electrical
discharge, heating, and pressure cycling) methods for dis-
rupting cell membranes on the macroscopic scale. Demon-
stration of cell lysis on the microscopic scale inside
microfluidic devices, however, has mostly been with non-
mechanical methods that use detergents (96,109), electri-
cal discharges, or lasers (110). Miniaturized cell
electrolysis devices can work with small amounts of cells
and reduce the amount of purification compared to other
protocols (111,112). For example, Waters et al. (113) devel-
oped a microchip that is capable of performing Escherichia
coli lysis, PCR amplification, and eletrophoretic analysis
on a single device.

Separation. Cell separation techniques are funda-
mental to clinical diagnosis, therapy, and biotechnological
production (114). For example, it is crucial to have
purified cells before proliferation and production of
cellular products. Current approaches include optical
tweezers (115), centrifugation (116,117), filtration

390 MICROBIOREACTORS



(109,116,118), fluorescence-based cell sorting (FACS)
(119,120) or magnetically activated cell sorting (MACS)
(121), electric field-based manipulations and separations
(114,122–124), and cell-motility based sorting (125,126).
Microtechnology opens new opportunities in cell and bio-
molecule sorting that take advantage of laminar flow
behaviors (125), electrical field properties (127), or other
microscale phenomena. It also provides the opportunity to
combine multiple modes of separation into an integrated
system. Researchers have used physiological fluid mechan-
ical phenomenon observed in blood microcirculation
(plasma skimming and leukocyte margination) to filter
leukocytes from whole blood (128). Petersson et al. (129)
combined acoustic wave forces and laminar flow to con-
tinuously sort erythrocytes from lipid particles in the whole
blood. Because these two components were different in
density and responsiveness to pressure, erythrocytes were
enriched at the pressure node (along the center of the
channel) and lipid particles were gathered at the pressure
antinodes (along the side walls). Finally, the erythrocytes
and lipid microemboli separated into different branches at
the end of the main channel. Because of the variety of
different properties by which cells of interest need to be
sorted, it is important to develop multiple modes of cell
sorting. Reviews about microfluidic cell analysis and sort-
ing devices can be found elsewhere (130,131).

Filtration. Microfabrication techniques have been
developed to integrate filters and membranes inside micro-
bioreactors. Zhao et al. (132) and Hisamoto et al. (133)
successfully produced semipermeable nylon membranes
inside microfluidic channels, by taking advantage of lami-
nar flow so that a polymerization reaction would occur at
the liquid interface of the two flows and produce a thin
membrane in predetermined areas of a microfluidic device.

Components For Monitoring And Control

A key requirement for microbioreactors is the ability to
measure parameters, such as temperature, dissolved oxy-
gen, pH, and flow rate. For systems involving cells, mass
balances are even more complex than with enzyme bior-
eactors because of the larger number of products and
byproducts produced and the complex responses of cells
to the changes in material concentrations. In small
volumes, it is difficult or impossible to use standard,
macroscopic, industrial probes. Miniaturized sensors must
be developed (17). Sensors that do not consume the ana-
lytes are also preferred to avoid depletion and also because
sample extraction is hard to achieve in closed and compact
microsystems without disrupting the devices.

Optical, electrochemical, and thin-film solid-state con-
ductivity are the three main categories of microsensing
schemes. Many of the most useful microdetection schemes
are based on optical measurements such as fluorescence
intensity (134), fluorescence lifetime, chemiluminescence
(135), and bioluminescence (136). Optical sensing is con-
venient because molecular or nanoscale ‘‘sensors’’ are sim-
ple to introduce inside microchannels and readout can be
detected from a distance without direct external contacts.
In addition, many optical probes can sense without con-

suming oxygen or perturbing pH. Nonperturbing sensors
are important for maintaining a constant microenviron-
ment because the quantities of chemicals are small in
microbioreactors. Bioluminescence and chemilumines-
cence are sensitive with the detection limits down to
10�18–10�21 mol, which offers great advantage over other
spectroscopic-based detection mechanisms. Laser-induced
fluorescence detections in microsystems have been
reviewed by Johnson and Landers (137). Other optical
detection methods for microfluidic systems have been
reviewed by Mogensen et al. (138).

Sol–gel-based probes encapsulated by biologically loca-
lized embedding (PEBBLEs) allow real-time measurement
of molecular oxygen, pH, and ions inside and around living
cells (139). Kostov et al. (17) used an optical sensing system
integrated with semiconductor light sources and detectors
to perform continuous measurements of pH, optical den-
sity, and dissolved oxygen in miniature bioreactors. A
drawback of optical sensing is the need for light sources,
lenses for focusing, and detectors, which are more challen-
ging to miniaturize compared to the sensor probes them-
selves. A useful solution is to use optical fiber-based
systems, which allows decoupling of the probes from the
light sources and detectors, and enables detection at sites
inaccessible by conventional spectroscopic sensors (140).
Compared with silicon micromachining techniques, the
fabrication and integration of polymeric optical elements
(waveguides, lenses and fiber-to-waveguide couplers) with
microfluidic channels are fast and simple (141). An oxygen-
sensitive fluorescent dye has been developed to monitor
dissolved oxygen levels in a system. This provides advan-
tages over electrochemically based sensors [for a review,
see Ref. 142] due to their size, ease of fabrication, and
sensitivity (141).

Electronic microsensor is another category that con-
tains a large number of useful biochemical detectors
(143). Electronic microsensors usually require direct hard
wiring of sensors to a readout system but can be easier to
multiplex and are often smaller overall compared to optical
systems. For example, Walther et al. (144) integrated a pH-
ISFET (ion-sensitive field-effect transistor), a tempera-
ture-sensitive diode, and a thin-film platinum redox elec-
trode on a single chip. The chip is mounted on a carrier and
inserted into the chamber to monitor various biological
parameters such as pH and redox potential. Brown and co-
workers developed polymer membrane-based solid-state
sensors to measure pH, and ions (145).

Microfabricated ultrasensitive nanocalorimeters can
measure heat generation to monitor cell metabolic activity
in response to agonist and antagonist using as few as 10
cells and without prior knowledge of the mode of action of
these drugs. This measurement is noninvasive and quan-
titative and is envisioned to be useful for pharmaceutical
companies to find drug candidate (146).

Li et al. (147) developed a microfabricated acoustic wave
sensor to measure the stiffness of a single cell. This sensor
is promising for drug screening and toxicology studies. For
example, the acoustic wave sensor is envisioned to measure
the rigidity of a heart cell to distinguish the effect of
positive and negative ionotropic drugs. Positive ionotropic
drugs are useful for treating congestive heart failure and
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negative ionotrpic drugs for hypertension. The acoustic
wave sensor is also interesting for single cell muscle phy-
siology.

Cells themselves can be used to sense and amplify
biological signals. Several groups have developed hista-
mine sensors by integrating cells on microfluidic devices
(148,149). This chip-based detector caters to the need for a
simple, rapid, and safe method for allergy identification.
Cells can be engineered to have a variety of biological
recognition events coupled to reporter genes to specifically
sense analytes of interest (150).

Some new exciting prospects for future biosensors are
in the area of nanotechnology. For example, quantum dots
(151) and nanoscale PEBBLES (139) are extending the
limits of sensitivity, stability, biocompatibility, and flex-
ibility in optical sensing. Quantum dots are small semi-
conductor nanocrystals (on the order of nanometers to a
few micrometers). Fluorescent quantum dots are able to
detect biological species by fluorescing only when coming
in contact with viable cells, making them useful probes for
many types of labeling studies. These quantum dots are
photobleached very slowly and can be manufactured to
emit a wide range of wavelengths. They can be used in cell
biology for the labeling of cellular structures, tracking the
fate of individual cells, or as contrast agents (152). Nano-
wire-based sensors with their small size and higher sen-
sitivity would also be ideal for integration into
microbioreactors (153). Many microsensors have been
developed and are ready for integration into microbior-
eactors.

Fabrication

A variety of methods and types of substrates are available
for microfabrication. The most traditional and widely used
method of microfabrication is photolithography. Originally
developed for the microelectronics industry, photolithogra-
phy is precise, highly reproducible, and capable of mass
production. Photolithography uses patterns of UV light
coming through a photomask to area-selectively induce
chemical reactions in a polymeric, light-sensitive photo-
resist coated onto a semiconductor substrate. During devel-
opment, the light exposed regions of the photoresist are
selectively removed or selectively left behind generating
micropatterned photoresist structure. The exposed areas of
the substrate are then chemically etched to provide fea-
tures of various depths and shapes.

Due to the high equipment costs involved in photolitho-
graphy and because silicon and glass substrates used in
electronic and mechanical devices are not necessarily the
best materials for biological applications, alternative types
of microfabrication have been developed. A cost-effective
and experimentally straightforward method called soft
lithography has been particularly useful for biological
applications (2,53). Soft lithography uses elastomeric
materials, such as PDMS to create microstructures, and
to pattern and manipulate surfaces. The process involves
casting PDMS against a photolithographically defined
master mold to yield a polymeric replica. The PDMS replica
is then sealed against another material to form channels
and reservoirs. Alternatively, the replica can be used in a

technique called microcontact printing, where the PDMS
mold is used as a stamp to transfer protein or molecular ink
to a substrate. The PDMS has several properties, which
make it useful for biological applications: (1) biocompat-
ibility allows cell culture on and inside PDMS structures,
(2) optical transparency allows optical inspection and sen-
sing, (3) gas permeability allows long-term growth of cells
without depletion of oxygen, (4) flexibility allows cell cul-
tured on PDMS to be mechanically stretched (2,50,53).

Other polymer based microfabrication techniques
include hot embossing, injection molding, and laser abla-
tion. A hot embossing technique called nano-imprint litho-
graphy developed by Chou et al. (154) has the ability to
fabricate sub-10 nm nanometer features. This process
creates nanostructures in a resist by deforming the resist
shape with embossing (155). Moriguchi et al. (156) devel-
oped a unique photothermal microfabrication technique,
where agar microchamber arrays with living cells inside
them can be remolded in situ during cell cultivation.

Integration

The development of a microbioreactor requires assembling
multiple functional units (for electronic, mechanical, bio-
logical, and chemical processing) into a compact device.
Integration and packaging poses a whole new challenge on
top of the challenges to develop individual components.
With macroscopic bioreactors, it is relatively straightfor-
ward to connect different components together with little
or no worries of space organization. As one scales down,
the placement of components must be performed strate-
gically as the room around the reactor chamber decreases
dramatically (because volume scales as length cubed, a 10
time reduction in linear dimensions, e.g., will lead to a
1000 time reduction in the available space). There are also
technical challenges to fabricate microscale fittings and
connectors, or to join two components via connectors even
if they could be fabricated. A variety of processes used to
build integrated circuits and microelectromechanical sys-
tems have played a major role in fabricating integrated
microfluidic systems and microbioreactors. These
technologies, known collectively as micromachinging,
selectively etch away or deposit structural layers on sili-
cone wafers.

Recent efforts to reduce costs, enhance material biocom-
patibility, and needs for diverse chemical and mechanical
properties have also led to the use of a wide variety of
polymeric materials in microfabricated devices. Integration,
unless planned carefully, can lead to material incompat-
ibilities in fabrication or operation. Notable accomplish-
ments of integrated microfluidic systems include
DNA analysis chips (78,157), pneumatically driven micro-
fluidic cell sorters and protein recrystallization chips
(77,119,158,159), portable cell-based biosensor systems
(160), microfermentors with integrated sensors (17,20,21),
and a computerized microfluidic cell culture system actu-
ated using the pins of a refreshable Braille display (84).
Integrating fluid control components for cell-culture micro-
bioreactors is rapidly progressing, but still underdeve-
loped. Interested readers are referred to recent review
articles on integrated microfluidic devices (161).
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SPECIFIC EXAMPLES OF MICROBIOREACTORS

This section presents select examples of microbioreactors.
The examples are not exhaustive, but are meant to show
representative examples in each of the following four cate-
gories: (1) microbioreactors that are used to optimize bio-
production, (2) microbioreactors that provide cells with
physiological microenvironments to more accurately pre-
dict physiological drug kinetics and toxicity, (3) microbior-
eactors that are used to develop cell-based therapies, and
(4) microbioreactors for mechanistic studies. Because the
field is still young, the devices are relatively simple and
many are still prototypes rather than refined products
ready for real world applications. The rapid advances,
however, promise an increasing role of microbioreactors
in the clinic, laboratory, and at home or other points of
need.

Microbioreactors For Optimizing Production Conditions

With the development of microtechnologies, more and
more bioprocess optimization is performed in small
volume bioreactors with integrated detection systems.
For example, Rao and co-workers (17) have demonstrated
parallel fermentations of E. coli. in a milliliter-size micro-
bioreactor. A smaller, microliter-size fermentor has been
developed recently by the Jensen’s group (20). The perfor-
mances of these microbioreactors are comparable to tradi-
tional liter-size fermentors: Measurements of pH,
dissolved oxygen (DO) and optical density (OD) of biomass
in these microbioreactors have similar profiles as those in
benchtop fermentors. Similarities in cellular metabolism
and growth show the potential of using microbioreactors
for bioprocess optimization. Arrays of microfermentors
with integrated sensors and actuators are envisioned to
drastically reduce the cost and time for developing new
bioprocesses.

Microbioreactors For Toxicological And Drug Testing

Drugs need to be tested for toxicity and efficacy
before administration to humans. Accurate prediction,
however, is a challenge because most current drug tests
are performed only on human cells or animals. Animal
tests are expensive and time consuming, and efficacy of a
drug obtained from an animal surrogate study can still be
difficult to extrapolate to humans (162). Even when one
uses human cells for analysis, the result may be
totally different from what occurs physiologically because
cells cultured in flasks or dishes experience a totally
different microenvironment. Therefore, a microscale
human surrogate with microcirculatory systems, three-
dimensional (3D) tissue organizations, and appropriate
cell–cell and tissue–tissue interactions would be beneficial
in predicting human responses to drug treatment
more precisely. Below are two notable examples of such
efforts.

Bioartificial Livers. There are two major applications for
which artificial livers are developed: one is to replace organ
functions in patients with liver failure, and the other is to
perform toxicology testing of drug candidates. Organ repla-

cement functions require large bioartificial livers (BALs),
whereas the toxicology studies would benefit from micro-
scale BALs capable of conducting high throughput ana-
lyses. Microscale BALs are promising as convenient and
low cost in vitro models for screening drug toxicities parti-
cularly in light of the fact that approximately one-half of all
drug toxicities involve the liver.

Liver failure is the seventh leading cause of death by
disease in the United States. About 26, 000 people died
each year because of liver failure. Transplantation is lim-
ited by the supply of donor organs and the cost of the
surgery (163). Extracorporeal BAL devices have been pro-
posed as substitutes for transplantation. Macroscopic
BALs have been tested in clinical trials (164). In an attempt
to maximize the efficacy of the BALs, and to develop in vitro
liver systems for biological and toxicological studies, sev-
eral groups have microfabricated liver cell culture systems
(165).

Microbioreactors for liver cell cultures have several
configurations, ranging from flat-plate (163) or matrix-
sandwiched monolayer designs (166) to 3D perfusion cul-
tures (165). A flat-plate microbioreactor with an oxygen
permeable membrane was shown to support viability and
synthetic functions of hepatocytes cocultured with 3T3-J2
fibroblasts (163). This microchannel bioreactor was also
functional when connected extracorporeally to a rat (162).
The results indicate that this device can potentially be
used as a liver support device and for the eventual scale-up
to clinical devices. Compared with other configurations,
monolayer designs excel in mass transfer, easy fabrica-
tion, and easy optical analysis of cells (165), although cells
might be damaged by exposure to shear stress (167).
Griffith and co-workers (165) developed an array of micro-
bioreactors (with each channel 300� 300� 230 mm,
L�W�H in dimension) that support 3D culture of liver
cells by perfusion. Liver cells cultured in this device
showed viable tissue structures and tight junctions, glyco-
gen storage, and bile canaliculi. Membrane-based 3D per-
fusion hepatocyte culture systems have also been
developed (66).

Micro CCA. It is important to integrate cells from
different tissues together to simulate physiological
drug metabolism. Shuler and co-workers developed Cell
Culture Analogs (CCAs) that combine mathematical
pharmacokinetics models with cell culture-based experi-
mental studies to mimic human responses. The CCAs
have compartmentalized cell cultures representing dif-
ferent tissues. Interconnections between these compart-
ments allow circulation of media and metabolites. Since
the CCAs mimic the time-dependent exposure and the
metabolic interaction between multiple types of tissues
and cells, predictions from the CCAs may be more accu-
rate compared to existing in vitro models. Shuler and co-
workers proved the concept of CCA with a macroscopic
three-compartment (liver, lung, and other tissues) system
and showed the feasibility and potential usefulness of
such devices in testing naphthalene toxicity (168,169).
MicroCCAs with three (liver, lung, and other tissues) and
four (liver, lung, fat, and other tissues) compartments
have also been reported (170,171).
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Microbioreactors For Therapeutical Applications

Microfluidic Systems As Assisted Reproductive Techno-
logies. Microdevices provide unique platforms for artificial
reproduction and may ultimately increase the efficiency,
safety, and cost-effectiveness of in vitro fertilization
procedures. Currently, many embryo experiments are per-
formed in macroscopic culture dishes, where human or
animal oocytes (eggs) and embryos are manipulated manu-
ally. Use of pipettes for cellular manipulations is labor
intensive and low in accuracy, reproducibility, and effi-
ciency. In addition, the practice of transferring embryos
from one type of media into another is abrupt and may
shock the embryo due to the sudden change of environment
(172–174); inside the female tract, the supply of nutrients,
growth factors, and hormones changes gradually as the
embryo development progresses. An alternative to manual
pipetting is the use of microfluidic channels. Microfluidics
is ideal for use in artificial reproduction, because it is a
procedure that occurs physiologically inside small tubes
and ducts, the size and numbers of cells (oocytes, sperms)
required match well with dimensions of microsystems.

Beebe et al. (175) demonstrated manipulations of
embryos and oocytes within microfluidic channels. The
microfluidic systems can transport single mouse embryos
through a channel network (176), remove the zona pellu-
cida by chemical treatment (177), remove cumulus cells
from oocytes via mechanical suction (178), and culture
embryos in static or dynamic fluid environments (179).
In some cases, embryos cultured in microfluidic channels
develop faster compared to embryo grown in culture dishes
and with growth kinetics that are closer to what is observed
in vivo.

Cho et al. (125) developed a Microscale Integrated
Sperm Sorter (MISS) that isolates motile sperms based
on the ability of the motile sperms, but not the nonmotile
ones, to cross-laminar flow streamlines. The device allows
small volume samples that are difficult to handle with
conventional sperm-sorting techniques to be sorted effi-
ciently using a mild biomimetic sorting mechanism. The
MISS integrates power source, sample injection ports, and
sorting channel into one disposable polymer device making
the device potentially useful not only clinically, but also as
an at-home male infertility test (180).

Implantable Microcapsules. Microbioreactors that pro-
duce and release natural or recombinant bioagents are
useful for delivering therapeutic agents in vivo to enhance
metabolic function (181) or treat neurological disorders
(182) and cancers (183,184). Mammalian cells, plant cells,
microorganisms, enzymes, and biochemical compounds
have been encapsulated in a variety of semipermeable
containers mainly made of synthetic and natural hydrogels
(e.g., poly(vinyl alchohol), poly(hydroxyl ethyl methacry-
late), calcium alginate k-carrageenan, chitosan, collagen,
and gelatin). Here we focus on the application of micro-
encapsulated mammalian cells. The outer membranes of
the microspheres encapsulating the cells serve as selective
barriers that allow exchange of nutrients, wastes, and
therapeutic agents but block the passage of encapsulated
cells as well as macromolecular components of the immune

system. This approach has been effective in delivering
genetically engineered cells that secrete growth hormone
to partially correct growth retardation (185), recombinant
human bone morphogenetic protein-2 (rhBMP-2) to induce
bone formation and regeneration (186), interleukin-2 to
delay tumor progression and prolong survival (187), coa-
gulation factor IX for treatment of hemophilia B (188),
dopamine to treat Parkinson’s disease (182), insulin to
maintain blood glucose level (189), and analgesic sub-
stances to relief pain (190). Most of these works are aided
by using murine and canine models. Some of the most
advanced systems are in early clinical trials. Biocompat-
ibility (191,192) mechanical stability of the capsule mate-
rial (193–195), efficacy (196), safety (197), and cost are still
under evaluation and optimization. Reviews of therapeutic
uses of microencapsulated genetically engineered cells can
be found elsewhere (198).

Microbioreactors For Understanding Biological Responses

Use Of Multiple Laminar Streams To Study Subcellular
Biology And Chemotaxis. Physiological cell environments
are heterogeneous with local production and consumption
of key growth factors, nutrients, and signaling molecules.
Microfluidic systems are useful for mimicking such micro-
patterns of chemicals around cells. A particularly simple
and useful method is to take advantage of small channel
dimensions to generate multiple laminar streams that flow
in parallel and adjacent to each other inside the same
microchannel with minimum mixing (Fig. 3d). Such tech-
niques can be even used to treat different parts of single
living cells with different small molecular drugs, proteins,
and small particles such as low density lipoprotein (LDL)
(88).

Cancer and normal cells receive similar local stimuli
inside the body, but behave totally differently. A critical
question is why these differences arise. Taking advantage
of multiple laminar flows to perform subcellular epidermal
growth factor (EGF) stimulation, Sawano et al. (92)
revealed differences in signal propagation between carci-
noma and normal cells in response to local EGF stimula-
tion.

Many cells direct their motion in response to chemical
gradients. This phenomenon, called chemotaxis, protects
microorganisms by allowing them to move toward more
favorable conditions. In mammals, chemotaxis is impor-
tant for guiding cell migration during development,
embryogenesis, cancer metastasis, and inflammation. A
challenge for analyzing chemotaxis is the lack of methods
to generate well-defined chemical gradients that are stable
and do not change with time. This difficulty arises due to
the diffusivity of molecules and resulting changes of con-
centration profiles over time. Jeon et al. (90) demonstrated
the use of microfluidic systems with branched networks of
channels to generate stable gradients of interleukin-8
(IL-8) with linear, parabolic, and periodic concentration
profiles. The position and shape of the concentration gra-
dients were controlled by adjusting the flow rates and the
positions to which reagent of interest were added into the
channel network (89,199). The well-defined gradients
allowed straightforward quantification of chemotaxis
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coefficients as well as to observe complex migration beha-
viors of leukocytes in response to different concentration
gradient profiles.

Studies Of Vascular Diseases In Microfluidic Channels.
The mechanical forces that accompany blood flow and
pressure fluctuation influence vascular cellular biology
and pathology in many ways. As the blood flow along a
vessel, the viscous drag forces constantly expose endothe-
lial cells (ECs) to shear stress. The pulsatility of the blood
flow also induces a periodic change of circumferential
strain on ECs and their underlying smooth muscle cells
(SMCs). These mechanical forces have been found to cause
important biological changes in endothelial cell morphol-
ogy and function, such as alignment and elongation
(30,200), low density lipoprotein uptake (201), tissue plas-
minogen activator synthesis and secretion (202), and pro-
liferation (67). There has also been studies about the
combined effect of shear stress and cyclic strain on ECs
(203–205) and SMCs (206–208). While much has been
revealed about the alterations in EC function induced by
mechanical stresses, relatively little is known about the
mechanism mechanical signaling.

Capillary-size microfluidic channels were used to model
malaria, a potentially vital disease caused by loss of
deformability of red blood cells due to P. falciparum para-
sites infection. Erythrocytes exhibited increased rigidity
and decreased deformability with the progression of the
disease, as demonstrated by their increased difficulties to
transverse through 2 to 8 mm wide PDMS channels. This
type of microfluidic system may potentially be useful to
screen antimalaria drugs (209).

CONCLUSION AND FUTURE PROSPECTS

The convergence of bioreactors with advances in micro-
technology is starting an exciting revolution in medicine.
With microfabrication technologies, many copies of a
device can be generated and operated with quick proce-
dures and reduced cost. The ability to perform parallel
assays allows high throughput optimization of bioprocess
conditions, opening the way for cost-efficient biopharma-
ceuticals production.

Humans and other living organisms are inherently
microscopic in their essence, being comprised of networks
of microscopic reactors (i.e., the cells), and interconnected
by microfluidic vasculatures. Efforts to miniaturize bior-
eactors would lead to not only the development of smaller
pharmaceutical production and screening systems, but
also the construction of more physiological in vitro cell
culture systems where the ultimate goal is to develop
microbioreactors as animal or human surrogates. Even
for cullture of single cell types, the ability of microfluidic
systems to simulate physiological microenvironments is
useful for revealing disease mechanisms, drug testing,
use as biosensors, and single-cell-based clinical procedures
such as in vitro fertilization. More complex microbioreactor
systems with multiple cell types are being developed for
toxicology studies. So-called animals-on-a-chip or minihu-
mans provides exciting prospects for efficient drug discov-
ery and personalized medicine.

Current state-of-the-art microbioreactors are still rela-
tively simple with few components and limited sensing and
control. Many are highly specialized and nonroutine in
their use. The overall footprints of the systems are also
often still macroscopic. Current advances in micro- and
nanotechnologies as well as in medicine, however, promise
rapid improvements in performance, accessibility, and
sophistication of microbioreactors. Current trends point
to a future where the gap between manmade devices
and living organisms will narrow and applications of micro-
bioreactors to medicine will grow.

ACKNOWLEDGMENTS

We thank the Whitaker Foundation, National Science
Foundation (BES-0238625, DMI-0403603), National Insti-
tutes of Health (EB00379-01, HD049607-01), NASA
(NNC04AA21A), and the U.S. Army Research Laboratory
and the U.S. Army Research Office under contract/grant
number DAAD19-03-1-0168 for financial support. We
thank G. D. Smith, S. C. Chang, H. Chen, P.Y. Choi,
B. H. Chueh, T. Kable, E. O. Kass, K. Ke, J.H. Kim,
S. M. K. Lau, E.C. Lee, W.H. Lee, S.R. Mandal, J.A. Miller,
Y. Murgha, S.O. Charoen, A.B. Ozel, S.J. Segvich, P.D.
Settimi, D. Sud, B. Teply, M. Zhang, C. Zhong for
assistance.

BIBLIOGRAPHY

1. Walker GM, Zeringue HC, Beebe DJ. Microenvironment
design considerations for cellular scale studies. Lab Chip
2004;4:91–97.

2. Shim J, et al. Micro- and nanotechnologies for studying cel-
lular function. Curr Top Med Chem 2003;3:687–703.

3. Bhadriraju K, Chen CS. Engineering cellular microenviron-
ments to cell-based drug testing improve. Drug Discov Today
2002;7:612–620.

4. Desai TA, et al. Microfabricated immunoisolating biocapsules.
Biotechnol Bioeng 1998;57:118–120.

5. Krenkova J, Foret F. Immobilized microfluidic enzymatic
reactors. Electrophoresis 2004;25:3550–3563.

6. Madou MJ. Fundamentals of Microfabrication. Boca Raton
(FL): CRC Press; 2002.

7. Tabeling P, et al. Chaotic mixing in cross-channel micromix-
ers. Philos Trans R Soc London Ser A-Math Phys Eng Sci
2004;362:987–1000.

8. Stremler MA, Haselton FR, Aref H. Designing for chaos: Appli-
cations of chaotic advection at the microscale. Philos. Trans R
Soc Lond Ser A-Math Phys Eng Sci 2004;362:1019–1036.

9. Stroock AD, et al. Chaotic mixer for microchannels. Science
2002;295:647–651.

10. Squires TM, Bazant MZ. Induced-charge electro-osmosis. J
Fluid Mech 2004;509:217–252.

11. Ehrfeld W, Hessel V, Lowe H. Microreactors: New Technology
for Modern Chemistry. Chichester : Wiley-VCH; 2000.

12. McDuffie NG. Bioreactor Design Fundamentals. Boston:
Butterworth-Heinemann; 1991.

13. Roels JA. Macroscopic Thermodynamics and the Description of
Growth and Product Formation in Microorganisms. Washing-
ton, (D.C.): American Chemical Society; 1983.

14. Roels JA. Energetics and Kinetics in Biotechnology. Amster-
dam: Elsevier Biomedical Press; 1983.

MICROBIOREACTORS 395



15. Ezashi T, Das P, Roberts RM. Low O-2 tensions and the
prevention of differentiation of hES cells. Proc Natl Acad Sci
U S A 2005;102:4783–4788.

16. Csete M, et al. Oxygen-mediated regulation of skeletal mus-
cle satellite cell proliferation and adipogenesis in culture. J
Cell Physiol 2001;189:189–196.

17. Kostov Y, Harms P, Randers-Eichhorn L, Rao G. Low-cost
microbioreactor for high-throughput bioprocessing. Biotech-
nol Bioeng 2001;72:346–352.

18. Blanch HW, Clark DS. Biochemical Engineering. New York:
Marcel Dekker; 1997.

19. Maharbiz MM, et al. A microfabricated electrochemical oxy-
gen generator for high-density cell culture arrays. J Micro-
electromech Syst 2003;12:590–599.

20. Zanzotto A, et al. Membrane-aerated microbioreactor for
high-throughput bioprocessing. Biotechnol Bioeng 2004;
87:243–254.

21. Maharbiz MM, Holtz WJ, Howe RT, Keasling JD. Micro-
bioreactor arrays with parametric control for high-through-
put experimentation. Biotechnol Bioeng 2004;85:376–
381.

22. Irazogui G, Villarino A, Batista-Viera F, Brena BM. Gener-
ating favorable nano-environments for thermal and solvent
stabilization of immobilized beta-galactosidase. Biotechnol
Bioeng 2002;77:430–434.

23. Hara M, Adachi S, Higuchi A. Enhanced production of carci-
noembryonic antigen by CW-2 cells cultured on polymeric
membranes immobilized with extracellular matrix proteins.
J Biomater Sci-Polym Ed 2003;14:139–155.

24. Keane JT, Ryan D, Gray PP. Effect of shear stress on expres-
sion of a recombinant protein by Chinese hamster ovary cells.
Biotechnol Bioeng 2003;81:211–220.

25. Dardik A, et al. Shear stress-stimulated endothelial cells
induce smooth muscle cell chemotaxis via platelet-derived
growth factor-BB and interleukin-1 alpha. J Vasc Surg
2005;41:321–331.

26. Kher N, Marsh JD. Pathobiology of atherosclerosis—a
brief review. Semin Thromb Hemostasis 2004;30:665–
672.

27. Butcher JT, Penrod AM, Garcia AJ, Nerem RM. Unique
morphology and focal adhesion development of valvular
endothelial cells in static and fluid flow environments. Arter-
ioscler Thromb Vasc Biol 2004;24:1429–1434.

28. Kladakis SM, Nerem RM. Endothelial cell monolayer forma-
tion: Effect of substrate and fluid shear stress. Endothelium
2004;11:29–44.

29. Imberti B, Seliktar D, Nerem RM, Remuzzi A. The response
of endothelial cells to fluid shear stress using a co-culture
model of the arterial wall. Endothelium-New York 2002;9:
11–23.

30. Song J, et al. A Computer-Controlled Microcirculatory Sup-
port System for Endothelial Cell Culture and Shearing. Anal
Chem 2005, In press.

31. Krizanac-Bengez L, Mayberg MR, Janigro D. The cerebral
vasculature as a therapeutic target for neurological disorders
and the role of shear stress in vascular homeostatis and
pathophysiology. Neurol Res 2004;26:846–853.

32. Richards M, et al. Bone regeneration and fracture healing—
Experience with distraction osteogenesis model. Clin Orthop
Related Res 1998; S191–S204.

33. Kim MB, Sarelius IH. Role of shear forces and adhesion
molecule distribution on P-selectin-mediated leukocyte roll-
ing in postcapillary venules. Amer J Physiol-Heart Circ Phy
2004;287:H2705–H2711.

34. Blackwell TS, Christman JW. The role of nuclear factor-
kappa B in cytokine gene regulation. Amer J Respir Cell
Molec Biol 1997;17:3–9.

35. Awolesi MA, Sessa WC, Sumpio BE. Cyclic Strain up-Reg-
ulates Nitric-Oxide Synthase in Cultured Bovine Aortic
Endothelial-Cells. J Clin Invest 1995;96:1449–1454.

36. Suzuki N, et al. Up-regulation of integrin beta (3) expression
by cyclic stretch in human umbilical endothelial cells. Bio-
chem Biophys Res Commun 1997;239:372–376.

37. Booz GW, Baker KM. Molecular signaling mechanisms con-
trolling growth and function of cardiac fibroblasts. Cardio-
vasc Res 1995;30:537–543.

38. Kolpakov V, et al. Effect of mechanical forces on growth and
matrix protein-synthesis in the in-vitro pulmonary-artery—
analysis of the role of individual cell-types. Circ Res
1995;77:823–831.

39. Desrosiers EA, Methot S, Yahia LH, Rivard CH. Response of
ligamentous fibroblasts to mechanical stimulation. Ann Chir
1995;49:768–774.

40. Komuro I, et al. Mechanical loading stimulates cell hyper-
trophy and specific gene-expression in cultured rat cardiac
myocytes—possible role of protein-kinase-C activation. J Biol
Chem 1991;266:1265–1268.

41. Neidlingerwilke C, Wilke HJ, Claes L. Cyclic stretching of
human osteoblasts affects proliferation and metabolism—a
new experimental—method and its application. J Orthopaed
Res 1994;12:70–78.

42. Vandenburgh HH, Karlisch P. Longitudinal growth of
skeletal myotubes in vitro in a new horizontal mechanical
cell stimulator. In Vitro Cell Develop Biol 1989;25:607–
616.

43. Reusch P, et al. Mechanical strain increases smooth muscle
and decreases nonmuscle myosin expression in rat vascular
smooth muscle cells. Circ Res 1996;79:1046–1053.

44. Stauber WT, Miller GR, Grimmett JG, Knack KK. Adapta-
tion of rat soleus muscles to 4-wk of intermittent strain.
J Appl Physiol 1994;77:58–62.

45. Gudi SRP, Lee AA, Clark CB, Frangos JA. Equibiaxial
strain and strain rate stimulate early activation of G proteins
in cardiac fibroblasts. Amer J Physiol-Cell Physiol 1998;
43:C1424–C1428.

46. Vandenburgh HH, Hatfaludy S, Sohar I, Shansky J. Stretch-
induced prostaglandins and protein-turnover in cultured
skeletal-muscle. Amer J Physiol 1990;259:C232–C240.

47. Cowan DB, Lye SJ, Langille BL. Regulation of vascular
connexin43 gene expression by mechanical loads. Circ Res
1998;82:786–793.

48. Davies PF, Flow-mediated endothelial mechanotransduc-
tion. Physiol Rev 1995;75:519–560.

49. Blawas AS, Reichert WM. Protein patterning. Biomaterials
1998;19:595–609.

50. Zhu XY, et al. Fabrication of reconfigurable protein matrices
by cracking. Nat Mater 2005.

51. Zhu XY, Bersano-Begey TF, Takayama S. Nanomaterials for
Cell Engineering. In: Nalwa HS. editor, Encyclopedia of
Nanoscience and Nanotechnology. American Scientific Pub-
lishers; 2004. p 857–-878.

52. Ratner BD, Bryant SJ. Biomaterials: Where we have been
and where we are going. Annu Rev Biomed Eng 2004;6:41–
75.

53. Whitesides GM, et al. Soft lithography in biology and bio-
chemistry. Annu Rev Biomed Eng 2001;3:335–373.

54. Delamarche E, et al. Microfluidic networks for chemical
patterning of substrate: Design and application to bioassays.
J Am Chem Soc 1998;120:500–508.

55. Takayama S, et al. Patterning cells and their environments
using multiple laminar fluid flows in capillary networks. Proc
Natl Acad Sci U S A 1999;96:5545–5548.

56. Folch A, Toner M. Cellular micropatterns on biocompatible
materials. Biotechnol Prog 1998;14:388–392.

396 MICROBIOREACTORS



57. Grigioni M, et al. Pulsatile flow and atherogenesis: Results
from in vivo studies. Int J Artif Organs 2001;24:784–792.

58. Satcher RL, Bussolari SR, Gimbrone MA, Dewey CF. The
distribution of fluid forces on model arterial endothelium
using computational fluid-dynamics. J Biomech Eng
1992;114:309–316.

59. Evans DJR, Britland S, Wigmore PM. Differential response
of fetal and neonatal myoblasts to topographical guidance
cues in vitro. Dev Genes Evol 1999;209:438–442.

60. Seemann R, et al. Wetting morphologies at microstructured
surfaces. Proc Natl Acad Sci USA 2005;102:1848–1852.

61. Ogbonna JC, Tanaka H. Night biomass loss and changes in
biochemical composition of cells during light/dark cyclic cul-
ture of Chlorella pyrenoidosa. J Ferment Bioeng 1996;82:
558–564.

62. Macleod RM, Dunn F. Ultrasonic irradiation of enzyme solu-
tions. J Acoust Soc Amer 1966;40:1202.

63. Ishimori Y, Karube I, Suzuki S. Acceleration of immobilized
alpha-chymotrypsin activity with ultrasonic irradiation.
J Mol Catal 1981;12:253–259.

64. Vulfson EN, Sarney DB, Law BA. Enhancement of subtilisin-
catalyzed interesterification in organic-solvents by ultra-
sound irradiation. Enzyme Microb Technol 1991;13:123–126.

65. Wood BE, Aldrich HC, Ingram LO. Ultrasound stimulates
ethanol production during the simultaneous saccharification
and fermentation of mixed waste office paper. Biotechnol
Prog 1997;13:232–237.

66. Ostrovidov S, Jiang JL, Sakai Y, Fujii T. Membrane-based
PDMS microbioreactor for perfused 3D primary rat hepato-
cyte cultures. Biomed Microdevices 2004;6:279–287.

67. Geiger RV, Berk BC, Alexander RW, Nerem RM.
Flow-induced calcium transients in single endothelial-
cells—spatial and temporal analysis. Amer J Physiol
1992;262:C1411–C1417.

68. Schneegass I, Brautigam R, Kohler JM. Miniaturized flow-
through PCR with different template types in a silicon chip
thermocycler. Lab Chip 2001;1:42–49.

69. Shivashankar GV, Liu S, Libchaber A. Control of the expres-
sion of anchored genes using micron scale heater. Appl Phys
Lett 2000;76:3638–3640.

70. Shen KY, Chen XF, Guo M, Cheng J. A microchip-based PCR
device using flexible printed circuit technology. Sensors and
Actuators B-Chem 2005;105:251–258.

71. Northrup MA, Ching MT, White RM, Watson RT. DNA
amplification with a microfabricated reaction chamber. Proc
IEEE Int Conf Solid-state Sensors Actuators 1993; 924–926.

72. Kopp MU, de Mello AJ, Manz A. Chemical amplification:
Continuous-flow PCR on a chip. Science 1998;280:1046–1048.

73. Krishnan M, Ugaz VM, Burns MA. PCR in a Rayleigh-
Benard convection cell. Science 2002;298:793–793.

74. Elwenspoek M, Lammerink TSJ, Miyake R, Fluitman JHJ.
Towards integrated microliquid handling systems. J Micro-
mechanic Microengineer 1994;4:227–245.

75. Lao AIK, Lee TMH, Hsing IM, Ip NY. Precise temperature
control of microfluidic chamber for gas and liquid phase
reactions. Sensors and Actuators A-Phys 2000;84:11–17.

76. Altman GH, et al. Advanced bioreactor with controlled appli-
cation of multi-dimensional strain for tissue engineering.
J Biomech Eng 2002;124:742–749.

77. Thorsen T, Maerkl SJ, Quake SR. Microfluidic large-scale
integration. Science 2002;298:580–584.

78. Grover WH, et al. Monolithic membrane valves and dia-
phragm pumps for practical large-scale integration into glass
microfluidic devices. Sensors and Actuators B-Chem 2003;89:
315–323.

79. Vandepol FCM, Wonnink DGJ, Elwenspoek M, Fluitman
JHJ. A thermo-pneumatic actuation principle for a micro-

miniature pump and other micromechanical devices. Sensors
and Actuators 1989;17:139–143.

80. Smits GJ. A piezoelectric micropump with three valves work-
ing peristalitically. Sensors and Actuators 1990;15:203–206.

81. Bosch D, et al. A silicon microvalve with combined electro-
magnetic/electrostatic actuation. Sensors and Actuators A-
Phys 1993;37-8:684–692.

82. Liu RH, Yu Q, Beebe DJ. Fabrication and characterization of
hydrogel-based microvalves. J Microelectromech Syst 2002;
11:45–53.

83. Ehrick JD, et al. Genetically engineered protein in hydrogels
tailors stimuli-responsive characteristics. Nat Mater 2005;4:
298–302.

84. Gu W, et al. Computerized microfluidic cell culture using
elastomeric channels and Braille displays. Proc Natl Acad Sci
U S A 2004;101:15861–15866.

85. Unger MA, et al. Monolithic microfabricated valves and
pumps by multilayer soft lithography. Science 2000;288:
113–116.

86. Lemoff AV, Lee AP. An AC magnetohydrodynamic micro-
pump. Sens Actuators B-Chem 2000;63:178–185.

87. Zhu XY, et al. Arrays of horizontally-oriented mini-reservoirs
generate steady microfluidic flows for continuous perfusion
cell culture and gradient generation. Analyst 2004;129:1026–
1031.

88. Takayama S, et al. Selective chemical treatment of cellular
microdomains using multiple laminar streams. Chem Biol
2003;10:123–130.

89. Dertinger SKW, Chiu DT, Jeon NL, Whitesides GM. Gen-
eration of gradients having complex shapes using microflui-
dic networks. Anal Chem 2001;73:1240–1246.

90. Jeon NL, et al. Neutrophil chemotaxis in linear and complex
gradients of interleukin-8 formed in a microfabricated device.
Nat Biotechnol 2002;20:826–830.

91. Hatch A, et al. A rapid diffusion immunoassay in a T-sensor.
Nat Biotechnol 2001;19:461–465.

92. Sawano A, Takayama S, Matsuda M, Miyawaki A. Lateral
propagation of EGF signaling after local stimulation is
dependent on receptor density. Dev Cell 2002;3:245–257.

93. Bessoth FG, deMello AJ, Manz A. Microstructure for efficient
continuous flow mixing. Anal Commun 1999;36:213–215.

94. Hong JW, et al. A nanoliter-scale nucleic acid processor with
parallel architecture. Nat Biotechnol 2004;22:435–439.

95. Liu RH, et al. Passive mixing in a three-dimensional serpen-
tine microchannel. J Microelectromech Syst 2000;9:190–
197.

96. Song H, Tice JD, Ismagilov RF. A microfluidic system for
controlling reaction networks in time. Angew Chem Int Ed
Engl 2003;42:768–772.

97. Burke BJ, Regnier FE. Stopped-flow enzyme assays on a chip
using a microfabricated mixer. Anal Chem 2003;75:1786–1791.

98. Hessel V, Lowe H, Schonfeld F. Micromixers—a review on
passive and active mixing principles. Chem Eng Sci
2005;60:2479–2501.

99. Nguyen NT, Wu ZG. Micromixers—a review. J Micromecha-
nic Microengineer 2005;15:R1–R16.

100. Frangos JA, McIntire LV, Eskin SG. Shear-Stress Induced
stimulation of mammalian-cell metabolism. Biotechnol
Bioeng 1988;32:1053–1060.

101. Blackman BR, Barbee KA, Thibault LE. In vitro cell shearing
device to investigate the dynamic response of cells in a con-
trolled hydrodynamic environment. Ann Biomed Eng
2000;28:363–372.

102. Frame MDS, Chapman GB, Makino Y, Sarelius IH. Shear
stress gradient over endothelial cells in a curved microchan-
nel system. Biorheology 1998;35:245–261.

MICROBIOREACTORS 397



103. Frame MD, Sarelius IH. Flow-induced cytoskeletal changes
in endothelial cells growing on curved surfaces. Microcircu-
lation 2000;7:419–427.

104. Chien S, Li S, Shyy JYJ. Effects of mechanical forces on
signal transduction and gene expression in endothelial cells.
Hypertension 1998;31:162–169.

105. Clark CB, Burkholder TJ, Frangos JA. Uniaxial strain
system to investigate strain rate regulation in vitro. Rev
Sci Instr 2001;72:2415–2422.

106. Buck RC. Reorientation response of cells to repeated stretch
and recoil of the substratum. Exp Cell Res 1980;127:470–
474.

107. Mourgeon E, et al. Mechanical strain-induced posttran-
scriptional regulation of fibronectin production in fetal lung
cells. Amer J Physiol-Lung Cell M Ph 1999;277:L142–L149.

108. Kato T, et al. Up-regulation of COX2 expression by uni-axial
cyclic stretch in human lung fibroblast cells. Biochem Bio-
phys Res Commun 1998;244:615–619.

109. Schilling EA, Kamholz AE, Yager P. Cell lysis and protein
extraction in a microfluidic device with detection by a
fluorogenic enzyme assay. Anal Chem 2002;74:1798–1804.

110. Soughayer JS, et al. Characterization of cellular optopora-
tion with distance. Anal Chem 2000;72:1342–1347.

111. Lee SW, Tai YC. A micro cell lysis device. Sens Actuators
A-Phys 1999;73:74–79.

112. Heo J, Thomas KJ, Seong GH, Crooks RM. A microfluidic
bioreactor based on hydrogel-entrapped E. coli: Cell viabi-
lity, lysis, and intracellular enzyme reactions. Anal Chem
2003;75:22–26.

113. Waters LC, et al. Microchip device for cell lysis, multiplex
PCR amplification, and electrophoretic sizing. Anal Chem
1998;70:158–162.

114. Huang Y, et al. Electric manipulation of bioparticles and
macromolecules on microfabricated electrodes. Anal Chem
2001;73:1549–1559.

115. Leitz G, Weber G, Seeger S, Greulich KO. The laser
microbeam trap as an optical tool for living cells. Physiol
Chem Phys Med Nmr 1994;26:69–88.

116. Hogman CF. Preparation and preservation of red cells. Vox
Sang 1998;74:177–187.

117. Bauer J. Advances in cell separation: Recent developments
in counterflow centrifugal elutriation and continuous flow
cell separation. J Chromatogr B 1999;722:55–69.

118. Cheng J, Kricka LJ, Sheldon EL, Wilding P. Sample pre-
paration in microstructured devices, microsystem techno-
logy in chemistry and life science. Top Curr Chem 1998;
215–231.

119. Fu AY, et al. A microfabricated fluorescence-activated cell
sorter. Nat Biotechnol 1999;17:1109–1111.

120. Rathman M, et al. The development of a FACS-based strat-
egy for the isolation of Shigella flexneri mutants that are
deficient in intercellular spread. Mol Microbiol
2000;35:974–990.

121. Handgretinger R, et al. Isolation and transplantation of
autologous peripheral CD34(þ) progenitor cells highly pur-
ified by magnetic-activated cell sorting. Bone Marrow
Transplant 1998;21:987–993.

122. Volkmuth WD, Austin RH. DNA electrophoresis in micro-
lithographic arrays. Nature(London) 1992;358:600–602.

123. Li PCH, Harrison DJ. Transport, manipulation, and reac-
tion of biological cells on-chip using electrokinetic effects.
Anal Chem 1997;69:1564–1568.

124. Wang XB, et al. Cell separation by dielectrophoretic field-
flow-fractionation. Anal Chem 2000;72:832–839.

125. Cho BS, et al. Passively driven integrated microfluidic
system for separation of motile sperm. Anal Chem
2003;75: 1671–1675.

126. Horsman KM, et al. Separation of sperm and epithelial cells
in a microfabricated device: Potential application to forensic
analysis of sexual assault evidence. Anal Chem 2005;77:
742–749.

127. Chou CF, et al. Electrodeless dielectrophoresis of single- and
double-stranded DNA. Biophys J 2002;83:2170–2179.

128. Shevkoplyas SS, Yoshida T, Munn LL, Bitensky MW. Bio-
mimetic autoseparation of leukocytes from whole blood in a
microfluidic device. Anal Chem 2005;77:933–937.

129. Petersson F, et al. Continuous separation of lipid particles
from erythrocytes by means of laminar flow and acoustic
standing wave forces. Lab Chip 2005;5:20–22.

130. Minc N, Viovy JL. Microfluidics and biological applications:
the stakes and trends. C R Phys 2004;5:565–575.

131. Huh D, et al. Microfluidics for flow cytometric analysis of
cells and particles. Physiol Meas 2005;26:R1–R26.

132. Zhao B, Viernes NOL, Moore JS, Beebe DJ. Control and
applications of immiscible liquids in microchannels. J Am
Chem Soc 2002;124:5284–5285.

133. Hisamoto H, et al. Chemicofunctional membrane for inte-
grated chemical processes on a microchip. Anal Chem 2003;
75:350–354.

134. Kawabata T, Washizu M. Dielectrophoretic detection of mole-
cular bindings. IEEE Trans Ind Appl 2001;37:1625–1633.

135. Wu XZ, Suzuki M, Sawada T, Kitamori T. Chemilumines-
cence on a microchip. Anal Sci 2000;16:321–323.

136. Roda A, et al. Biotechnological applications of biolumines-
cence and chemiluminescence. Trends Biotech 2004;22:295–
303.

137. Johnson ME, Landers JP. Fundamentals and practice for
ultrasensitive laser-induced fluorescence detection in
microanalytical systems. Electrophoresis 2004;25:3513–
3527.

138. Mogensen KB, Klank H, Kutter JP. Recent developments in
detection for microfluidic systems. Electrophoresis 2004;25:
3498–3512.

139. Xu H, et al. A real-time ratiometric method for the deter-
mination of molecular oxygen inside living cells using sol-
gel-based spherical optical nanosensors with applications to
rat C6 glioma. Anal Chem 2001;73:4124–4133.

140. Wolfbeis OS. Fiber-optic chemical sensors and biosensors.
Anal Chem 2002;74:2663–2677.

141. Chang-Yen DA, Gale BK. An integrated optical oxygen
sensor fabricated using rapid-prototyping techniques. Lab
Chip 2003;3:297–301.

142. Vandaveer WR, et al. Recent developments in electroche-
mical detection for microchip capillary electrophoresis. Elec-
trophoresis 2004;25:3528–3549.

143. Bakker E, Telting-Diaz M. Electrochemical sensors. Anal
Chem 2002;74:2781–2800.

144. Walther I, et al. Development of a miniature bioreactor for
continuous-culture in a space laboratory. J Biotechnol
1994;38:21–32.

145. Yoon HJ, et al. Solid-state ion sensors with a liquid
junction-free polymer membrane-based reference elec-
trode for blood analysis. Sens Actuators B-Chem 2000;
64:8–14.

146. Johannessen EA, et al. Micromachined nanocalorimetric
sensor for ultra-low-volume cell-based assays. Anal Chem
2002;74:2190–2197.

147. Li PCH, Wang WJ, Parameswaran M. An acoustic wave
sensor incorporated with a microfluidic chip for analyzing
muscle cell contraction. Analyst 2003;128:225–231.

148. Kurita R, et al. Differential measurement with a microflui-
dic device for the highly selective continuous measurement
of histamine released from rat basophilic leukemia cells
(RBL-2H3). Lab Chip 2002;2:34–38.

398 MICROBIOREACTORS



149. Matsubara Y, et al. Application of on-chip cell cultures for
the detection of allergic response. Biosens Bioelectron
2004;19: 741–747.

150. Daunert S, et al. Genetically engineered whale-cell sensing
systems: Coupling biological recognition with reporter
genes. Chem Rev 2000;100:2705–2738.

151. Wu XZ, et al. Immunofluorescent labeling of cancer marker
her2 and other cellular targets with semiconductor quan-
tum dots. Nat Biotechnol 2003;21:41–46.

152. Parak WJ, Pellegrino T, Plank C. Labelling of cells with
quantum dots. Nanotechnology 2005;16:R9–R25.

153. Cui Y, Wei QQ, Park HK, Lieber CM. Nanowire nanosensors
for highly sensitive and selective detection of biological and
chemical species. Science 2001;293:1289–1292.

154. Chou SY, Krauss PR, Renstrom PJ. Imprint lithography
with 25-nanometer resolution. Science 1996;272:85–87.

155. Raiteri R, Grattarola M, Butt HJ, Skladal P. Micromecha-
nical cantilever-based biosensors. Sens Actuators B-Chem
2001;79:115–126.

156. Moriguchi H, et al. An agar-microchamber cell-cultivation
system:flexible change of microchamber shapes during culti-
vation by photo-thermal etching. Lab Chip 2002;2:125–130.

157. Burns MA, et al. An integrated nanoliter DNA analysis
device. Science 1998;282:484–487.

158. Hansen CL, Skordalakes E, Berger JM, Quake SR. A robust
and scalable microfluidic metering method that allows pro-
tein crystal growth by free interface diffusion. Proc Natl
Acad Sci USA 2002;99:16531–16536.

159. Chou HP, Spence C, Scherer A, Quake S. A microfabricated
device for sizing and sorting DNA molecules. Proc Natl Acad
Sci USA 1999;96:11–13.

160. DeBusschere BD, Kovacs GTA. Portable cell-based biosen-
sor system using integrated CMOS cell-cartridges. Biosens
Bioelectron 2001;16:543–556.

161. Erickson D, Li DQ. Integrated microfluidic devices. Anal
Chim Acta 2004;507:11–26.

162. Shito M, et al. In vitro and in vivo evaluation of albumin
synthesis rate of porcine hepatocytes in a flat-plate bior-
eactor. Artif Organs 2001;25:571–578.

163. Tilles AW, et al. Effects of oxygenation and flow on the
viability and function of rat hepatocytes cocultured in a
microchannel flat-plate bioreactor. Biotechnol Bioeng
2001;73:379–389.

164. Nyberg SL, et al. Primary hepatocytes outperform Hep G2
cells as the source of biotransformation functions in a
bioartificial liver. Ann Surg 1994;220:59–67.

165. Powers MJ, et al. Functional behavior of primary rat liver
cells in a three-dimensional perfused microarray bioreactor.
Tissue Eng 2002;8:499–513.

166. Bader A, et al. Development of a small-scale bioreactor for
drug metabolism studies maintaining hepatospecific func-
tions. Xenobiotica 1998;28:815–825.

167. Allen JW, Bhatia SN. Improving the next generation of
bioartificial liver devices. Semin Cell Dev Biol 2002;
13:447–454.

168. Ghanem A, Shuler ML. Combining cell culture analogue
reactor designs and PBPK models to probe mechanisms of
naphthalene toxicity. Biotechnol Prog 2000;16:334–345.

169. Ghanem A, Shuler ML. Characterization of a perfusion
reactor utilizing mammalian cells on microcarrier beads.
Biotechnol Prog 2000;16:471–479.

170. Park TH, Shuler ML. Integration of cell culture and micro-
fabrication technology. Biotechnol Prog 2003;19:243–253.

171. Viravaidya K, Shuler ML. Incorporation of 3T3-L1 cells to
mimic bioaccumulation in a microscale cell culture analog
device for toxicity studies. Biotechnol Prog 2004;20:590–
597.

172. Kruip TAM, Bevers MM, Kemp B. Environment of oocyte
and embryo determines health of IVP offspring. Theriogen-
ology 2000;53:611–618.

173. Bavister BD. Interactions between embryos and the culture
milieu. Theriogenology 2000;53:619–626.

174. Fukui Y, Lee ES, Araki N. Effect of medium renewal during
culture in two different culture systems on development to
blastocysts from in vitro produced early bovine embryos. J
Anim Sci 1996;74:2752–2758.

175. Beebe D, et al. Microfluidic technology for assisted repro-
duction. Theriogenology 2002;57:125–135.

176. Glasgow IK, et al. Handling individual mammalian embryos
using microfluidics, IEEE Trans Biomed Eng 2001;48:570–
578.

177. Zeringue HC, Wheeler MB, Beebe DJ. Zona pellucida
removal of mammalian embryos in a microfluidic systems.
Micro Total Analysis Syst 2000; 214–217.

178. Zeringue HC, Beebe DJ, Wheeler MB. Removal of cumulus
from mammalian zygotes using microfluidic techniques.
Biomed Microdevices 2001;3:219–224.

179. Hickman DL, Beebe DJ, Rodriguez-Zas SL, Wheeler MB.
Comparison of static and dynamic medium environments
for culturing of pre-implantation mouse embryos. Compara-
tive Med 2002;52:122–126.

180. Suh RS, et al. Rethinking gamete/embryo isolation and
culture with microfluidics. Hum Reprod Update
2003;9:451–461.

181. Korbutt GS, et al. Improved survival of microencapsulated
islets during in vitro culture and enhanced metabolic func-
tion following transplantation. Diabetologia 2004;47:1810–
1818.

182. Vallbacka JJ, Nobrega JN, Sefton MV. Tissue engineering
as a platform for controlled release of therapeutic agents:
implantation of microencapsulated dopamine producing
cells in the brains of rats. J Control Release 2001;72:93–
100.

183. Takenaga M, et al. A single treatment with microcapsules
containing a CXCR4 antagonist suppresses pulmonary
metastasis of murine melanoma. Biochem Biophys Res
Commun 2004;320:226–232.

184. Yu BL, Chang TMS. Effects of long-term oral administra-
tion of polymeric microcapsules containing tyrosinase on
maintaining decreased systemic tyrosine levels in rats. J
Pharm Sci 2004;93:831–837.

185. AlHendy A, Hortelano G, Tannenbaum GS, Chang PL.
Growth retardation—an unexpected outcome from growth
hormone gene therapy in normal mice with microencapsu-
lated myoblasts. Hum Gene Ther 1996;7:61–70.

186. Zilberman Y, et al. Polymer-encapsulated engineered adult
mesenchymal stem cells secrete exogenously regulated
rhBMP-2, and induce osteogenic and angiogenic tissue for-
mation. Polym Adv Technol 2002;13:863–870.

187. Cirone P, Bourgeois JM, Austin RC, Chang PL. A
novel approach to tumor suppression with microencapsu-
lated recombinant cells. Hum Gene Ther 2002;13:1157–
1166.

188. Hortelano G, Wang L, Xu N, Ofosu FA. Sustained and
therapeutic delivery of factor IX in nude haemophilia B
mice by encapsulated C2C12 myoblasts: Concurrent
tumourigenesis. Haemophilia 2001;7:207–214.

189. Chen JP, et al. Microencapsulation of islets in PEG-amine
modified alginate-poly(L-lysine)-alginate microcapsules for
constructing bioartificial pancreas. J Ferment Bioeng
1998;86:185–190.

190. Xue YL, et al. Pain relief by xenograft of subarachnoid
microencapsulated bovine chromaffin cells in cancer
patients. Prog Nat Sci 2000;10:919–924.

MICROBIOREACTORS 399



191. Cole DR, et al. Transplantation of microcapsules (a potential
bioartificial organ)—biocompatibility and host-reaction. J
Mater Sci-Mater Med 1993;4:437–442.

192. Lou WH, Qin XY, Wu ZG. Preliminary research on biocom-
patibility of alginate-chitosan-polyethyleneglycol microcap-
sules. Minerva Biotecnol 2000;12:235–240.

193. Van Raamsdonk JM, Cornelius RM, Brash JL, Chang PL.
Deterioration of polyamino acid-coated alginate microcap-
sules in vivo. J Biomater Sci-Polym Ed 2002;13:863–
884.

194. Sakai S, Ono T, Ijima H, Kawakami K. Behavior of enclosed
sol- and gel-alginates in vivo. Biochem Eng J 2004;22:19–
24.

195. Koch S, et al. Alginate encapsulation of genetically engi-
neered mammalian cells:comparison of production devices,
methods and microcapsule characteristics. J Microencapsul
2003;20:303–316.

196. Arica B, et al. Carbidopa/levodopa-loaded biodegradable
microspheres:in vivo evaluation on experimental Parkin-
sonism in rats. J Control Release 2005;102:689–697.

197. Leblond FA, et al. Studies on smaller (similar to 315 (mM)
microcapsules: IV. Feasibility and safety of intrahepatic
implantations of small alginate poly-L-lysine microcap-
sules. Cell Transplant 1999;8:327–337.

198. Chang TMS, Prakash S. Therapeutic uses of microencapsu-
lated genetically engineered cells. Mol Med Today 1998;4:
221–227.

199. Jeon NL, et al. Whitesides GM. Generation of solution and
surface gradients using microfluidic systems. Langmuir
2000;16:8311–8316.

200. Sprague EA, Steinbach BL, Nerem RM, Schwartz CJ. Influ-
ence of a laminar steady-state fluid-imposed wall shear-
stress on the binding, internalization, and degradation of
low-density lipoproteins by cultured arterial endothelium.
Circulation 1987;76:648–656.

201. Diamond SL, Eskin SG, McIntire LV. Fluid-flow stimulates
tissue plasminogen-activator secretion by cultured human-
endothelial cells. Science 1989;243:1483–1485.

202. Levesque MJ, Sprague EA, Schwartz CJ, Nerem RM. The
influence of shear-stress on cultured vascular endothelial-
cells—the stress response of an anchorage-dependent mam-
malian-cell. Biotechnol Prog 1989;5:1–8.

203. Gomes N, et al. Shear stress modulates tumour cell adhe-
sion to the endothelium. Biorheology 2003;40:41–45.

204. Davies PF, Tripathi SC. Mechanical-stress mechanisms and
the cell—an endothelial paradigm. Circ Res 1993;72:239–
245.

205. Ikeda M, et al. Extracellular signal-regulated kinases 1
and 2 activation in endothelial cells exposed to cyclic
strain. Am J Physiol-Heart Circul Physiol 1999;276:
H614–H622.

206. Smith PG, Roy C, Zhang YN, Chauduri S. Mechanical stress
increases RhoA activation in airway smooth muscle cells.
Am J Respir Cell Mol Bio 2003;28:436–442.

207. Lee T, Kim SJ, Sumpio BE. Role of PP2A in the regulation
of p38-MAPK activation in bovine aortic endothelial
cells exposed to cyclic strain. J Cell Physiol 2003;194:349–
355.

208. Han O, Takei T, Basson M, Sumpio BE. Translocation of
PKC isoforms in bovine aortic smooth muscle cells exposed
to strain. J Cell Biochem 2001;80:367–372.

209. Shelby JP, et al. A microfluidic model for single-cell capil-
lary obstruction by Plasmodium falciparum infected ery-
throcytes. Proc Natl Acad Sci USA 2003;100:14618–14622.

See also MICROARRAYS; MICROFLUIDICS; NANOPARTICLES; TISSUE ENGI-

NEERING.

MICRODIALYSIS SAMPLING

JULIE A. STENKEN

Rensselaer Polytechnic Institute
Troy, New York

MICRODIALYSIS SAMPLING: NON-SPECIALIST VIEW

Microdialysis sampling devices are minimally invasive
miniature dialyzers that can be implanted into a distinct
tissue region to obtain a chemical snapshot over an inte-
grated time period. In combination with appropriate che-
mical detection methods for the targeted substances, a
microdialysis sampling device may be considered to be a
universal biosensor. Obtaining chemical information from
different tissues can often lead to either a greater under-
standing of the underlying chemistry involved with the
physiological function of the organ or the origin of a parti-
cular disease process. A simplified view of the microdialysis
sampling device is shown in Fig. 1. The central part of the
microdialysis sampling device is a single semipermeable
hollow fiber membrane with dimensions that range
between 200 and 500 mm for its external diameter and 1
and 30 mm in length. A perfusion solution is passed
through the device at microliter per minute flow rates.
Compounds diffuse from the tissue space into the dialysis
probe and are carried to an outlet to undergo chemical
analysis. Originally microdialysis sampling was developed
to obtain real-time chemical information from rodent brain
and was termed intracranial dialysis. Microdialysis sam-
pling has now been applied for chemical collection from
nearly every single organ. In addition to neurotransmitter
collection, the device has been used for endocrinology,
immunology, metabolism, and pharmacokinetic applica-
tions as shown in Table 1. The biomedical literature cites
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Figure 1. Microdialysis sampling process. A perfusion fluid that
closely matches the ionic strength and composition of the fluid
external to the microdialysis membrane is passed through at flow
rates between 0.5 and 2.0 mL�min�1. Analytes, A, that are not
protein bound, AP, diffuse through the extracellular fluid space
(wavy lines) and can pass through the pores of the semipermeable
membrane are collected into the device. The analyte outlet
concentration [A]outlet can then be quantified using a suitable
detection method.



thousands of research articles that have used microdialysis
sampling devices to study many different basic and clinical
research problems with perhaps 90% or greater of these
applications focused in neuroscience. As more life scientists
realize that microdialysis sampling devices exist, this
device will be used more often to solve many additional
clinical problems outside of the neurosciences.

INTRODUCTION

Mammalian organs are highly complex systems that
achieve their functions through a multifaceted chemical
communication network. For laboratory studies focused on
understanding these chemical networks, the organ is often
broken down into its component parts (cells, subcellular
components, extracellular matrix components, etc.) to cre-
ate more controlled conditions. These types of studies have
allowed for a great understanding of the individual com-
ponent parts, but do not address how the chemical com-
munication may occur within the intact organ. Common
diagnostic collection methods, such as blood or urine sam-
pling, are too far removed from organs to be able to provide
desired information about localized organ biochemistry.
Gaining chemical information from an organ system prior
to the creation of microdialysis sampling devices required
either organ dissection or noninvasive analysis methods.
Removing organs to access chemical content is fraught
with many concerns including the preparation of the sam-
ple that involves in most cases sacrifice of the animal (or a
biopsy for humans) as well as concerns about chemical
stability and loss during the sample preparation process.
For nearly all organs, the changes in localized tissue
chemistry caused during sacrifice may severely alter
some chemical communication systems. Finally, organ
dissection does not allow for temporal studies of targeted
analytes.

An increasing number of medical devices and instru-
ments are becoming available to noninvasively measure in
vivo chemical composition at spatially defined sites. Non-
invasive measurements typically use spectroscopic instru-
ments that are highly analyte specific. In particular, the
most well-known medical devices for achieving these tasks

are positron emission tomography (PET) and magnetic
resonance imaging (MRI). Positron emission tomography
scanning requires production of special isotopes (11C, 13N,
15O, 18F) with limited half-lives. Similarly, MRI uses 1H to
create an image and is a useful imaging technique because
the concentration of hydrogen nuclei in water and fat is
roughly 100 M (mol�/L�1). Magnetic resonance spectro-
scopy (MRS) can be used to noninvasively detect other
isotopes (1H, 13C, 15N, 19F, 31P), but requires very high
concentrations of these nuclei for detection. Fluorescence
imaging has also been used for noninvasive measurements
in conjunction with near-infrared (IR) tags or with enzyme
substrates that become fluorescent when cleaved (1–3).
While these spectroscopic techniques hold significant pro-
mise for some areas of clinical medicine (cardiovascular
and oncology), they are quite limited with respect to the
range of analytes that can be detected and thus potential
applications. While not noninvasive, minimally invasive
microdialysis sampling devices coupled with appropriate
dialysate analytical detection methods allow for measure-
ments of localized tissue chemistry with significantly
greater analyte flexibility and spatial resolution.

Microdialysis sampling originated as an alternative to
push–pull perfusion devices for use in mammalian brain.
Push–pull perfusion devices were used to collect fluid
relevant to synaptic transmission (4). During a push–pull
perfusion, a solution that closely matches the ionic chemi-
cal composition of the extracellular fluid (ECF) is loaded
into a syringe and this is gently infused into the implanta-
tion site. This perfusion fluid mixes with the existing ECF
and then is pulled back into the device. The analysis of
push–pull samples became a useful tool for tracking neu-
rotransmitter activities coupled with allowing for a
remarkable understanding of the underlying chemical
events associated with a wide variety of behavioral and
physiological stimuli. Insertion of push–pull cannula could
potentially cause tissue damage or lesions, which raised
many concerns among researchers since this type of
damage could limit the usefulness of the neurochemical
data collected. In other words, researchers were often
concerned that sampling was really taking place in a ‘‘lake’’
of fluid that may not contain the representative chemical
components of the extracellular fluid space.

The push–pull sampling method was principally applied
to neurochemical sampling. For other tissues, other extra-
cellular fluid sampling methods have been described.
These other methods include open-flow microperfusion
and wick methods. Both of these methods have been used
in muscle, as well as dermal sampling. Additionally, blister
methods are common for obtaining interstitial fluid from
the skin. Open-flow microperfusion is similar to push–pull
perfusion. A cannula device contains an inner tube and an
outer tube with open pores (typically �500 mm) is placed
over this inner tube. A peristaltic pump then simulta-
neously delivers and withdraws fluid through the device
(5). Open-flow microperfusion has primarily been used for
sampling the extracellular fluid in muscle and skin. Alter-
natives to perfusion methods are wick methods, which use
nylon wicks to sample the extracellular fluid space in
animals and humans (6–8). To obtain multiple samples
over a specified time period would require insertion and
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Table 1. Typical Microdialysis Sampling Uses

Collection of endogenous analytes from brain including neuro-
transmitters (dopamine, norepinephrine, serotonin, glutamate,
GABAa, glucose, peptides and proteins (cytokines).

Collection of endogenous small hydrophilic analytes from other
tissues (e.g., glucose for diabetics).

Collection of peptides and proteins from perphiral tissues, for
example, glutathione, neuropeptides, and different cytokines
and growth factors (e.g., VEGF).

Collection of xenobiotic analytes for pharmacokinetic or phar-
macodynamic studies from numerous tissue sites (brain, dermis,
muscle, and tumors) in both animals and humans.

Localized delivery of analytes followed by concomitant recovery of
endogenous analytes or metabolized products (e.g., spin traps,
metabolites).

aGABA ¼ r-aminobutyric acid



removal of individual wick devices. This repeated insertion
and removal might cause additional trauma to the sam-
pling site.

To overcome the tissue damage concerns associated
with push–pull perfusion for neuroscience applications,
the use of semipermeable dialysis membranes at the tips
of the push–pull cannula were used (9,10). These original
dialysis bags eventually led to flow-through microdialysis
probes introduced by Pycock and Ungerstedt in 1974 (11).
The advantage of microdialysis sampling over the push–
pull cannula is that fluid is not pushed into sensitive brain
tissue. Unlike a push–pull perfusion, microdialysis sam-
pling is a continuous process that provides a sample
that excludes many of the components from the ECF. This
exclusion process serves to provide a relatively clean
sample for chemical analysis. Today, this technique has
been widely used by life scientists to attain site-specific
access to numerous tissue sites to study and solve many
problems, which include, but are not limited to the fol-
lowing applications: (1) To elucidate the role of different
neurotransmitters and neuropeptides in specifically
defined brain regions; (2) To collect glucose continuously
over many days to give a better chemical picture to diabetes
specialists to determine the efficacy of an insulin regimen
for individual patients; (3) To collect energy metabolites
(glucose, lactate, pyruvate) as well as administered drugs
(morphine) to understand diseased energy metabolism and
blood-brain barrier transport from head trauma patients;
(4) To determine if an efficacious drug concentration is
reaching a specific infection site or diseased tissue sites for
antineoplastic therapy or antimicrobial therapy; (5) To
determine pharmacokinetic parameters in single animals;
(6) To determine metabolite formation and accumulation in
various tissues after a drug dose in a single animal over
time; (7) To determine the extent of drug blood–brain
barrier permeation of new drugs in animal models; (8)
To collect various endogenous peptides and proteins
(e.g., cytokines and growth factors) from different periph-
eral sites in animals and humans (12).

To newcomers to this device, the principles of micro-
dialysis sampling operation at first seem deceptively sim-
ple. At the most basic level, the microdialysis sampling
device may be considered to behave as an artificially
implanted blood vessel that allows free analyte diffusion
into the inner fiber lumen. However, as will be discussed in
this article, numerous considerations that involve both an
understanding of the localized biology and physiology, as
well as the underlying mass transport processes are essen-
tial to microdialysis sampling data interpretation.

MICRODIALYSIS SAMPLING PRINCIPLES OF OPERATION

In principle, as long as the microdialysis probe can be
implanted, it can be used for sampling localized tissue
biochemistry. Microdialysis sampling requires only a few
pieces of equipment. This equipment is not cost-prohibi-
tive, which is the reason that many different researchers
can perform microdialysis sampling experiments in their
own laboratories. For most experiments, the necessary
equipment includes a perfusion pump to deliver the perfu-

sion fluid and a microdialysis probe. In addition to the
pump and probe, for animal studies, a device to hold either
an anesthetized animal (e.g., stereotaxic unit for neu-
roscience procedures) or a bowl with appropriate swivels
to prevent tangled tubing for freely moving animals may be
necessary.

Microdialysis Sampling Instrumentation Components

The basic components needed to perform microdialysis
sampling experiments in an awake-freely moving animals
has been described (13). The components required for this
type of experiment includes the microperfusion pump, an
inlet and outlet fluid swivel that prevents the fluid lines
from becoming tangled, and a bowl system to allow the
animal to freely move. Additional components can include
refrigerated fraction collectors to allow collection and sto-
rage of sensitive samples. Microperfusion pumps used to
deliver the perfusion fluid through the microdialysis probe
are capable of delivering volumetric flow rates between 0.1
and 20 mL�min�1. Flow rates between 0.5 and 2.0 mL�min�1

are commonly used during most microdialysis sampling
experiments.

Microdialysis sampling perfusion fluids are chosen to
closely match the ionic strength and composition of the
external tissue extracellular fluid surrounding the micro-
dialysis probe. Perfusion fluids passed through microdia-
lysis sampling probes are a form Ringer’s solution for
which there are numerous published chemical composi-
tions (14,15). Typical Ringer’s solutions contain �150 mM
NaCl, 4 mM KCl, and 2.4 mM CaCl2 and can also be
supplemented with glucose and other ionic salts (MgCl2).
These solutions are used both to maintain fluid balance, as
well as ion balance across the dialysis membrane. Main-
taining fluid balance across the dialysis membrane is
important so that large osmotic pressures are not created.
Significant osmotic pressure differences will cause fluid to
be gained or lost during microdialysis sampling (16). Fluid
loss is often undesirable for analytical as well as biological
reasons. From an analytical perspective, oftentimes the
analysis requires a set volume. For example, a liquid
chromatographic analysis may require 10 mL of sample
and a standard enzyme-linked immunosorbent assay
(ELISA) may require 100 mL of sample. From a biological
perspective, fluid loss can be undesirable in some tissues
that are particularly sensitive, such as the brain. Further-
more, brain tissue is also highly sensitive to ionic concen-
tration alterations since such changes can alter
neurotransmitter release (17). By maintaining an osmotic
balance, the fundamental mass transport mechanism for
moving an analyte from the extracellular fluid space (ECF)
to the dialysate lumen is principally diffusion.

Probe Geometry

Microdialysis sampling is typically considered to be synon-
ymous with the term intracranial dialysis sampling
because of its neuroscience origins. The first intracranial
dialysis device was a linear design that traversed long-
itudinally through different brain regions. A variety of
different probe designs have been described in many dif-
ferent review articles (18–20). Microdialysis probe design
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has evolved to allow use of the device for biomedical
applications beyond neuroscience. Linear geometry micro-
dialysis sampling devices for neuroscience were not as
useful as the push–pull cannula that could be inserted into
known brain regions (e.g., striatum, hippocampus, sub-
stantia nigra) based on known stereotaxic coordinates that
in some cases are < 1 mm wide in rat brain. To overcome
this challenge for neurochemistry studies, more rigid can-
nula designs were created that can be inserted into specific
brain regions and are now commercially available from a
variety of sources (21).

As microdialysis sampling devices became a standard
tool used by neuroscientists, researchers in other fields
began to realize its great in vivo analysis potential. Prin-
cipally, the use of the probes for collection of endogenous or
xenobiotic components in blood and peripheral tissues
became of interest (22). In these tissues, a rigid stainless
steel cannula causes tissue damage and may make awake
and freely moving experiments with animals quite diffi-
cult. Cannula designs using Teflon or fused silica are
commonly used for to make flexible probes for either sam-
pling in soft peripheral tissues (e.g., skin or liver) or for
blood sampling. Linear probe designs have also been rein-
troduced after originally being applied to brain studies and
are now used for insertion into soft peripheral tissues. An
additional advantage of these flexible designs is they also
allow for studies in awake and freely moving animals in
peripheral tissues. Recent research interests in transgenic
mice have forced the creation of smaller microdialysis
sampling devices (23).

Probe Materials

Semipermeable hollow fiber membranes used for micro-
dialysis sampling are the same as those used for kidney
dialysis. Different polymeric semipermeable membranes
have been used in microdialysis sampling probes and are
listed in Table 2. Typical materials include cellulose-based
membranes (cuprophan or cellulose acetate), polycarbo-
nate/polyether blends, polyacrylonitrile, and polyethersul-
fone. These membranes span a wide range of molecular
weight cutoffs (MWCO) from 5000 to 100,000 Da. Choice of
the membrane to be used during microdialysis sampling
requires both analyte molecular weight information, as
well as where the probe will be implanted as some tissue

regions (particularly in the brain) are too narrow for > 500
mm external diameter membranes.

Semipermeable hollow fiber dialysis membranes can be
obtained with a known molecular weight cut off (MWCO).
The MWCO can be experimentally determined for a hollow
fiber using several different experimental methods. The
primary method used to determine MWCO for hollow fiber
membranes is to continuously pass through the fiber
lumen over a long period of time (24 h or greater) a solution
containing known molecular weight markers. Known
solutes that are rejected by the membrane are then used
to calculate membrane MWCO. In practice, the MWCO is
really not an absolute number, but rather the median of a
range. This molecular weight rejection range is highly
dependent on the semipermeable membrane materials
pore distribution and can exhibit either a narrow or broad
MWCO range (24).

Originally, the purpose of microdialysis sampling was to
use the dialysis membrane as a means to provide a sample
for chemical analysis that did not require further sample
preparation steps such as protein removal. Intracranical
dialysis applications typically target hydrophilic analytes
with molecular weights < 500 Da. For these applications,
dialysis membranes with low MWCO of � 5000–6000 Da
were commonly used to reject larger analytes and proteins
so to allow liquid chromatographic analysis without
further sample purification.

Recently, there has been a greater interest of applying
microdialysis sampling to collect peptides and proteins.
There have only been a few reports describing the use of
different types of dialysis membranes towards the collec-
tion of large molecules, such as peptides and proteins (25).
This is unfortunate as the types of commercially available
membranes that are capable of providing the performance
characteristics necessary for protein collection are rela-
tively few. Kendrick extensively compared the recovery
performance of different amino acids and peptides among
different types of dialysis membranes (26). Torto et al.
compared the dialysis collection efficiency for a series of
saccharides [glucose (DP1), maltose (DP2), though mal-
toheptaose (D7)] among many different types of dialysis
membranes (polyamide, polyethersulfone, and polysul-
fone) as well as different MWCO between 6 and 100
kDa (27). In some cases, membranes with similar MWCO
and different chemistry exhibited similar recovery values.
Whereas, some of the polysulfone membranes with 100
kDa MWCO exhibited quite low recovery for these low
molecular weight analytes when compared to membranes
with similar chemistry, but lower MWCO.

A set of model proteins including insulin (5.7 kDa),
cytochrome c (12.4 kDa), ribonuclease A (13.7 kDa), lyso-
zyme (14.4 kDa), and human serum albumin (67 kDa)
were tested with different polymeric membranes and
molecular weight cutoffs ranging between 20 and 150
kDa (28). All the membranes had similar external dia-
meters (500 mm). Among the different membranes, only
the polyethersulfone (100 kDa MWCO) commercially
available from CMA Microdialysis, Inc and a Fresenius
polysulfone membrane (150 kDa MWCO) exhibited simi-
lar recovery characteristics for the above-mentioned set of
model proteins.
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Table 2. Commercially Available Microdialysis Membrane
Dimensionsa

PC PES PAN CUP

Outer radius, mm 250 250 170 120
Inner radius, mm 200 205 120 95
Wall thickness, mm 50 45 50 25
Molecular weight cutoff 20,000 100,000 29,000 6,000
Outer surface area, mm2 6.28 6.28 4.27 3.01

aThe data provided here is that given by the manufacturers of the micro-

dialysis probes. It is not known if the radii are for dry or wet membranes.

The abbreviations are as follows: PC ¼ polyether/polycarbonate, PES ¼
polyethersulfone, PAN ¼ polyacrylonitrile (or AN-69), CUP ¼ cuprophan.

CMA Microdialysis, Inc sells PC, PES, and CUP membranes. Bioanalytical

Systems, Inc sells PAN membrane probes.



Membrane MWCO cannot be used as a means to spe-
cifically predict how well an analyte will be recovered
during a microdialysis sampling procedures. New micro-
dialysis sampling practitioners sometimes mistakenly
believe that analytes near the membrane MWCO will be
recovered. Although a membrane with 100 kDa MWCO
allows some transport of molecules of this molecular
weight, the recovery of an analyte of this size will be
significantly < 1% (if at all) of the external sample con-
centration during microdialysis sampling. Dialysate ana-
lyte concentrations rarely reach equilibrium with the
external sample concentrations except under unique con-
ditions (very low flow rates and long membranes). For
dialysate concentrations to reach those of the tissue med-
ium surrounding the probe and thus approach equilibrium
with the surrounding tissue concentrations, low perfusion
fluid flow rates or long membranes are required in order to
achieve residence times sufficient to obtain equilibration.
During microdialysis sampling, the perfusion fluid only
passes once through the inner membrane lumen with
residence times on the order of seconds. Since this is in
contrast to the methods used to obtain membrane MWCO,
it is not surprising that sampled analyte molecular weight
range is reduced due to the perfusion fluid making only one
pass through the device. In general, the analyte molecular
weight that easily passes through the membrane with 10%
or greater recovery is roughly one tenth of the MWCO as
shown in Fig. 2 (29). However, this is not an absolute value
and different analytes have been reported to be difficult to
dialyze across particular membranes. With rare exception
(30), hydrophobic analytes typically are poorly dialyzed
during microdialysis sampling (31,32). Furthermore, AN-
69 membranes (polyacrylonitrile), which are sometimes
used for kidney dialysis and have been used for in-house
microdialysis probes, carry a negative charge that may
cause rejection of certain negatively charged analytes
(33,34).

Microdialysis sampling requires an inlet and outlet tube
to be attached to the membrane. The length and inner
diameter of the outlet tube attached to the membrane

affects membrane backpressure. For some hollow fiber
membranes, convective fluid loss (ultrafiltration) across

Jv ¼ PðDp � DpÞ=l (1)

these hollow fiber semipermeable membranes is possible
and the extent of this ultrafiltration is related to the
volumetric flux (Jv) shown in Eq. 1, where P is the perme-
ability coefficient for the membrane, l is the length across
the membrane (e.g., the membrane thickness), and Dp and
Dp the hydrostatic and osmotic pressure differences (35).
Different membranes have difference permeability coeffi-
cients. The physical manifestation of this fluid loss is that
the probe appears as if it is sweating during the dialysis
procedure and is often observed with larger MWCO mem-
branes.

Peptides and proteins diffuse very slowly across the
small pores of membranes with MWCO between 5000
and 30,000 Da. To improve the relative recovery of these
analytes, larger 100 kDa dialysis membranes have become
commercially available. The disadvantage of these larger
MWCO membranes is that they often exhibit ultrafiltra-
tion due to their larger pore sizes. Ultrafiltration fluid
losses across 100 kDa or larger MWCO dialysis membranes
should be determined prior to in vivo experiments. In
particular, the ultrafiltration is exacerbated by the use
of long outlet tubing with narrow diameter (a common
need with awake and freely moving animal experiments).
Osmotic balancing agents, such as dextrans or albumin,
are commonly added to microdialysis perfusion fluids
passed through 100 kDa or larger MWCO membranes to
prevent excessive ultrafiltration as well as to prevent non-
specific adsorption on the device materials (36,37). While
these agents are passed through the membrane, their
potential loss to the surrounding tissue space has not been
reported.

Recovery, Delivery, and Localized Infusion

Sensor devices are highly specific analytical detectors and
can only be used to detect analytes that physically contact
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the sensor. Microdialysis sampling provides extensive flex-
ibility with respect to ways in which it can be applied.
Typical microdialysis sampling applications use what is
termed the recovery mode where the device is placed into a
sample matrix and analytes diffuse into the inner-fiber
lumen of the probe (Fig. 1). Alternatively, the device can be
used as a delivery device where a compound is infused
through the probe causing either some alteration in a
biochemical event (enzymatic reaction, enzymatic inhibi-
tion, or receptor binding) followed by collection of an endo-
genous analyte or enzymatic product. The probe can also be
used to pass a substrate for a chemical or biochemical
reaction and the products of that reaction can then be
locally sampled as shown in Fig. 3. Unlike a specific sensor,
microdialysis sampling devices allow for many physiologi-
cal and biochemical processes to be studied within living
tissue. Different examples of this approach for a variety of
different tissues are shown in Table 3.

DEVICE CALIBRATION

Theoretical Foundations

Typical microdialysis sampling operating conditions (flow
rates between 0.5 and 2.0 mL�min�1) will yield a represen-

tative fraction of the analyte concentration in the sur-
rounding ECF. Since most microdialysis conditions are
such that equilibrium between the dialysate and the sam-
ple is not obtained, a calibration has to be used to relate
dialysis concentrations to external sample concentrations.
Extraction efficiency (Ed) is used to relate the dialysis
concentration to the sample concentration. The steady-
state Ed equation is

Ed ¼ Coutlet � Cinlet

Ctissue,1 � Cinlet

¼ 1 � exp
�1

QdðRd þ Rm þ Re þ RtÞ

(2)

shown below in Eq. 2, where Coutlet is the analyte concen-
tration exiting the microdialysis probe, Cinlet is the analyte
concentration entering the microdialysis probe, Ctissue,1 is
the analyte tissue concentration far away from the probe,
Qd is the perfusion fluid flow rate and Rd, Rm, Re, and Rt are
a series of mass transport resistances for the dialysate,
membrane, external sample, and a trauma layer that
exists at the interface of the probe membrane and the
tissue as defined in Scheme 1 (48,49).

The resistance terms are additive and understanding
how these resistance terms affect Ed is vitally important
with respect to experimental design. Throughout the
microdialysis sampling process, collected analytes must
diffuse through at least three regions (tissue, membrane
and dialysate) in order to exit the microdialysis probe. Each
mass transport resistance term defined in Scheme 1 has a
diffusive component, which indicates that analytes with
smaller diffusion coefficients will exhibit much lower Ed.
The combined resistance contributions from Rd and Rm can
be experimentally determined in vitro by collecting dialy-
sates at different flow rates. A plot of the natural log of
(1-Ed) versus 1/Qd should yield a straight line, which can be
regressed to determine the additive values for Rd and Rm.
In addition to this information, an in vitro Ed experiment
performed at 37 8C with stirring to cause the sample resis-
tance, Re, to approach a zero value, will yield the highest
possible in vivo Ed.

The variables shown in Eq. 2 illustrate that a combina-
tion of perfusion fluid flow rate (Qd), as well as mass
transport resistances for the dialysate, membrane, and
tissue medium external to the microdialysis probe affect
Ed. Decreasing Qd allows for a greater fluid residence time
within the dialysis membrane thus allowing analyte
concentration to increase along the membrane axis.
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Figure 3. Localized infusion. A substrate or drug is locally
infused through the microdialysis sampling probe. It diffuses
into the ECF and then either reacts to form a product or causes
a biochemical event to increase the concentrations of other
molecules.

Table 3. Some Examples of Localized Infusion Using Microdialysis Sampling

Type (substrate or
inhibitor) Infused Compound Measured Analyte or Application Tissue References

Inhibitor Cocaine Dopamine Brain 38
Substrate Substance P and other neuropeptides Proteolytic Products Brain 39,40
Substrate Salicylic acid or 4-hydroxybenzoic acid 2,3-DHBA, 2,5-DHBA, 3,4-DHBA In Vitro, Brain 41–43
Substrate Phenol or acetaminophen Metabolites Liver 44,45
Substrate and

inhibitor
Angiotensin, phosphoramidon, captopril Metabolites and enzymatic inhibition Renal Cortex 46

Substrate Suc-(Ala)3-pNA Elastase (protease) activity In Vitro 47



Fig. 4 shows a typical Ed curve simulated using the above
equations (only Rd and Rm assuming a well-stirred sys-
tem) for analytes with different aqueous diffusion coeffi-
cients. Fig. 4 clearly shows how microdialysis sampling
membranes even for a hypothetical case perform in a
manner that is consistent with diffusion being the major
contributor affecting recovery. This scenario for the dif-
fusivity is especially true for protein collection as many
proteins of interest such as the cytokines have molecular
weight values that can begin to approach the molecular
weight cutoff limit for the dialysis membrane. In these
cases, the protein diameter can begin to approach the
values for the pore diameters resulting in restricted diffu-
sion through the membrane, higher membrane mass
transport resistances and thus reduced analyte recovery.

The parameter Ed is highly dependent on several phy-
siochemical parameters (analyte diffusion coefficient,
perfusion fluid flow rate, membrane pore size, and mem-
brane surface area), kinetic uptake into cells (50) and the
microvasculature (51), as well as the overall ECF
volume fraction. The mass transport, resistances shown
in Scheme 1 include analyte diffusivity terms for all three
regions of mass transport, as well as kinetic terms for

the tissue space, as shown in the above equations. Tissue
diffusive and kinetic properties of the sample surrounding
an implanted microdialysis probe will dictate the how
reduced the in vivo Ed will be from the maximum possible
in vitro Ed value at any particular flow rate. For hydro-
philic analytes, it is generally assumed they diffuse only in
the ECF that surrounds the tissue cellular components.
This ECF space comprises approximately 20% of the over-
all tissue volume (52). Typically hydrophilic analytes have
to diffuse around the cells en route to the microdialysis
probe, the overall effective diffusive path length is
increased due to the tortuous path traversed by the ana-
lyte. This tortuosity alters the tissue diffusion coefficient
which can be approximated using Decf¼Daq/l2, where l

has a value of � 1.5. In addition to the alteration in
diffusive characteristics, tissues are vascularized and have
active cellular components. Depending on the analyte, the
active components will affect the overall microdialysis Ed.

In addition to these parameters influencing microdia-
lysis Ed, analyte properties affect the shape and the time to
reach steady state for the concentration profile to the
microdialysis probe. Analytes that diffuse rapidly and have
a rapid supply to the tissue have narrow concentration
profiles to the dialysis probe. Conversely, analytes that
slowly diffuse and are not readily supplied to the tissue
space will have concentration profiles to the dialysis probe
that are not as steep. During microdialysis material is
removed from the sampling site and the extent to which
matter is removed is a function diffusive and kinetic para-
meters applied to that particular analyte, for example, how
rapidly it the analyte replenished to the ECF from either
capillaries (drugs) or cellular release processes. This has
been a concern by others particularly as it relates to the
understanding of dopamine transmission in the brain (53).
However, dopamine is a special case and has rapid release
and uptake kinetics in the ECF. For analytes that are
poorly transported across the capillary space in the brain
along with analytes that do not undergo significant uptake
(e.g., drugs), their relative recoveries are generally lower
than those with higher uptake/kinetic rates. It may appear
to be counterintuitive to think that analytes with very
rapid kinetic removal from the space surrounding the
microdialysis probe have increased relative recovery. How-
ever, the higher removal rates cause the concentration
profile to the dialysis probe to have a much greater gradient
to the device as compared to a poorly removed analyte
which would have a much shallower concentration profile
to the device. For analytes with similar ability to diffuse
through the membrane, that is, their membrane diffusion
coefficients are nearly equal, the flux should be greater for
the sharper concentration gradient thus causing greater
relative recovery.

The theoretical foundations for microdialysis sampling
during steady state operations derived by Bungay et al.
have been widely used to corroborate many different in vivo
experimental observations. In a series of papers focused on
neurotransmitters, Justice’s group has studied how uptake
inhibition decreases microdialysis Ed 38,54,55. Stenken
et al. 56 showed that since kinetic removal of targeted
analyte may in some cases be additive, the inhibition of a
particular cytochrome P450 isoform for phenacetin and
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Scheme 1. The multiple mass transport equations used to
describe microdialysis sampling. D is the diffusion coefficient
through the dialysate, Dd, membrane, Dm, and sample, Ds. The
parameter L is the membrane length; G (cm) is a composite
function; kep(r), km(r), and kc(r) are kinetic rate constants as a
function of radial position (r) from the microdialysis probe.
Additional term definitions can be found in Ref. 48.



antipyrine metabolism did not significantly alter Ed. This
suggested that multiple kinetic components (capillary per-
meability plus metabolism) are important for analyte
removal from liver tissue. Elmquist has shown that trans-
porter inhibition in brain causes alterations in Ed for
different drugs (57).

Calibration Methods

If the different variables shown in Eq. 2 and Scheme 1 are
known prior to experimentation, then it is possible to
predict the in vivo Ed. However, the difficulty with in vivo
experiments is that obtaining values for variables is highly
challenging. Furthermore, it is difficult to obtain an abso-
lute value for Ctissue and an in vivo calibration requires that
Ctissue (Eq. 2) be known. Even today, many experiments
employing microdialysis sampling are semiquantitative
and dialysate concentrations obtained are approximations
of Ctissue at best. Since quite often ratios of dialysate
analyte concentrations are obtained before and after some
input (e.g., pharmacological or physical) with no attempt to
measure the Ctissue during the experiment. To date, the in
vivo calibration of implanted devices, including microdia-
lysis probes, is an active area of research in the analytical
chemistry and bioengineering communities and many
authors have reviewed this subject (58,59). The principal
difficulty with respect to obtaining a reliable device cali-
bration is the inability to fully reproduce in vitro all the
salient physiological features of tissue including permea-
tion across capillaries and uptake processes (60,61).

Initial microdialysis sampling calibration focused on
using an in vitro Ed calculation to estimate tissue analyte
concentration. This approach gives a rough estimate of Ed

and may provide an incorrect calibration factor. Further-
more, in vitro methods used for Ed measurement are
affected by temperature (microdialysis sampling again is
inherently a diffusion separation method), as well as sam-
ple stirring. A well-stirred buffer medium provides a mass
transport external medium mass transport resistance (Re)
that approaches a value of zero. It is important to note that
a quiescent medium does provide diffusional mass trans-
port resistance and thus relative recoveries performed in
vitro under stirred conditions will be different than those
performed using quiescent conditions (48). How close a
quiescently determined in vitro Ed is to the in vivo Ed

would be wholly dependent upon the tissue kinetic proper-
ties for the targeted analyte. In other words, an analyte,
such as dopamine, may exhibit higher in vivo Ed than in
vitro quiescent Ed due to its extensive uptake kinetics
causing a steeper concentration gradient to the dialysis
probe as compared to the in vitro quiescent Ed measure-
ment. Differences in the ability of the analyte to diffuse
through the tissue space due to increased tortuosity and
decreased volume fraction led to empirical methods that
could be used to amend in vitro relative recovery calibra-
tion determinations (62). These methods focused on differ-
ences in tissue diffusion properties, but did not include the
role of kinetic affects on microdialysis Ed causing signifi-
cant errors for estimating in vivo values for Ctissue.

Jacobson et al. (63) were the first to try to create a more
analyte-specific calibration procedure for microdialysis

sampling. In their work, varying the perfusion fluid flow
rates through the dialysis probe derived an analyte-specific
membrane mass transport coefficient, K, shown below in
Eq. 3, where A is the membrane surface area and Qd is the
dialysate volumetric flow rate. Eq. 3

Coutlet

Ctissue
¼ 1 � expð�KA=QdÞ (3)

is similar to Eq. 2, showing how the model of Bungay et al.
incorporated previously known experimental results. In
this case, the product (-KA) is related to the sum of the
fraction of the mass transport resistance terms. Experi-
mental results from this work immediately showed that
understanding the underlying in vivo mechanisms affect-
ing microdialysis Ed was more complicated than initially
expected. These researchers found that different amino
acids exhibited different in vivo mass transport coeffi-
cients. This was unexpected since the amino acids would
be expected to have very similar diffusion coefficients due
to their similar molecular weight. This data began to lead
to the understanding that analyte properties (diffusion and
kinetics) in the tissue play a major role with respect to
microdialysis sampling calibration. An extension of cali-
bration approach of Jacobson et al. is to pass the perfusion
fluid through the dialysis probe so slowly that zero flow is
approached and nearly 100% relative recovery as shown in
Fig. 5. In this case, the goal is to calculate Csample by
attempting to reach an equilibrium state across the micro-
dialysis membrane (64).

The most widely used calibration method for microdia-
lysis sampling is based on knowing that diffusive flux
should not occur across the dialysis membrane when the
analyte concentration inside the perfusion fluid matches
the concentration external to the microdialysis probe. This
method was originally demonstrated by Lönnroth and has
been called by a variety of names including Lönnroth plot,
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method of no net flux (NNF) and method of zero net flux
(ZNF). The ZNF method requires the tissue analyte con-
centration be at a steady state and has been used to
determine basal concentrations for many analytes. The
probe is perfused with different analyte concentrations
that are either above or below the targeted analyte con-
centration. With these different perfusion studies, the loss
or gain of analyte across the microdialysis probe can be
determined and then plotted versus the inlet concentration
as shown in Fig. 6. The analyte concentration is deter-
mined by the x-axis intercept and the relative recovery is
the absolute value of the calibration line slope. A major
drawback with this approach is the extensive amount of
research time that has to be invested during the different
perfusion studies. In particular, this is quite difficult to
achieve with exogenous analytes (drugs) that would
require a continuous infusion to achieve steady-state
concentrations.

Quite often what is desired from a microdialysis sam-
pling procedure is the analyte concentration during some
sort of pharmacological challenge to an animal. This much
needed analyte temporal information is not possible to
collect with the requirement of steady state for the ZNF
method. To overcome this problem and to gain information
regarding the probe calibration from sample to sample,
internal standards have been used during microdialysis
sampling. Typically, internal standards have been chemi-
cals with similar physicochemical properties as the tar-
geted analyte. Some early work in internal standards
proposed using one standard, such as antipyrine or 3H–
water to allow assessment of sample-to-sample differences
should they arise throughout the duration of the micro-
dialysis sampling events (65). Antipyrine would be a sui-
table reference for probe-to-probe variability because of its
highly hydrophilic nature and ease of chemical detection.
Urea has also been used as a microdialysis calibration
reference for different metabolism studies (66–68). It is
again important to note that the extraction efficiency of any
particular analyte is a combined function of the different
mass transport regions : dialysate, membrane, and most
importantly tissue. Most likely during an in vivo micro-

dialysis sampling experiment, the variability from sample
to sample will occur due to alterations in tissue physiology,
such as blood flow, metabolism, and uptake, which would
serve to alter the tissue resistance and thus Ed. For this
reason, it is generally preferred to have internal standards
with similar tissue diffusion and kinetic properties as the
analyte. Finding an appropriate internal standard is not a
trivial task since analytes with similar structure and dif-
fusive properties may also compete for enzymatic sites and
may inhibit metabolic pathways that are important to
removal and thus Ed values. However, this possibility must
be considered in context of the tissue being sampled, as well
as other additive kinetic properties (e.g., uptake into cells
or capillaries) that may have a much greater impact on the
Ed. For example, in the brain, the kinetic process that has
been shown for several neurotransmitters to be most
weighted towards affecting Ed are the neuronal uptake
processes rather than metabolism processes. Additionally,
in the liver, it appears that capillary blood flow and perme-
ability are the primary contributors toward the Ed value
obtained. Internal standards for peptides and proteins may
be much harder to devise as receptor binding or for the
cytokines, binding to the proteoglycan components of the
ECF space may affect Ed and thus using molecular weight
markers, such as inulin (69,70) or higher molecular weight
fluorescein-labeled dextrans (e.g., FITC-Dextran 3000,
FITC-Dextran 10,000) may only serve to report back diffu-
sional mass transport differences during the duration of
microdialysis sampling.

Effect of Probe Insertion Trauma

Insertion of microdialysis probes causes tissue damage
(71,72). Although this has been known for quite some time,
it has generally been overlooked by many microdialysis
sampling users. The extent to which this insertion trauma
affects the integrity of the microdialysis sampling concen-
trations and its true overall importance has been debated
in the literature. The biomaterials literature is full of
descriptions of the cellular events that occur after a foreign
body implantation (73). It is known that edema occurs at
the site of probe implantation (74) along with the recruit-
ment of polymorphonuclear leukocytes (75,76) and matrix
metalloproteinases (extracellular matrix remodeling
enzymes) (77). Moderately reduced analyte flux to micro-
dialysis probe chronically implanted has been reported for
glucose (78).

The validity of the ZNF calibration methods for in vivo
calibration, as well as determination of Ctissue for some
analytes, has recently been a concern for neuroscientists
interested in dopamine. Many careful studies performed by
Michael’s group illustrated that dopamine concentration
measurements obtained with microelectrodes and micro-
dialysis sampling devices were quite different (79,80). In
particular, microdialysis sampling devices often exhibited
much lower basal concentrations of dopamine than micro-
electrodes. Additional concerns have been raised for drug
blood–brain barrier studies (81,82). Between these two
examples, dopamine collection via microdialysis sampling
appears to be the most severely affected because of its
release and uptake sites being compromised due to the
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insertion trauma (49,83,84). In essence, the creation of a
trauma layer creates four separate mass transport regions
during microdialysis sampling : the dialysate, membrane,
trauma layer, and normal tissue that need to be accounted
for during data interpretation.

ANALYSIS OF MICRODIALYSIS SAMPLES

Microdialysis sampling is essentially married to appropri-
ate detection methods for the collected dialysates. In addi-
tion to providing a means to sample from an in vivo site,
microdialysis sampling also provides a relatively protein
free or clean sample for chemical analysis. The only selec-
tivity imparted into a microdialysis membrane is its mole-
cular weight cutoff. For this reason, as long as a targeted
analyte can diffuse through the membrane, the microdia-
lysis sampling probe can be used as an in vivo chemical
collection device. Thus, assuming the targeted analyte can
pass through the dialysis membrane pores coupled with
the appropriate analytical methods, a microdialysis sam-
pling device could be considered to be essentially an all-
purpose in vivo sensor (85). There is an extensive literature
that has reviewed the associated analytical chemistry for
making measurements in microdialysis samples (86). Addi-
tional reviews include: Adell et al. (87), Chaurasia (88),
Church and Justice (89), Davies and Lunte (90), Horn (91),
Kennedy (92), Kennedy et al. (93). Lunte et al. (94), Lunte
and Lunte (95), Obrenovitch (96), Parkin et al. (97), and
Parrot et al. (98).

Sample Volume Limitations

The major bottleneck 25 years ago for microdialysis sam-
pling gaining more wide-spread and universal acceptance
had to do with the analytical detection method sample
volume limitations. During the early stages of microdia-
lysis sampling, the primary analytical detection methods
used for analyte quantification were liquid chromatogra-
phy (LC) coupled with various types of detectors [ultravio-
let–visible (UV–Vis), fluorescence, and electrochemical]. In
addition to LC methods, radioimmunoassay (RIA) was
occasionally used for peptides and proteins. Twenty-five
years ago, it was not uncommon to require 25–50 mL of
sample for LC analyses. Today, 50–100 mL of sample is still
needed for standard immunoassays. The trade off that had
to occur became one of either obtaining higher concentra-
tion recovery across the membrane by using low perfusion
flow rates (1 mL�min�1 or less) or gaining sufficient tem-
poral resolution by going to faster flow rates to achieve
sufficient sample volumes for chemical analysis.

With the exception of glucose and lactate, many of the
endogenous as well as xenobiotic analytes sampled using
microdialysis had either micromolar (mM; 10-6 M) to nano-
molar (nM 10-9 M) concentrations. These low concentra-
tions often pushed the limitations of common analytical
equipment since for most analytes an approximate detec-
tion limit with most UV-Vis detectors is roughly in the low
mM range and for fluorescence and electrochemical detec-
tors their detection limits are approximately in the nM
range. The need to be able perform analytical measure-
ments from such low volume dialysates drove analytical

method development in multiple directions towards sys-
tems that could accommodate the low volumes without
sacrificing method sensitivity, as well as development of
high throughput methods that allowed for increased tem-
poral resolution. Presently, there are many commercially
available technologies that allow for samples that are
<1 mL (e.g., capillary electrophoresis) or have duty cycles
that are <1 min.

Separations-Based Methods for Microdialysis Sample
Quantitation

Using separation methods, such as LC or capillary electro-
phoresis, for the quantitation of microdialysis samples is
highly advantageous since these methods can be quickly
adapted to many different analytes. Before the extensive
use of microdialysis sampling for studies of neurochemical
transmission, the use of in vivo voltammetry for analysis of
neurotransmitters was just beginning to be described as a
method for catecholamine (dopamine and norepinephrine)
(99,100). The difficulty with using these methods was that
electrode potentials needed to oxidize the catecholamines,
as well as their metabolites (3, 4-dihydroxyphenylacetic
acid, DOPAC) were similar. Furthermore, it was soon
discovered that during vesicular release of dopamine, very
high concentrations of ascorbic acid were released (101).
For this reason, in vivo voltammetry of these important
neurochemicals became more challenging since all of these
chemicals can be oxidized at or below the same potential.
The advantage of separations methods with appropriate
detectors is that components including targeted analytes,
as well as endogenous and exogenous interferences (see
Fig. 7) can be appropriately separated and quantified.
Thus, an additional advantage of using chromatographic
methods is that chromatographic methods provide intrin-
sic multiplexing capabilities for the chemical analysis of
microdialysis samples if different analytes are expected in
the same samples.

Liquid Chromatography. Liquid chromatographic meth-
ods have been used for analyzing a broad class of analytes
from microdialysis samples including catecholamines,
amino acids, pharmaceuticals, and their metabolites. Sev-
eral articles are available that describe the necessary
requirements for microdialysis sample analysis using LC
(102,103). Liquid chromatographic separations methods
are well suited to microdialysis samples because of the
high salt content contained in the perfusion fluids. Salts
are generally not retained by the LC stationary phase and
are therefore eluted in the chromatographic void volume.
The resolving power of LC stationary phases allows for
multiple analytes to be quantified during a single chroma-
tographic run. Different detectors have been applied to LC
separations for quantitation of dialysis samples.

Capillary Electrophoresis. Capillary electrophoresis
(CE) is a separation method that involves passing an
electric field across a micron-sized (�25 to 75 mm internal
diameter) capillary so as to allow separation of analytes
based on their additive electrophoretic and electrosmotic
mobilities. Neutral components in capillary electrophoresis

MICRODIALYSIS SAMPLING 409



will elute based on their electroosmotic mobility. Compared
to LC analysis, CE provides greater separation efficiency
and the possibility of faster separations. An additional
advantage of CE is that an enormous research effort has
been placed into microfabrication of CE devices onto micro-
chips. This suggests the possibility for point-of-care tech-
nologies to be integrated with microdialysis sampling.

Like LC, CE has been used for a wide range of micro-
dialysis sampling analyses including catecholamine neu-
rotransmitters, amino acid neurotransmitters, and
pharmaceutical compounds. Capillary electrophoresis
has one main disadvantage and that has to do with the
poor UV detection limits due to the path length being
significantly reduced. However, sensitive detection can
be achieved using electrochemical or laser-induced fluor-
escence detection approaches.

Although there are several disadvantages with CE
detection, that is, no standard equipment, requirement
of expertise, there is one advantage to this detection
method for microdialysis samples. By using pH-stacking
methods, significant on-column preconcentration (100 or
greater) can be achieved (104). The mismatch of pH
serves to greatly concentrate the sample zone on the
head of the capillary column. This allows for online
preconcentration to occur during the CE experiment.
For collection and detection of peptides or proteins
this preconcentration can serve to be highly useful.
An additional advantage of CE is that extremely fast
separations on the order of seconds can be achieved mak-
ing this technology similar to that of a separations-based
biosensor (105).

Fast Separations. Microdialysis sampling can be a slow
temporal process due to the need to collect sufficient sam-
ple with sufficient relative recovery. To make microdialysis
sampling more sensor like in terms of its response time, a
number of groups have worked on achieving high speed
separations, as well as direct coupling dialysate outflow the
detection method. This is particularly important for stu-
dies of neurotransmitter dynamics. While electrochemical
approaches for studies of catecholamine neurotransmis-

sion provide millisecond time resolution, microdialysis
sampling is hindered by the turn-around time for the
analytical method. High speed detection capability of cycle
times of <1 min have been reported by many different
groups using both liquid chromatographic, as well as
capillary electrophoresis separations including 1 s time
resolution with neurotransmitters (106) and <1 min reso-
lution with pharmacokinetic analyses (107).

Examples of Different Types of Detection

Electrochemical Detection. Liquid chromatography
coupled with electrochemical detection (LC–EC) is both a
highly sensitive and selective method for analysis of com-
pounds that can undergo an electrochemical reaction (oxi-
dation or reduction). In this sense, LC–EC is highly suited
to the chemical analysis of important biogenic amines
(dopamine, norepinephrine, etc) obtained from microdia-
lysis probes implanted into the brain (108). For these
measurements, the electrochemical detector has a glassy
carbon electrode that allows for oxidation of the amines at
potentials of roughly 700 mV versus a Ag/AgCl reference
electrode. The LC–EC excels in this analysis task because
these analytes can be oxidized and furthermore their basal
concentrations are in the low to mid-nanomolar range. The
advantage of the separation is evident when considering
that catecholamine metabolites (DOPAC, HVA) have basal
concentrations that are � 100–1000 times greater than the
clinically relevant catecholamines (dopamine, norepi-
nephrine, serotonin).

In addition to catecholamine detection of microdialysis
samples, LC–EC analysis has been applied to low concen-
tration analytes obtained under varying conditions of oxi-
dative stress. In these cases, typically either salicylic acid
or 4-hydroxybenzoic acid is directly infused through the
microdialysis probe to locally deliver a trapping agent as
shown in Fig. 3 (109). These benzoic acids react with
hydroxyl radical to form catechols which can then be
separated and detected by LC–EC (110). The LC–EC has
also been used to quantify the DNA oxidative damage
biomarker, 8-dOH–dGuanosine (111,112).
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Figure 7. Example of different analytes
that can be oxidized at approximately the
same potential using a carbon electrode
under physiological conditions. The formal
potential for dopamine, norepinephrine, and
DOPAC are � 0.7 V versus Ag/AgCl. For
acetominophen, the formal potential is
�þ0.8 V versus Ag/AgCl. For ascorbic acid,
the oxidation formal potential is �þ 0.15 V
versus Ag/AgCl.
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Electrochemical detection can be made to be more selec-
tive by altering the electrode surface. Gold electrodes
coated with Hg to create an amalgam are highly selective
toward thiols such as cysteine and glutathione with low
potentials needed for oxidation � 150 mV versus Ag/AgCl
(113). Lunte and O’Shea used this approach for glutathione
detection using CE (114).

In addition to electrode modification, packed enzyme
beds containing specific oxidase can be used prior to elec-
trochemical detection. This is commonly applied to detec-
tion of the neurotransmitters choline and acetylcholine.
Acetylcholine and choline can be separated chromatogra-
phically and then an enzymatic bed containing acetylcho-
line oxidase and choline oxidase is placed at the end of the
column. These specific enzymatic reactions produce hydro-
gen peroxide which is then detected downstream at a
platinum electrode (115). Note that more recent develop-
ments have attempted to immobilize the enzymes specifi-
cally to the electrode (116).

Examples of Fluorescence for Dialysates. Fluorescence
detection is often employed when a known derivatization
method can be applied to dialysate samples to improve
method detection limits or to create a molecule that has a
better handle for detection. For microdialysis samples,
fluorescence derivatization is commonly applied to impor-
tant amino acid neurotransmitters such as glutamate and
GABA (117–119) and occasionally to biogenic amines (e.g.,
dopamine and norepinephrine) (120).

Examples of Mass Spectrometry for Dialysates. Mass
spectrometry (MS) is a unique LC detector in that as long
as the analyte has the ability to form an ion, MS can be used
for analysis. However, mass spectrometric detection can be
difficult with microdialysis samples because of the high salt
content. This method has been particularly useful with
neuropeptides because of their low concentrations. A pro-
blem with mass spectrometric detection is that salts from
the dialysis perfusion fluid can cause analyte ionization
suppression that leads to dramatically decreased detection
capability for the method (121). Salts from dialysates are
often removed via a column-switching technique that pre-
concentrates the analyte onto a C18 phase followed by
desorption and detection (122). However, the use of nanoe-
lectrospray devices can also reduce some of the problems
associated with salt adducts (123–125). A particularly
powerful method of LC-MS has been the ability to perform
ionization in stages, which allows for structural elucidation
of unknowns. The Kennedy group has been particularly
successful with this approach for sequencing neuropep-
tides obtained from microdialysis samples (39,126).

Sensor Attachment to Microdialysis Probes

The microdialysis sampling process results in a relatively
analytically clean (little to no protein) sample. Separations
methods provide extensive analysis flexibility because they
can be quickly optimized to the targeted analytes. How-
ever, there are in vivo monitoring situations where only
one or a few analytes are targeted and highly specific
analysis methods are available. A particular case in point

is the continuous detection of glucose or lactate from
diabetic humans (127). The primary advantage of coupling
a sensing device to the end of the microdialysis sampling
device is the sample matrix is simply saline passing across
the analytical sensor. This prevents many of the difficulties
associated with biofouling of implanted sensors (128).
However, a critical problem for glucose sensing using this
approach is that it can only provide information regarding
the glucose concentration fluctuations throughout the day,
but cannot really serve as an alarm system because of the
lag times that are �20–30 min as compared to normal
glucose sensors of a few minutes (129). Despite this con-
cern, there is great value in using specialized sensors to a
microdialysis device because of the clean sample delivered
to the sensing device.

The use of biosensors attached to the end of microdia-
lysis probes has become highly useful for clinical neu-
roscience where measuring glucose and lactate and in
some cases other neurotransmitters are needed to under-
stand homeostatic mechanisms (130,131). Most biosensors
attached to dialysis probes have been for glucose, lactate, or
glutamate detection (132–134). Cook has published an
interesting approach combining immunoassay with elec-
trochemical detection for specific measurements of coritsol
(135).

Immunoassay for Peptide and Protein Detection

Peptide and protein analysis of microdialysis samples is
challenging since the concentrations of these targeted
analytes are often in the ng�mL�1 to pg�mL�1 levels. This
requires either highly sensitive fluorescence derivatiza-
tion techniques for use with capillary electrophoresis (136)
or sensitive immunoassays. Conventional immunoassays
require 50–100 mL of sample. To obtain these volumes
requires the use of high flow rates (2 mL�min�1 or greater)
or very long collection times. In most cases, because
highly sensitive radioimmunoassays (RIA) are used,
higher flow rates are used to achieve moderate temporal
resolution.

It is becoming increasingly evident that cellular com-
munication in biological systems is highly complex and
networked. Despite the tremendous growth in microdialy-
sis sampling to monitor cellular biochemistry and an
increased interest in peptide and protein detection in
dialysates, there has been relatively little research towards
new analytical methods that can detect peptides and pro-
teins in low volume dialysate samples. A few approaches
have been published that require 80–100 mL of sample for
detection of several different proteins (137,128). Multi-
plexed assays (up to 25 analytes or more) that can be
performed on a single sample have been recently created
for immunology studies of the important inflammatory
mediator class of cytokine proteins.

Highly sensitive multiplexed immunoassay platforms
based on particle-based flow cytometry has become com-
mercially available that allows cytokine measurements in
50-mL sample volumes (139,140). The limit of detection for
these assays fall into the low pg/mL range comparable and
have been compared and validated against standard
ELISA methods (141). The use of these particle-based
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immunoassays is highly advantageous to the sample-
limited microdialysis process and the sample volume
needed has been decreased to < 25 mL by our group for
cytokine detection. The advantage of these bead-based
immunoassays for microdialysis samples is that several
analytes can be analyzed in a single low volume sample. To
illustrate the significant advantage that the bead-based
immunoassay provides, if six separate cytokines were to be
quantified in microdialysis samples using standard ELISA
techniques more than 600 mL of sample would be needed.
Using a flow rate of 1 mL�min�1, this would require 10 h of
microdialysis sampling.

Mass versus Concentration Recovery

Microdialysis sampling Ed is a concentration recovery term
and Ed increases as fluid flows decrease through the dia-
lysis fiber creating longer residence times. Conversely,
overall mass recovery typically increases as the flow rate
increases as shown in Fig. 8. For some analytical applica-
tions, this increase in mass recovery may prove to be highly
beneficial since it opens up possibilities for analytical pre-
concentration methods for the increased dialysate
volumes.

MICRODIALYSIS SAMPLING APPLICATIONS

Microdialysis sampling applications have now been widely
used in many different mammalian species including
humans. The applications in humans have included stu-
dies in cancer, dermatology, immunology, pharmacoki-
netics and neuroscience. Many of these applications
have been extensively reviewed by others and therefore
will not be extensively discussed here. It is again important
to note that microdialysis sampling has to date been prin-
cipally applied to applications in neuroscience for the past

three decades. However, over the past decade, more micro-
dialysis sampling applications in other areas are now being
described.

Neuroscience Applications

Microdialysis sampling has been in the neuroscientist tool-
box for > 25 years. This device has been principally applied
to neurotransmitter collection. Early on, the primary focus
was in rat and more recently with probe redesigns and the
biomedical value of knockouts, additional studies have
been performed in mice (23,142). Current research inter-
ests focus on bridging the gap between animal models and
human studies.

Reviewing all the microdialysis literature for neu-
roscience applications is a daunting task since the micro-
dialysis sampling technique is now in wide use. Some of the
applications have already been mentioned in the Analysis
section of this article. However, several reviews and a book
(see Bibliography section) are available as background.
These reviews have covered general aspects of neurochem-
ical collection with microdialysis sampling (143–146),
microchemical analysis (147,148), and controversial
aspects of neurotransmitter collection (84,149–151)

Neuropeptides. With successful sampling of hydrophi-
lic neurotransmitters with microdialysis sampling, the
next logical analyte class to target was neuropeptides. Like
neurotransmitters, the quantitation of neuropeptides is
challenging with microdialysis sampling due to their low
concentrations. Furthermore, their lower diffusion coeffi-
cients cause their Ed values to be low. Temporal resolution
can also be an issue since quite often immunoassays that
require 50–100 mL are often used for detection. Despite
these limitations, many neuropeptides have been sampled
using microdialysis sampling and have been reviewed > 15
years ago (152,153). With the increased use of mass spec-
trometry for neuropeptide detection of dialysates (154,155)
coupled with additional bead-based immunoassays, the
application space for microdialysis sampling of neuropep-
tides should increase tremendously.

Pharmacokinetics

Microdialysis sampling has been applied for pharmacoki-
netic studies in animals and humans. The great advantage
here is that microdialysis sampling tremendously
decreases the overall number of animals used for a phar-
macokinetics study. Typical pharmacokinetic studies in
rodents require the animal to be sacrificed at each time
point used for the analysis. Microdialysis sampling allows
for collection throughout the time course of the experiment
because it can be easily inserted into the jugular vein.
Again, because of the highly flexible nature of liquid chro-
matographic analysis for drug studies, the microdialysis
sampling technique can be rapidly applied to new drugs
and their metabolites.

Microdialysis sampling applications in pharmacoki-
netics have been extensively reviewed. In addition to gen-
eral reviews of the subject (156–158), there have been
reviews focused on data analysis (159,160) and calibration
(161,162). One of the more important points to consider
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when working with pharmacokinetic data obtained using
microdialysis sampling is that a microdialysis sample
represents a concentration average over the collection time
period. This is in contrast to blood sampling that represents
the analyte concentration directly at the sample time.

Clinical Applications

Clinical applications of microdialysis sampling have grown
tremendously over the past decade and will continue to
grow (163). At the present time, microdialysis sampling
methods in human subjects have focused on studies in
peripheral tissues for glucose collection (164–167) or drug
distribution (168–170). Additional applications have been
to determine gut barrier dysfunction (171). Microdialysis
sampling applications in tumors has spanned both phar-
macokinetic investigations (172–174), as well as collection
of growth factors and cytokines (175). Microdialysis sam-
pling has also been applied to human brain studies that
have focused on understanding the underlying altered
biochemistry that occurs when head trauma to drug dis-
tribution (176–180). Microdialysis sampling has been used
as a means to monitor pharmacokinetics in the human
dermis and has been compared to blister suction techni-
ques (181). While both sampling methods produced similar
data, it was found that microdialysis sampling was much
easier to handle for both the patient and clinician.

Monitoring different growth factors and cytokines is
becoming more important in clinical medicine since these
proteins are known to affect cell-to-cell signaling and com-
munication and are therefore becoming important biomar-
kers to measure. In particular, a group of proteins that are
of great in vivo interest are the cytokines. Cytokines are
potent, transient, and highly localized soluble messenger
proteins (�6–80 kDa) produced by T-cells and macro-
phages that control nearly every aspect of the immune
system (182). Cytokines exhibit complex interactions and
therefore it is often more important to determine the
concentration and cytokine profile after an immune chal-
lenge rather than the concentration of one single cytokine.

Microdialysis sampling is an ideal technique to achieve
real time in situ monitoring of these important protein
mediators and also has been recently described for proteo-
mics applications (183). The application of microdialysis to
this area is now emerging as potential approach for clinical

in vivo studies in both healthy and diseased subjects to
recover targeted cytokine molecules from the exact action
sites and has recently been reviewed by Clough (25).
Commercially available microdialysis probes with a 100
kDa MWCO membrane have been used for in vivo micro-
dialysis of some cytokines (184,185). It is important to note
that microdialysis sampling provides localized sampling
and thus insight into localized concentrations of cytokines
that cannot be achieved via sampling from blood plasma.
This has been recently demonstrated with the cytokine IL-
6 where its interstitial fluid concentration was 100-fold
higher than that found in the plasma (186).

Cytokines have low Ed through 100 kDa membranes. To
improve cytokine Ed larger MWCO membranes (3000 kDa)
typically used for plasmaphoresis have been used (187).
Others are beginning to use the 3000 kDa MWCO mem-
brane for collection of IL-6 and TGF- b1 (186,188–190). The
range of in vitro recoveries for different cytokine proteins is
shown in Table 4.

EVALUATION AND FUTURE USE

Microdialysis sampling has become a mature technology
for neurotransmitter collection and pharmacokinetic
determinations in animals. Clinical microdialysis sam-
pling applications provide the greatest opportunity for
growth. Despite the extensive biomedical use of conven-
tional microdialysis sampling, there are still aspects of the
device that could be tremendously improved.

As currently practiced, microdialysis sampling in ani-
mals can be cumbersome due to the tubing lines required.
Work in Lunte’s group has focused on making micropumps
using osmotic pumps as means to create line-free dialysis
device (191,192). Reducing the microdialysis size by creat-
ing it on a microchip also has some advantages given that a
decreased volume flow chamber may allow rapid equilibra-
tion across the device allowing Ed to approach nearly 100%
(193–195).

A common problem with microdialysis sampling is
the difficulty incurred when sampling hydrophobic
analytes. This is an area with great promise with respect
to either new device development or improvements to
existing microdialysis sampling technology. Albumin
is commonly included in the perfusion fluid to block
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Table 4. Cytokine In Vitro Relative Recovery and Relevant Physicochemical Propertiesa

Cytokine Ed% 0.5 mL�min�1 Ed% 1.0 mL�min�1 MW, kDa Conformation Active Protein, kDa

IL-2 4.5
 2.9 (12) 2.9
 1.1 (15) 17.2 Monomer 17.2
IL-4 12.0
6.5 (12) 7.5
 2.6 (15) 13.6 Monomer 13.6
IL-5 1.3
 1.0 (12) 1.0 
0.5 (15) 13.1 Homodimer 26.2
IL-6 4.8
 1.4 (6) 2.7
 0.8 (6) 21.7 Monomer 21.7
IL-10 Not performed 1.1
 0.3 (3) 18.8 Homodimer 37.6

IL-12p70 N.D. N.D. 35 & 40 Heterodimer 75
IFN-g 2.0
 1.4 (18) 1.5
 0.8 (21) 15.9 Homodimer 31.8
MCP-1 24.5
4.8 (6) 13.1
3.9 (6) 13.1 Homodimer 26.2
TNF-a 8.0
 2.9 (15) 4.3
 1.1 (18) 17.3 Homotrimer 51.9

aCytokine standards were either 1250 or 2500 pg�mL�1. All solutions were quiescent at room temperature. A CMA/20 10-mm 100-kDa PES membrane was used

for these studies performed in our laboratory. The numbers in parentheses after the RR values are the number of trials (n). All data are reported as mean
SD.

N.D. is not detected.



nonspecific adsorption sites within the microdialysis poly-
meric materials (196,197), and is still widely practiced
(198). Unfortunately, this adds protein back into the dia-
lysis perfusion that for small analytes causes difficulties
with CE and LC analyses. A second approach involves
using lipids, such as Intralipid, a material used to suspend
hydrophobic drugs, to coat the nonspecific adsorption sites
on the dialysis membrane or tubing (196,199). It is not
known how compatible this approach is for CE or LC
analysis.

Cyclodextrins have been used as perfusion-fluid addi-
tives for improving the microdialysis recovery for different
analytes (200,201). A general scheme for the enhancement
process is shown in Fig. 9. Cyclodextrins are well-known
cyclic oligosacharides that have the capability to form
inclusion complexes with various organic molecules by
the capture of the guest molecule into a hydrophobic
central cavity (202). Dialysate samples that contain cyclo-
dextrin can be injected into an LC column without altera-
tion to the chromatographic separation parameters, for
example, plate number and peak width (203). Cyclodex-
trins are not selective, which for this enhancement
approach is beneficial given that they can be applied to a
wide variety of low molecular weight hydrophobic organic
molecules (204,205). However, a difficulty with this
approach is that cyclodextrins can diffuse out of the dia-
lysis membrane that may complicate some applications. An
additional difficulty is that cyclodextrins can interfere with
affinity-based detection assays (immunoassays) due to
competition between the analyte and cyclodextrin versus
analyte and an antibody.

To overcome the free diffusion of cyclodextrin out of the
dialysis tubing, different type of solid supports have been
used for enhancement. Markides group has described the
use of a solid-vehicle support for improving neuropeptide
microdialysis relative recovery coupled with LC–MS detec-
tion (206,207). More specific enhancements can be

achieved using antibody-immobilized beads for flow cyto-
metry (208). With the antibody-enhancement approach,
increases in microdialysis sampling relative recovery of
4–12-fold were achieved for different cytokines.

Microdialysis sampling is already beginning to be used
in metabolomic studies using LC–MS detection methods
(209). With the creation of microcoil nuclear magnetic
resorance (NMR) that can measure nanoliter samples
(210,211) the detection possibilities for dialysate samples
are greatly increased. This approach has been recently
applied to metabolomic studies with microdialysis sam-
pling in brain (212).

The combination of these new discoveries for microdia-
lysis sampling shows the enormous potential for solving
many clinical biomedical problems with this device. The
future for microdialysis sampling and device spin-offs is
quite bright. New developments in instrumentation and
collection procedures will provide much clinical benefit.

Microdialysis sampling has moved from a sampling
device exclusively used to collect low molecular weight
hydrophilic neurotransmitters to applications requiring
the collection of larger proteins. Many cellular signaling
processes occur via small molecule (nitric oxide, norepi-
nephrine, acetylcholine, eicosanoids, etc.), peptide (angio-
tensin, etc.) as well as proteins (cytokines). Cytokine
profiling for different disease states has become quite
important. For the applications of both neuropeptide and
larger protein collection such as the cytokines, the princi-
pal limitation to collecting these molecules is the diffusion
properties of these analytes through the dialysis mem-
brane. Proteins are difficult to collect through dialysis
membranes since they can exhibit both nonspecific adsorp-
tion to the polymeric materials as well as diffusion restric-
tions through the membrane pores. Despite the variety of
applications of microdialysis sampling to medical and
scientific research, there have been few new developments
with respect to improving the overall sampling efficiency
for difficult to dialyze samples. As clinical proteomics and
biomarker collection becomes better understood for mak-
ing clinical predictions, it will be necessary to have sam-
pling methods that can meet these clinical needs.
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184. Sjögren F, Svensson C, Anderson C. Technical prerequisites
for in vivo microdialysis determination of interleukin-6 in
human dermis. Br J Dermatol 2002;146:375–382.

185. Ao X, Rotundo RF, Loegering DJ, Stenken JA. In vivo
microdialysis sampling of cytokines produced in mice given
bacterial lipopolysaccharide. J Microbiol Methods
2005;62:327–336.

186. Sopasakis VR, et al. High local concentrations and effects on
differentiation implicate interleukin-6 as a paracrine reg-
ulator. Obesity Res 2004;12:454–460.

187. Winter CD, et al. A microdialysis method for the recovery of
IL-1beta, IL-6 and nerve growth factor from human brain in
vivo. J Neurosc Methods 2002;119:45–50.

188. Rosendal L, et al. Increase in interstitial interleukin-6 of
human skeletal muscle with repetitive low-force exercise. J
Appl Physiol 2005;98:477–481.

189. Heinemeier K, Langberg H, Olesen JL, Kjaer M. Role of
TGF-beta1 in relation to exercise-induced type I collagen
synthesis in human tendinous tissue. J Appl Physiol
2003;95:2390–2397.

190. Langberg H, Olesen JL, Gemmer C, Kjaer M. Substantial
elevation of interleukin-6 concentration in peritendinous
tissue, in contrast to muscle, following prolonged exercise
in humans. J Physiol 2002;542:985–990.

191. Lin Y-C, Hesketh PJ, Lunte SM, Wilson GS. A microma-
chined diaphragm micropump. Proc—Electrochem Soci
1995; 95–27. 67–72.

192. Hesketh PJ, et al. Biosensors and microfluidic systems.
Tribology Issues and Opportunities in MEMS, Proceedings
of the NSF/AFOSR/ASME Workshop on Tribiology Issues
and Opportunities in MEMS, Columbus, Ohio, Nov. 9–11,
1997, 1998; pp 85–94.

193. Zahn JD, Trebotich D, Liepmann D. Microfabricated micro-
dialysis microneedles for continuous medical monitoring.
Proceedings of the 1st Annual International IEEE/EMBS
Special Topics Conference on Microtechnologies in Medicine
& Biology. October 12–14, 2000, Lyon, France; 2000 pp 375–
380.

194. Talbot D, Liepmann D, Pisano AP. Microfabricated poly-
silicon microneedles for minimally invasive biomedical
devices. Biomed Microdevices 2000;2:295–303.

195. Bergveld P, et al. Microdialysis based lab-on-a chip, apply-
ing a generic MEMS technology. Comprehen Analy Chem
2003;39:625–663.
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INTRODUCTION

Microfluidics is the study and application of fluids at the
microscale. The most common definition of the microscale
is that one or more device dimension be in the range of
1–1000 mm. For reference, the diameter of an average
human head hair is � 150mm, the average thickness of a
human fingernail is 360mm, and the diameter of a human
red blood cell is � 7mm. Miniaturization technology, ori-
ginally developed by the microelectronics industry, has
been used to create microscale fluid components and com-
plete microfluidic systems with pumps, valves, and filters,
incorporated onto single microchips have been demon-
strated.

By applying the analogy of the microelectronics indus-
try (i.e., continuously incorporating more features into
smaller areas) a logical application of microfluidics is to
create lab-on-a-chip (LOC) systems. Lab-on-a-chip sys-
tems, also known as micro-total-analysis systems (mTAS),
incorporate the functionality of biology or chemistry
laboratories onto a single microfabricated chip. Ideally, a
LOC system would be able to execute all of the tasks
routinely performed in a biology or chemistry laboratory,
such as sample preconditioning, mixing, reaction, separa-

tion, and analysis. Labor- and time-intensive procedures
would be reduced to instant results derived from a series of
automated steps performed on a LOC.

Microscale fluid handling confers many advantages over
traditional lab operations (1). First, fluid quantities ran-
ging from picoliters to microliters are used, thus reducing
the amount of sample required for tests. Second, the
amount of time required to perform some analyses (e.g.,
capillary electrophoresis) is reduced to seconds, which
means analyses can be conducted many times faster than
with traditional methods. Third, devices can be manufac-
tured using microfabrication technology, which translates
into reduced cost per device; disposable LOC systems can
easily be envisioned.

In general, microfluidic devices are in early stages of
development and are most often found in academic
research laboratories. However, the benefits of these sys-
tems have been exploited to develop new medical devices
for clinical diagnostics and point-of-care testing. Commer-
cial examples of devices that make use of LOC concepts are
discussed at the end of this article.

THEORY

Fluid Mechanics

The term microfluidics encompasses both liquid and gas
behavior at the microscale, even though in most applica-
tions the working fluid is a liquid. All of the concepts
discussed here are directed toward liquids. Other works
are available which provide information on gas behavior at
the microscale (2).

Fluid behavior at the microscale is different from that
commonly observed in everyday experiences at the macro-
scale, owing primarily to the very low Reynolds (Re) num-
bers of the flow regime plus the large surface area/volume
(SAV) ratios of the flow domain. As a consequence, viscous
forces and surface tension effects become dominant over
fluid inertia, and transport phenomena are purely diffu-
sive.

Fluid flow at the microscale is typically laminar. Fluid
flows are classified based on their flow regime, which can be
predicted with the Re number. The Re number is the ratio
of inertial forces to viscous forces and can be calculated
with the equation

Re ¼ rVDh

m
(1)

where r is the fluid density, V is the characteristic fluid
velocity, Dh is the hydraulic diameter of the microchannel,
and m is the fluid viscosity. Fully developed fluid flow in a
channel of circular cross-section is considered laminar if
the Re number is <2100. For Re numbers between 2100
and 2300, the flow is considered transitional: it shows
signs of both laminar and turbulent flow. A Re number
>2300 indicates turbulent flow.

Laminar flow is predictable in the sense that the tra-
jectories of microscopic particles suspended in it can be
accurately predicted (Fig. 1a). Particles suspended in a
turbulent fluid flow behave chaotically and their position
as a function of time cannot be accurately predicted

420 MICROFLUIDICS



(Fig. 1b). Fluid flow that has a Re number <1 is also known
as viscous flow, creeping flow, boundary-layer flow, or
Stokes flow.

Low Re number flow is best visualized by imagining
how honey (or any viscous substance) behaves when
poured or stirred. For example, water flowing in
microchannels will generally have a Re number <1. In
this case, water will behave like a very viscous liquid (i.e.,
like honey). An important point to make here is that the
properties of water do not change at the microscale; rather
the microscale dimensions involved make the water
appear more viscous than what we are accustomed to at
the macroscale. An excellent description of low Re number
environments has been given by Purcell (3). Very viscous
fluid flows have certain characteristics: the flow is rever-
sible, mixing is difficult, and flow separation does not occur
(4).

Reversibility is the ability of a suspended particle in a
fluid to retrace its path if the flow is reversed. This is a
result of the minimal inertia (i.e., low Re number) present
in fluid flows at the microscale. Figure 2 shows the path a
suspended microscopic particle might take in forward and
reverse flow.

A second characteristic of microscale fluid flow is a lack
of flow separation. Flow separation is commonly observed
in the form of vortices, which are recirculating flows sepa-
rate from the main flow. Because of the low Re number
environment, vortices usually will not form within micro-
fluidic channels, as shown in Fig. 3a. Separation will only
occur in flows wherein inertial forces are significant rela-
tive to viscous forces (Re > 1). Figure 3b is a qualitative
sketch of flow separation in a cavity.

The third characteristic of microscale fluid flows is
inefficient mixing as a result of very low Re number flow,
and thus negligible inertia. Low inertia means that stir-
ring is not effective and that mixing must be accomplished
by diffusion. At the macroscale, stirring minimizes the
diffusion distances between two or more liquids by dis-
tributing ‘‘folds’’ of the liquids throughout the volume.
Microscale methods of mixing have been developed that
take advantage of the unique properties of the scale and
improve the efficiency of mixing over simple diffusion;
examples include using three-dimensional (3D) channel
geometries, patterned channel surfaces, and pulsatile
flow (5).

Figure 4 shows two streams flowing down a micro-
channel side-by-side. Because of the low Re number envir-
onment the streams will only mix by diffusion. If the
flowrate is slow enough, the streams will eventually
become uniformly mixed across the whole microchannel
width.

The hydraulic diameter, Dh, of a microchannel is deter-
mined by its cross-sectional geometry and can be calculated
with the equation

Dh ¼ 4A

P
(2)
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Figure 1. (a) Particles suspended in a laminar flow within a
straight microchannel follow straight trajectories. (b) Particles
suspended in a turbulent flow within a straight microchannel
do not follow straight trajectories unless they are very close to
the wall.

Figure 2. (a) A suspended particle in laminar flow around an
obstacle in a microchannel. (b) If the flow is reversed, the particle
will retrace the same path.

Figure 3. (a) At low velocities (low Re numbers), flow separation
will not occur in microchannels. (b) At higher velocities (larger Re
numbers), flow separation may become apparent.

Figure 4. Two streams flowing in a microchannel will only mix by
diffusion. Note that the concentration across the width of each half
of the main microchannel is not constant as diffusional mixing
progresses.



where A and P are the microchannel cross-sectional area
and wetted perimeter, respectively. The hydraulic dia-
meter is often used to calculate important flow character-
istics for noncircular microchannel cross-sections.

At microscale dimensions diffusion is an effective
mechanism for transporting molecules because of the
relatively short distances involved. Particles diffuse from
areas of high concentration to areas of low concentration
and will eventually diffuse to uniform concentration
throughout a given volume. The mean distance, d, a
particle travels in a time, t, can be predicted with the
equation

d2 ¼ 2Dt (3)

where D is the diffusion coefficient of the particle.
Diffusion times are proportional to the square of
distance, which means that particles can diffuse across
microscale distances within a particular medium in a
matter of seconds. Table 1 lists representative
molecules of biological significance and their diffusion
coefficients.

The SAV ratios become very large at the microscale.
Typical SAV ratios for macroscale containers such as Petri
dishes or culture flasks are �10 cm�1, while they are �800
cm�1 for microfluidic channels. Increased SAV ratios allow
diffusion-limited processes, such as immunoassays to
become much more efficient at the microscale because of
the increased surface area available for binding. Large
SAV ratios also allow rapid heat radiation from microscale
fluid volumes and efficient gas exchange with the ambient
atmosphere and fluid in microchannels (assuming the
microchannel is made of a gas-permeable material).
Enhanced gas transport is a critical ingredient for cell
culture in microscale environments. One drawback of
large SAV ratios is that evaporation becomes a significant
problem.

The surface tension of a liquid becomes increasingly
important at very small dimensions. To visualize this,
think of a liquid surface as an elastic skin. If a slit were
made in that skin, a certain amount of force per unit length
would be required to hold the two sides of the slit together.
The amount of force required to hold the two sides together
is called the surface tension. Because the liquid surface is
under tension, liquid confined by the surface (e.g., a rain-

drop) will experience an internal pressure. This pressure is
called the Young–LaPlace pressure. Smaller fluid volumes
result in larger SAV ratios, thus increasing the internal
pressure. The pressure within a drop of liquid can be
calculated with the formula

DP ¼ 2g

R
(4)

where g is the liquid surface energy and R is the radius of
the drop. At microscale dimensions, significant pressures
can be created by surface tension. A common result of the
pressure difference of an air/liquid interface is the capil-
lary effect: a pressure difference across the interface
propels liquid through a small diameter capillary or
microchannel.

The capillary effect also depends on the contact angle of
the microchannel surface. Hydrophobic surfaces (e.g., poly-
mers) have contact angles >908 and hydrophilic surfaces
(e.g., glass) have contact angles <908. Microfluidic devices
with hydrophilic surfaces can be filled via capillary action.
The pressure difference at an air–liquid interface within a
microchannel with square cross-sectional area can be cal-
culated with the formula

DP ¼ 2g
cosðucÞ

W
þ cosðucÞ

H

� �
(5)

where W and H are the microchannel width and height,
respectively, and uc is the contact angle of the liquid on the
internal microchannel walls. Conversely, equation 5 gives
the pressure required to force water into a hydrophobic
microchannel of rectangular cross-section.

Microfluidic Modeling

Microscale fluid flow can be modeled from either a macro-
scopic or microscopic vantage point. Macroscopic modeling
treats the fluid as a well-mixed volume while the micro-
scopic view looks at how particles suspended in the fluid
would behave under different flow conditions.

Macroscopic modeling, also called lumped modeling,
uses conservation of mass to predict microfluidic system
behavior. A pressure drop, DP, applied across a microchan-
nel (or other conduit) with fluidic resistance Z, will induce a
volumetric flow rate Q:

DP ¼ QZ (6)

All microchannels have a fluidic resistance associated
with them that depends on the geometry of the micro-
channel and the viscosity of the fluid. The fluidic resis-
tance of a microchannel with a circular cross-section is
given by

Z ¼ 8mL

pR4
(7)

where m is the fluid viscosity, L is the microchannel
length, and R is the microchannel radius. The fluidic
resistance of a microchannel with a rectangular cross-
section is given by

Z ¼ 4mL

ab3
f

a

b

� ��1
(8)
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Table 1. Diffusion Coefficients for Biologically Important
Molecules in Watera

Molecule T, 8C D, cm2 � s�1 Diffusion time, s

Cl� 25 2.03�10�5 0.02
O2 18 2 � 10�5 0.03
Kþ 25 1.96 � 10�5 0.03
Naþ 25 1.33 � 10�5 0.04
Glucose 20 6� 10�6 0.08
Lactose 20 4.3� 10�6 0.12
Insulin 20 1.5 � 10�6 0.33
Hemoglobin 20 6.3 � 10�7 0.79
Urease 20 3.4 � 10�7 1.47

aAll values are from Ref. 6. The time for each particle to diffuse 10 mm is

shown for comparison.



where f(a/b) is calculated with the formula

f
a

b

� �
¼ 16

3
� 1024b

ap5

X1
n¼0

tanh ma

ð2n þ 1Þ5
(9)

When calculating the resistance of microchannels
with rectangular cross-section, m is the fluid viscosity, L
is the microchannel length, 2a and 2b are the micro-
channel width and height, respectively, and m is
calculated with

m ¼ pð2n þ 1Þ
2b

(10)

If the aspect ratio of the microchannel is very small (i.e.,
2b
 2a) then the simplified formula

Z ¼ 3mL

4ab3
(11)

can be used. The general rule of thumb is that equation 11
should be used for microchannels with b/a <0.1.
The resistance of other geometries can be found else-
where (7).

In predicting microfluidic system behavior, the analo-
gies to Kirchhoff’s laws are used. The sum of pressure drops
in a fluidic loop must be equal to zero; the total volumetric
flowrate entering a node must be equal to the total volu-
metric flowrate leaving a node.

In contrast to the macroscopic view, microscopic
modeling allows fluid behavior to be predicted. Specifi-
cally, the microscopic view allows the velocity profiles of a
fluid flow to be calculated. Velocity profiles are plots that
show the relative velocities of different portions of a fluid
within a microchannel. Figure 1a is an example of a
velocity profile.

The velocity of flow in a microchannel with circular
cross-section varies radially and can be predicted with
the formula

vðrÞ ¼ R2DP

4mL
1 � r2

R2

� �
(12)

where m is the fluid viscosity, L is the microchannel length,
DP is the pressure drop, and R is the microchannel radius.
The velocity profile of flow in a microchannel with rectan-
gular cross-section varies along the height and width axes
and can be predicted with the formula

vðx; yÞ ¼ DP

2mL
b2 � y2 � 4

b

X1
n¼0

ð�1Þn 1

m3

cos my cosh mx

cosh ma

 !

(13)

where m is the fluid viscosity, L is the microchannel
length, DP is the pressure drop, m is calculated from
equation 10, and 2a and 2b are the microchannel width
and height, respectively.

Microscopic modeling is performed when precise mod-
eling of fluid behavior is needed. For example, cells
attached to the wall of a microchannel might affect flow;
modeling at the microscopic level would reveal any per-
turbations of the flow caused by the cell. In contrast,
macroscopic modeling is performed when the behavior
of the entire microfluidic system is needed. For example,
fluid flow in many parallel microchannels might be
required. Macroscopic modeling would reveal the relative
flowrates through each microchannel and provide the
microchannel dimensions needed to guarantee equal flow
through each.

PUMPING FLUIDS

Fluids are pumped through microfluidic channels by creat-
ing gradients; the two most common types being pressure
and electrical. Other types of gradients and their applica-
tions are discussed elsewhere (8).

Pressure gradients are the most common method used
to pump fluid. Pressure is applied to one end of a micro-
channel which causes the fluid to flow down the pressure
gradient. Common methods for creating a pressure gradi-
ent include pumps or gravity. Most methods for creating
pressure-driven flow use macroscale pumps attached to the
microfluidic device via tubing. Ideally, pumps should be
incorporated on-chip to realize the ultimate vision for LOC
devices. Many types of microfluidic pumps have been
demonstrated and they presently constitute an active area
of research (9).

Pressure-driven flow is attractive for use in microflui-
dics because it is easy to set up and model. Some drawbacks
for using pressure-driven flow are sensitivity to bubbles,
sensitivity to motion (via the tubing connecting pumps to
the microfluidic device), and parabolic flow profiles. Shear
stress is proportional to the pressure drop across a micro-
channel, which should be taken into account when manip-
ulating cells.

The other common way to pump fluids is to use electrical
gradients. This method of pumping fluid is only practical at
the microscale level because of the large electric fields and
SAV ratios required. Pumping via electric fields is called
electrokinetic flow and is based on two phenomena: elec-
trophoresis and electroosmosis. Electrophoresis operates
on the principle that charged particles in an electric field
will feel a force proportional to the field strength and their
charge. The particles will move through the electric field
toward the pole of opposite charge. Larger particles move
slower than smaller particles because of the drag produced
by moving through a fluid. Figure 5a shows an example of
electrophoretic flow.

A charged particle in an electric field of strength E will
travel with a velocity equal to

v ¼ mepE (14)

where mep is the electrophoretic mobility. Electrophoretic
velocities are typically much smaller than the velocities
caused by electroosmosis.

Electroosmosis will only function in the presence of
an electric double layer at the surface of the microchannel.
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An electric double layer forms at a charged surface
when oppositely charged particles from an electrically
neutral liquid gather at the surface. The thickness of
the electric double layer is known as the Debye
length; the concentration of charged particles at a
surface falls off rapidly as a function of distance and is
shown in Fig. 5c. When an electric field is applied across
the length of the microchannel, the ions gathered at the
microchannel surface begin to slide toward the oppositely
charged pole, as shown in Fig. 5b. As the ions slide, they
drag their neighbors within the bulk liquid, toward the
middle of the microchannel. The friction between subse-
quent sliding layers of ions causes the bulk fluid to begin
moving.

If the Debye length is much less than the characteristic
dimensions of the microchannel, then the bulk fluid velo-
city can be predicted with the equation

v ¼ meoE (15)

where E is the electric field strength and meo is calculated
with

meo ¼ ez
4pm

(16)

where e is the dielectric constant of the fluid, z is the zeta
potential of the surface, and m is the fluid viscosity.

Electrokinetic flow is attractive because it only requires
the integration of electrodes in a microfluidic device, which
is straightforward by microfabrication standards. Electro-
kinetic flow is therefore amenable to interfacing with
electronic control circuitry. Electrokinetic flow also
results in a blunt flow profile, which reduces the distortion
of transported samples. Lastly, electrokinetic flow has

very rapid response times, since the electrodes are inte-
grated on chip, and are generally insensitive to
movement off chip. Drawbacks to electrokinetic flow
include fouling of the electrodes, which reduces electric
field strength and therefore flowrate. Also, protein adsorp-
tion to microchannel surfaces affects the Debye layer, and
in turn flow. Unintended side effects from electric fields on
biological cells within the microfluidic device may also
exist. Figure 6 shows the difference between the parabolic
flow profile of pressure-driven flow and the blunt profile of
electrokinetic flow.

Other methods of fluid flow based on surface tension,
heat, and evaporation, have also been demonstrated. How-
ever, these methods have yet to be widely adopted and it is
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Figure 5. (a) Electrophoresis. Charged
particles will move toward oppositely
charged poles in an elec- tric field. (b)
Electroosmosis. Charges lining a
microchannel sur- face will move
with an applied electric field, thus
inducing bulk flow via momentum
transfer within the liquid. (c) An
electric double layer forms at
charged microchannel surfaces; the
layer thickness is called the Debye
length.

Figure 6. (a) Pressure-driven flow is parabolic; the middle of the
stream moves faster than regions near the wall. (b) Electrokinetic
flow is blunt; all parts of the stream move at equal velocity. Note
that residual pressures can cause the profile to become slightly
parabolic in the direction of the negative pressure gradient.



unclear if they will prove more attractive than pressure-
driven or electrokinetic flow.

FABRICATION

Fabricating microfluidic channels in traditional microfab-
rication materials, such as silicon and glass, can be
achieved in two different ways. In the first, material is
selectively removed, or etched, from a bulk substrate. The
etched substrate is then bonded to another material (e.g.,
glass or silicon), which may have access holes or other
features embedded in it. The result is an enclosed channel
structure, as shown in Fig. 7a. The second method is to
selectively add material to a substrate, and then bond
another substrate to it. This method will also form enclosed
channel structures as shown in Fig. 7b.

Photolithography is a fundamental part of all
microfabrication (Fig. 8). Light is used to project patterns
onto a photosensitive chemical, called a photoresist. The
photoresist can be either positive or negative. Light
chemically alters positive photoresist and makes it soluble
in a developer. Negative photoresist is cross-linked by
light, which makes it insoluble in developer. The pat-
terned photoresist can be used as an etch mask for sub-
strates, producing microchannels like those shown in
Fig. 7a. Patterned photoresist can also be used in subse-
quent steps to direct the patterning of other materials that

cannot be directly patterned with light. In-depth treat-
ments of microfabrication techniques can be found else-
where (10,11).

Polymers have recently become popular alternatives to
traditional (e.g., silicon or glass) microfabrication materi-
als. Polymers can be used to make microchannels by using
the same methods mentioned previously for silicon and
glass. Polymers also have the advantage that they can be
molded that makes them a cheaper alternative (relative to
silicon or glass) for mass production.

Polymer microfluidic devices can be created by molding,
hot embossing, injection molding, photopolymerization,
and laser ablation or laser cutting. An attractive method
for fabricating polymer microfluidic devices is to use a
process known as micromolding (12). In this process, photo-
lithography is used to make a pattern of the microchannels
(called a master). The photoresist provides a positive relief
from which a polymer mold can be cast. The polymer is
poured over the master and allowed to cure. The polymer
mold is then peeled from the master and either placed on a
substrate or incorporated into a multilayer device. The two
advantages of this microfabrication method are (1) no
special microfabrication equipment is required, and (2)
many inexpensive copies of a microfluidic device can be
rapidly manufactured.

Drawbacks to using polymers include leaching of mate-
rial into microfluidic channels, solvent incompatibility,
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Figure 7. (a) Material is etched
from a substrate and an enclosed
structure is formed by bonding the
etched substrate to a glass lid. (b)
Walls of microchannels are built on
top of a substrate and a glass lid is
placed on top of the photoresist to
form an enclosed structure.

Figure 8. Photolithography re-
quires an ultraviolet (UV) light
source, a mask, and a photo-
sensitive layer of material (i.e.,
photoresist). The photoresist is
patterned with the UV light via a
mask.



and the ability of some substances to diffuse into the
polymer. Also, surface treatments are occasionally
required to make polymers compatible with electrokinetic
flow; silicon or glass have an inherent surface
charge that allows them to be used in electrokinetic flow
applications.

BIOMEDICAL APPLICATIONS OF MICROFLUIDICS

Microfluidic concepts have already been incorporated in a
variety of biomedical devices (13). One example of a micro-
fluidic device now found in many biomedical labs is
Agilent’s Bioanalyzer. The Bioanalyzer system uses dis-
posable chips etched in glass. The samples to be separated
and reagents for the separation are loaded onto the chip via
reservoirs. The chip is then placed in a reader, where
electrokinetic flow is used to manipulate the samples in
the reservoirs (Fig. 9).

Microfluidic capillary electrophoresis systems are
becoming commonplace in laboratories. By using
very small volumes for separation, joule heating from
electrophoresis is rapidly radiated away from the gel.

Efficient heat radiation allows larger voltages to be used
which translates into faster separations. The shorter
separation distances used also contribute to reduced ana-
lysis times. Microfluidic capillary electrophoresis systems
allow DNA to be rapidly analyzed, and have highly repro-
ducible results since the entire process is automated.
Lastly, contamination is minimized because the devices
are disposable.

Because of their small size, another attractive
aspect of capillary electrophoresis (CE) systems is that
they can be incorporated into LOC devices and made
part of a complete system. An example that has been
demonstrated in several research labs is a system that
takes cells as inputs, lyses them, performs all necessary
preprocessing, DNA amplification, and so on, and then
performs the DNA separations, all with no human inter-
vention (14).

Microfluidics are also being used in clinical devices;
devices for hematology and disposable assays for point-
of-care diagnostics are among those now being researched
and brought to market. A handheld point-of-care device
made by i-STAT is an example of a clinical microfluidic
device (Fig. 10). The handheld device quantifies analytes in
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Figure 9. (a) The Bioanalyzer uses
microfluidic chips etched from glass.
(Images courtesy of Agilent Techno-
logies). (b) The etched glass chips are
encased in a plastic assembly that
facilitates handling and limits
contamination. Images courtesy of
Agilent Technologies. (c) Samples
are loaded onto the chip and the
chip is loaded into the Bioanalyzer.
(Images courtesy of Agilent
Technologies). (d) The Bioanalyzer
then performs an analysis on the
samples. (Images courtesy of
Agilent Technologies.)



blood samples that have been deposited on a disposable
chip. The general procedure for operation is given
below (15).

A patient’s blood sample is deposited in a well on the
disposable chip and then the well gasket is snapped shut
(Fig. 10a). The microfluidic chip is then inserted into a
handheld reader that performs an automated analysis of
the blood sample, as shown in Fig. 10b. On-chip biosensors
are automatically calibrated and checked for accuracy
with an on-chip packet of calibrated solution. Once
their accuracy has been determined, the calibration solu-
tion is flowed to the waste compartment. The blood
sample is then flowed over the biosensors and the concen-
trations of different analytes are displayed on the hand-
held device screen within a few minutes. Diaphragm
pumps are used to move the fluid. A variety of chips are
available for different assays, including electrolytes and
blood gases.

CONCLUSION

Microfluidics is the study and application of fluids at
the microscale. Techniques used by the microelectronics
industry have been adapted to facilitate the creation of
micron-size channels capable of carrying fluid. The
physical behavior of fluid at the microscale differs from
behavior observed at the macroscale in everyday experi-
ence. The miniaturization of fluid handling has allowed
LOC devices to be created in which all of the procedures of a
traditional chemistry or biology lab are performed auto-
matically in a single microfabricated chip. Lab-on-a-chip
devices will allow new clinical and research tools to be
developed.
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Figure 10. (a) The handheld point-
of-care device manufactured by i-
STAT performs analyses on blood
samples contained in a disposable
cartridge. Reprinted with per-
mission from ACS (from Ref 15).
Copyright 1998 American Chemi-
cal Sa. (b) Microfluidic cartridges
are loaded with a sample and then
plugged into the i-STAT handheld
device. Image courtesy of Abbott
Point-of-Care. The cartridge con-
tains all necessary microfluidic
control and sensing components
that are then actuated by the
handheld device.
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INTRODUCTION

Generally, micropower is the local generation of electricity
by small-scale generators, which locates the end point.
As the recent development of the microelectromechanical
system (MEMS), as well as CMOS electronics technology,
has been reducing the size and cost of biomedical devices,
the research of micropower became important for implan-
table biomedical devices since they require internal self-
sustained power sources.

As for biomedical devices, micropower is an internal or
external power source to supply energy for active devices,
which replaces an organ’s function or treats diseases. The
examples of active implantable devices that consume energy
are cardiac pacemakers, cardiac defibrillators, muscle sti-
mulators, neurological stimulators, cochlear implants, and
drug pumps (1). Hence, in this article the term micropower
describes rather tiny power supplying devices for miniatur-
ized sensors, actuators, and electric devices, whose size is
> or < 1 cm3.

The low power electrical actuator, such as a pacemaker
or neuronal stimulator, requires tens of microwatts inter-
mittently and their power source is usually a lithium iodine
battery that lasts from 5–8 years. Usually, the stand-by
current of a pacemaker is �1 mA in waiting mode and its
pulse current is � 6 mA. One example of a specification for
a pacemaker pulse is in the range of 25 mJ (�11 mA at 2.2 V
with a 1 ms discharge) and the capacity of the battery is 2
Ah at typical rating (2). The volume of a pacemaker is
�20 mL and the volume occupied by the battery is about
one-half of the total volume, 10 mL. Hence, the energy
density (energy/volume) and reliability are important fac-
tors in the lifetime of the device.

An internal battery that is hermetically sealed in these
devices can operate them with low power consumption;
however, other implantable devices have radically differ-
ent power requirements. Implantable cardioverter defibril-
lators demand the energy of 15–40 J providing six orders of
magnitude larger than that of a pacemaker even though
the pulses are less frequent. The current from a lithium
silver vanadium battery is charged in an internal capacitor
and the pulse of 1–2 A of current is fired. Electromechanical
actuator like drug pumps demand more current than a
lithium ion battery can deliver since it needs to overcome
the high pressure in the chamber. The examples of drug
pumps are insulin pumps, pain reliever, and an cerebro-
spinal fluid pump. A high current implantable battery
should have low source impedance, such as lithium thionyl
chloride, lithium carbon monofluoride, or lithium silver
vanadium oxide.

Other future application are in wireless sensors, inclu-
ding physiological, chemical, or physical sensors embedded
in an encapsulated environment. Miniaturized sensor

consumes < 100 mW and a radio frequency (rf) transmitter
consumed �10 mW intermittently. Since most of the power
is used for communication, some research groups are
developing several low power wireless transmission proto-
cols (3,4). Hence, less power will be necessary for a sensor
transmitter as technology evolves.

Some groups investigated more efficient and reliable
batteries. To enhance their efficiency and lifetime, poten-
tial alternatives of the conventional batteries studied, such
as a microfabricated battery, microfabricated fuel cell, and
biofuel cell. Microelectrical system technology reduces the
size of the primary battery and microfluidic galvanic cell
(5), water activated microbatteries (6), and Li-ion micro-
batteries were demonstrated. The fuel cell attracts much
attention since it has a high efficiency, high power, and low
pollution rate. Research on fuel cells focus on high power
applications,suchastheautomobileandportableelectronics,
like laptop computers and cellular phones (7). Recently,
micromachining technologies employed as a method to fab-
ricate miniature fuel cells (8–11) and their size became
smaller than a button cell battery (12) with high power.
Enzyme-based glucose/O2 biofuel cells were reported by
several groups (13) and a miniaturized all (14) was reported
that is < 1 mm3, with although a power of 4.3mW. Since
glucose is available in all tissues and organs, it is advanta-
geous in implanted medical sensortransmitters.

Although a primary battery as well as a rechargeable
battery is an important tool that supplies reliable power to
implant devices, the continuous power of the battery
decreases with time, and after 5 years they will not supply
enough power (15). Power delivery with an rf transmission
can extend the lifetime and continuously deliver high power.
In the case of a cochlear implant, an external device provides
power and data through electromagnetic field coupling;
however, it needs accurate positioning of the external device
and may cause rf interference and heating of the tissue.

Therefore, many research groups are paying attention to
microfabricated power scavenging devices as an auxiliary
power source to recharge the battery with no external power.
Ambient energy sources are body heat or movement of the
human body. Piezoelectric material (16–18), capacitance
change (19–24), and inductive coil (25–27) convert vibration
or human motion into electrical energy. The generation by
high frequency vibration is not suitable for implant devices
since vibration of the human body is in the range of tens of
hertz. Hence, energy conversion using vibration of low fre-
quency can be integrated with implant devices.

Thermoelectric generators that convert temperature dif-
ferences of the human body or combustion engine to elec-
tricity were reported (28,29). Another conversion method is
the thermophotovoltaic power generator (30,31), which com-
bines the combustion engine and solar cell. However, inte-
grating a power generation device into an implant device
has some limitations due to biocompatibility. Power genera-
tion with a high temperature like the combustion engine or
thermovoltaic metoid, cannot be implemented in the inside
of the human body due to the heating of tissues. Thermo-
electric generation using body heat is promising for the
implantable device. However, this article includes the
review on the other portable power sources like the micro-
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combustion engine, because those are also useful for a
portable diagnosis system. The recent development of micro-
fluidics and miniaturized biosensors enables point-of-care
testing devices to be on the market in the near future. A
microheat engine is highly efficient in energy conversion
and will be useful as a portable medical equipment.

A good review article on micropower for wireless sensor
networks was reported (20,32). It lists the candidates of
portable power sources and compares the energy density for
the battery and power density for a power generator. This
article reviews the existing and potential micropower sources
in view of medical applications from tiny sensors embedded in
the human body to portable medical electronic devices.

MICROBATTERY

For a long time, the battery was a major energy source in
portable electronic devices and it has evolved from Zn/
MnO2 to the Zn/air cell since 1900. Electrochemical power
sources were developed in response to the needs of the
flashlight, automotive starter, mobile electronics, and lap-
top computers. These days, there is a tremendous need for
portable electronics demanding smaller, lighter, and longer
lived batteries. Hence, many researches are on the way to
making microfuel cell or microfabricated batteries using
various kinds of electrochemical power. This section will
briefly review microbatteries including fuel cells, biofuel
cells, and micromachined batteries.

Microfuel Cell

Although the energy density of conventional batteries has
been increasing from 500 Wh �L�1 for the Ni/Cd battery
to 1500 Wh �L�1 for the Li/C–CoO2 battery, there is a
large jump for the air-cathode fuel cells of 4500 Wh �L�1

using hydrogen, hydrocarbon, and metals (7). The proton
exchange membrane fuel cell (PEMFC) depicted in Fig. 1 is
one of the promising techniques for fuel cell, which was

implemented in miniaturization. Power sources for the
automobile or the portable electronics of a huge market
have been a main concern of fuel cell research because of
the advantage of high efficiency and easy rechargeability.
However, these days, in response to the demand of low
power application, many miniaturized fuel cells are under
study. Miniature fuel cells with a series path in a flipflop
configuration was fabricated in a planar array and a four-
cell prototype was produced, 40 mW � cm�1 (33). Yu (11)
added microfluidic channels using anisotropic wet etching
of silicon to the flipflop configuration and measured a peak
power density of 190 mW � cm�2. They also reported that
the flipflop fuel cell was constructed on printed circuit
board (PCB) and that they achieved the area power density
of >700 mW � cm�2. Wainright (12) fabricated on-board
hydrogen storage with multiple coplanar fuel cells in series
on ceramic substrates. They stored hydrogen in the form of
the stabilized aqueous solutions of sodium borohydride
(NaBH4) or a metal hydride material, such as LaAl0.3Ni4.7.
The energy density of microfabricated fuel cells did not
exceed that of a Li/MnO2 coin cell, but it had the advantage
of higher power and compatibility with other microelec-
tronic, microelectromechanical, or microfluidic devices. A
polymer microfluidic channel was applied to a fuel cell
using PDMS (10) and poly (methyl methacrylate) (PMMA)
(8). They achieved a comparable area power density with a
silicon based one. Whitesides and co-workers (9) also
reported a membraneless vanadium redox fuel cell using
a laminar flow property in a microfluidic channel with
200 mW � cm�2. As for the commercialization, MTI micro-
fuel cells and Manhattan Scientifics are making portable
fuel cells using direct methanol fuel cell (DMFC) and Medis
technology announced direct liquid fuel cell (DLFC) for
handheld devices. Miniaturized fuel cells are promising for
implantable medical devices with a high power require-
ment and it has the advantage of a longer lifetime and less
charging time than a conventional battery.

However, PEM fuel cells do not fit well with the implan-
table microdevices with high power and a long life applica-
tion because the refill of a hydrogen fuel cell is not easy
when it is sealed in the human body. As an alternative fuel
cell, the biofuel cell is a strong candidate for a low power
embedded device like a microbiosensor. Although a biofuel
cell is not capable of high power, the easy availability of fuel
(glucose) gives it a long operation time. Enzyme-based
glucose/O2 biofuel cells were studied since 1980s (13)
and Heller and co-worker (34) demonstrated the feasibility
of a membraneless miniature biofuel cell as an implanted
micropower source. Its chemical reaction is described in
equations 1 and 2.

glucose! glucolactone þ 2Hþ þ 2e� (1)

O2 þ 4Hþ þ 3e� ! 2H2O (2)

Some fuel cell components, such as case, membrane, ion
conductive electrolyte, and plumbing was removed in the
biofuel cell and its size became <1 mm2. The power of the
biofuel is 4.3 mW with 0.52 V and it is suitable for an
implanted devices because of tiny volume and abundant
glucose inside of human body. Moor et al. (35) developed a
microfluidic chip based ethanol–oxygen biofuel cell, which
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produced 18 mW with 0.34 V and is applicable to integrate
the biofuel cell and the microfluidic chip.

Micromachined Battery

A microfabricated battery usually refers to a thin-film
battery, however, recently some research groups are study-
ing MEMS-based microbatteries. Integration of microbat-
teries with CMOS electronics or an MEMS device is easy
and can be fabricated on a chip with a device. Since the
microbatteries main concern is power output due to limita-
tion of surface rather than the capacity, most research
activities are focused on increasing power to out perform
maintaining capacity.

As for thin-film batteries, Bates et al. (36) at Oak Ridge
National Laboratory reported a thin-film secondary bat-
tery, which was made up of lithium and lithium ion. The
thickness is tens of mm and the area is in the cm2 range. Its
continuous current output is 1 mA � cm�2. Pique et al. (37)
constructed primary Zn–Ag2O and secondary Li ion micro-
batteries in plane using laser direct-write with a capacity
of 100 mAh � cm�2.

Other than classical thin-film batteries, several micro-
machined MEMS batteries were developed. They try to
integrate power sources with microelectronic circuits and
microsensors. Prof. Lin at UC Berkeley proposed a water-
activated battery with 1.86 mWh in the area of 12 � 12 mm
for lab-on-a-chip application (6) that overcomes the corro-
siveness of the micromachined batteries with sulfuric acid
and hydrogen peroxide (38). Andres (5) devised a pump
integrated with a micropower source, in which microfluidic
galvanic cells supplied power to heat up the two-phase fluid
for pumping. The capacity of the micromachined battery is
lower than that of a thin-film battery yet, its application
is restricted to the integrated power for a micromachined
implantable device.

MICROPOWER GENERATOR

A micropower generator scavenges energy from devices.
The energy sources are mechanical (vibration and human
body movement), thermal (temperature difference), and

solar energy. Thermoelectric devices convert the tem-
perature difference to electricity and the photovoltaic cell
collects solar energy. A MEMS-based power generator
scavenges energy from the vibration in the mechanical
structure or human body movements.

Thermoelectric Generator

Thermoelectric generation using the Seebeck effect was
widely studied. This effect was discovered in 1821 by the
physicist, Jonn Seebeck. It is the same phenomenon with a
thermocouple where the temperature difference produces
electricity or work. Although a thermoelectric power gen-
erator is an old technique and is commercially available in
various sizes in the market, recent research focuses on
making miniaturized low power thermoelectric micro-
generators using microfabrication. Cost-effective fabri-
cation technology was developed using electroplated
structures with an epoxy film (28) and nanowire arrays
by electrochemical deposition was implemented to improve
thermoelectrical properties (29). Reportedly, several com-
panies announced a thermoelectric generator using body
heat. Applied Digital Solutions (39) announced a thermo-
electric generator called ThermoLife, which produced a
power of 49 mW from a temperature difference of 5 8C in
0.5 cm2. Biophan technologies (40) also announced a
biothermal power source as shown in Fig. 2 for implantable
devices like a pacemaker and defibrillator (41). They aim to
produce 100 mW at 3 V with 1 8C temperature difference. A
different scheme converting thermal energy to electricity is
piezoelectric generator actuated by thermal expansion of
two-phase working fluid (42). Although they produced up to
56 mW at its resonance frequency of 370 Hz, a practical
application needs the careful design of a heat-transfer
mechanism because the temperature is required to
oscillate at a resonance frequency of structure. A thermo-
electric generator has a well-established technology and
its operation is relatively stable; however, note that the
temperature difference inside the human body is < 1 8C.
The temperature gradient is maximum at the skin surface
and will limit the location of the thermoelectric power
generator.
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Figure 2. Principles of thermoelectric power source
(Biophan).
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Power Generation with Ambient Vibration

Conversion of a mechanical vibration to electric power has
been studied from the mid 1990s (43) using MEMS, while
thermal and solar energy were exploited to generate elec-
tricity long ago. They changed vibration to electrical
energy using piezoelectric, electromagnetic, and electro-
static generations.

The frequency of vibration in an ambient environment
ranges from 60 to 400 Hz and for the microwave oven the
acceleration was 2.25 m � s�2 at a resonance frequency of
120 Hz (15). Shad (21) suggested a graph comparing the
power density of power scavenging and batteries as a
function of time (Fig. 3). Power density in the vibration
of machining center or microwave oven becomes larger
than conventional batteries after 3 or 4 years, which means
the waste vibration energy is not negligible. Williams and
Yates (43) presented a general model in equation 3 for the
power of external vibration as depicted in Fig. 4, when a
mass is moved at a resonant frequency of vn.

P ¼ ztmY2
o v

3
n

4ðzt þ zoÞ2
z (3)

where m is mass, and Yo is the maximum extent that the
mass can move, zt and zo denote a damping factor both

in the transducer structure and in the environment
(e.g., air).

Electromagnet Conversion. Motion between the induc-
tor and the permanent magnet induces an electromagnetic
current in the inductor coil, as shown in Fig. 5 (25). The
induced voltage, V, in the coil is given by equation 4.

V ¼ NBl
vn

2z
(4)

where N is the number of turns in the coil, B is the
strength of the magnetic field, l is the length of coil,
and z is the displacement of the magnet in the coil. This
type of generator was fabricated with laser micromachin-
ing by Ching et al. (27) in 1 cm3 volume and generated a
4.4 V peak-to-peak with a maximum rms power of 830 mW.
Glynne-Jones et al. (44) at the University of Southamp-
ton, derived 157 mW on average new car engine. Perpe-
tuum Ltd., a spin-off company from the University of
Southampton, produced an electromechanical microge-
nerator. That generated up to 4 mW and its operation
frequency was 30–350 Hz. The vibration amplitude was
200 mm with 60–110 Hz and demonstrated a wireless tem-
perature sensor transmitter system. This result showed
electromagnetic conversion is feasible in low frequency
vibration and is promising if it is compatible with silicon
micromachining.
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Piezoelectric Conversion. The piezoelectric effect states
that the deformation in the material produces an electrical
charge due to the separation of charge within crystal
structures. The most widely used piezoelectric material
is PZT (lead zirconate titanate) in ceramic materials and
PVDF [poly (vinylidene fluoride)] in polymers. Several
groups are studying the piezoelectric cantilever with
seismic mass (Fig. 6). The constitutive equations of
piezoelectric materials are expressed in equation 5.

s ¼ Yðd� d31EÞ D ¼ d31s þ eE (5)

where s is the mechanical stress, d is the mechanical
strain, Y is Young’s modulus, d31 is the piezoelectric strain
coefficient, D is the charge density, E is the electric field,
and e is the dielectric constant of the piezoelectric mate-
rial. The piezoelectric coefficient links the mechanical
stress–strain to the electrical charge equation. If the
circuit is open (D¼ 0), the voltage across the piezoelectric
layer is described in equation 6.

V ¼ �d31s

e
tpiezo (6)

where tpiezo is the thickness of the piezoelectric layer. The
charge collected on the electrode is integrated on the area
of the surface with no load condition as in equation 7

Q ¼
Z

D dA ¼
Z

d31s dA (7)

When the impedance in the load circuit is pure resistance,
the time-averaged power can be derived in Ref. 17 with
the geometry of a cantilever. White and co-workers (16)
presented a thick-film PZT generator, and the maximum
power is � 2 mW. According to the analysis of Lu et al. (17),
a 5 mm long PZT cantilever can generate >100 mW with
the amplitude of >20 mm at � 3 kHz resonance. Roundy
(15) demonstrated a piezoelectric converter of 1 cm3 in
volume, that is 1.75 cm in length. It generated 200 mW and
is driven with vibrations of 2.25 m � s�2 at 120 Hz. A
microfabricated PZT cantilever generator driven by a
bubble was studied by Kang et al. (44), and a few picowatt
was generated with one tiny cantilever at 30 Hz and tens
of mW is expected on a 1 cm2 surface (46). If the design,
material, and fabrication are optimized, piezoelectric
powergeneration will produce hundreds of microwatts
with a volume of 1 cm3.

Electrostatic Conversion. The electrical energy in a
capacitor is given in equation 8.

E ¼ 1

2
QV ¼ 1

2
CvV2 ¼ 1

2

Q2

Cv
(8)

When the charge, Q, is constant, if the variable capaci-
tance, Cv, is decreased the total energy E in the capacitor
will increase. The MEMS structure can change the capa-
citance Cv with an external vibration, and stored energy in
the capacitor transfers to energy storage. In the beginning,
the external power source Vin initiates the charging pro-
cess as in Fig. 7 (15). When Cv is maximum, SW1 is closed
and the variable capacitance Cv is charged. While vibration
changes capacitance Cv, all switched are open. When Cv

reaches a minimum, SW2 is turned on and the energy in Cv

is transferred to a storage capacitance Cstor. The disadvan-
tage of electrostatic conversion is that it needs an external
voltage source and switching circuit. The voltage across the
storing capacitance is given in equation 9.

Estor ¼
1

2
ðCmax � CminÞVmaxVin ðRef : 47Þ (9)

where Vmax is the maximum voltage across the capacitor
Cv. Switching the circuit is realized using a diode and field
effect transistor (FET) switch. Meninger et al. (47) made a
comb-type variable capacitance with an in-plane overlap
type with a 7 mm gap and a 500 mm depth using the 0.6 mm
CMOS process. They produced a power of 8 mW with an
ultralow power delay locked loop (DLL)-based system. Miao
et al. (23) reported an out-of-plane variable capacitor with a
gap closing type that varies from 100 pF to 1 pF. A periodic
voltage output of 2.3 kV (10 Hz) was generated when the
charging voltage was 26 V, which implies that a power of 24
mW (2.4 mJ � cycle�1) can be produced. Mitchenson et al.
analyzed architectures for vibration-driven micropower
generators (26) and they fabricated a prototype of an elec-
trostatic power generator producing 250 V � cycle�1 that
corresponds to 0.3 mJ � cycle�1 (22). Other studies demon-
strated polymer capacitor (24) and a liquid rotor power
generator with a variable permittivity producing 10mW
(19). Recent developments in electrostatic generators
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demonstrated that it is feasible and manufacturable with
MEMS and that it has the advantage of a low frequency
application like human body movement. However, the gen-
erated voltage is very high and should be managed for the
implant application. Since it is compatible with the CMOS
process and the variable capacitor is a well-established
MEMS device, it is very promising as an integrated power
generator with a sensor and transmitter.

Microheat Engine

A microheat engine is hard to be implanted in the human
body, but it is promising as an external power source for
portable medical equipment. A tiny internal combustion
engine, made by precise machining, such as electrical
discharge machining (EDM) or MEMS, may have a much
higher density than a primary battery since the energy
density of fossil fuel is � 45 MJ �kg�1, while that of Li ion
batteries are at most 0.5 MJ �kg�1 (48). Microturbine by
EDM (48), Microrotors by deep reactive ion etching (DRIE)
(49), heat engine (42) and reciprocating devices (50) was
reported for electric power generation.

Several groups are working on a microheat engine, since
fossil fuel offers a much higher energy density. Since the
generated power is expected to generate 10–20 W, it is
suitable for high power application. The Stirling engine
(51), the reciprocal combustion engine (50), the Wankel
motors, and gas turbines are reported. One of the first
microengine projects was started at MIT (52) and the
microfabricated turbine with a 4.2 mm diameter was illu-
strated in Fig. 8. Massachusetts Institute of Technology
has been working on making microheat engines with a
turbo charger and Georgia tech is collaborating with MIT
on a magnetic generator (53). Allen and co-workers (54) at
Georgia Institute of Technology generated a direct current
(dc) electric power of 1.1 W with microfabricated windings
at 120,000 rpm, although it was not integrated with a heat
engine. Peirs et al. (48) made a microturbine by EDM and
that tested to speeds of 160,000 rpm and produced a
mechanical power of 28 W and an electrical power of
16 W. A miniaturized heat engine is still in the initial
stage and no demonstration of power generation using
a heat engine was reported. The heat engine would be
very useful for high power applications such as portable

analytical equipment. Another scheme of a heat engine is
thermophotovoltaic power generation (30,31). They con-
verted the heat radiation in a SiC microcombustor to
electric energy using photovoltaic cells, which is <1 cm2

and produced a power of 1.02 W with 2.28 V.

CONCLUSION

This article reviews micropower devices for medical
implantable devices and portable medical device. Since
the micropower devices have their own characteristics,
there is no winner among them. When a selecting a micro-
power system for a specific application, one should consider
the energy capacity, power, volume, voltage, and compat-
ibility of fabrication with microelectronic device.

Currently, primary or secondary batteries with external
power transmission are a main power storage for a low
power implanted device. As the application of implant
devices is diversified and requires a high power output
and longer lifetime, new battery like fuel cell, or biofuel will
replace conventional battery system in the future. Further-
more, when power transmission through the skin is impos-
sible due to the attenuation of transmission, integrated
power generation device will be an alternative.

Most micropower generators are still in their infancy
and they need much more study to be implemented in
implant device. Research results on micropower generators
showed only the feasibility of concept and their power is
much less than the requirement. Hybrid micropower sup-
plies (55) or integrated power system would be strong
candidates for long battery life applications. The promis-
ing application of active implant device will be glucose
sensor and the artificial pancreas for the treatment of
diabetes and the ubiquitous bio- or environmental sensor
network. Since there is strong demand in the market, it
is believed that micropower system will be available in
near future.
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INTRODUCTION

The explosion of knowledge in life sciences is enabled by the
ability to visualize beyond the capability of the human eye
and by the capability to identify chemical compositions and
the structure of matter. This was enabled by Levenhook’s
discovery of the new device for looking at the world of the
small: the microscope. He found that by combining two
lenses, it was possible to see much smaller objects than by
the naked eye alone. This led to his subsequent discovery of
the cell, which has spurred an explosion of knowledge in
life science and medicine that continues at a dramatic rate
of growth even today. Even 400 years after the Levenhook
discovery, one of the first tools of choice for the visualiza-
tion of small objects is the optical microscopy. What is
known to a lesser extent is that the microscopic histochem-
ical studies (i.e., staining of the tissues) with tissues and
organelle-specific dyes in the late 1800s, initiated the
modern pharmaceutical industry, when chemists and his-
tologists alike envisioned an opportunity to selectively
inhibit or kill pathogens by organic molecules in the same
way organic dyes selectively label certain types of tissues,
cells, and organelles. While the optical microscopy methods
were able to uncover morphology and the structure and
nature of the cells, they were faced with the ultimate
physical limit of magnification, which is dictated by the
spatial resolution limited by the diffraction limit. This limit
was approximately the size of half of the wavelength of
light used to perform the imaging.

The breakthrough in imaging small structures and
further understanding the machinery of life and cell biol-
ogy comes with the application of the deBroglie’s postulate
of particle-wave equality in order to use the electron beam
with a shorter associated wavelength as an investigative
imaging probe. Ruska’s development of the first transmis-
sion electron microscope in late 1930s and the development
of scanning electronic microscopies in the 1950s, opened
the door to detailed investigations of the organization of
subcellular assemblies, viruses, and even imaging of the
individual biomolecules, at a resolution far beyond the
diffraction limit of visible light. The rapid advances in
the tools and techniques of ultramicroscopy, especially of
scanning probe microscopies, which for the first time
enabled routine molecular imaging, greatly contribute to
enabling completely new multidisciplines, like nanoscience
and nanotechnology, as well as an opening a door for an
entirely new way of looking into the machinery of life.

While scanning probe microscopy in the 1990s allowed
imaging at the unprecedented resolution of the unaltered
samples; in general, it lacked the ability to uniquely
identify the chemical composition of samples or unveil
their physicochemical properties. For the investigation of
chemical structures and fingerprinting the material com-
position, the tool of choice is optical spectroscopy. However,

the problem with classical optical spectroscopic techniques
is that it provides average, bulk results with no specific
information linking certain morphological features with
spectra. This can ultimately identify chemical composition
and/or physicochemical properties. The ability of doing
molecular fingerprinting and, in a raster pattern, subse-
quent molecular specific imaging at the nanoscale with the
spatial resolution of modern ultramicroscopy techniques is
the holy grail for many aspects of today’s life sciences
disciplines.

This goal is partially fulfilled with electron microscopy
combined with energy-dispersive X-ray analysis (EDX),
wherein semiquantitatively, it is possible to associate topo-
graphical structures with elemental composition. How-
ever, for most of the problems in life and materials
sciences, simple knowledge of elemental composition is
not sufficient, as it is necessary to identify molecular
structure. Plus, the electron microscopy is, in most cases,
a destructive method of analysis, since the sample needs to
be prepared to be vacuum compatible, and be either elec-
trically conductive, in the case of scanning electron micro-
scopy, or have contrasts with heavier metals, in the case of
transmission or scanning transmission electron micro-
scopy. Furthermore, the physics of generating character-
istic X rays (i.e., the minimum size of the excitation volume
from which the signal is emerging) is in the tens of micro-
meters, thereby limiting elemental compositional analysis
with spatial resolution only for the large structure in the
tens-of-microns-sized range. The ideal technique will be
one that will allow imaging of the unaltered sample, in a
way similar to the way atomic force microscopy (AFM)
allows, while at the same time providing a way for spectro-
scopic identification of the chemical structure.

There are several techniques currently in their infancy
that promise spectroscopic probing with electromagnetic
spectroscopic information carrier signals imposed over
topography. They are near-field scanning optical micro-
scopy, microthermal analysis, scanning nuclear magnetic
resonance (NMR) microscopy, and scanning electron para-
magnetic resonance (EPR) microscopy.

However, for solving any of the practical problems, it
will be of great benefit that the ultrastructure’s informa-
tion probes are photons of visible, and near-infrared (IR)
and ultraviolet (UV) light, as a great deal of both morpho-
logical (based on the photon’s position and intensity/count)
and compositional (based on adsorption, fluorescence,
Raman shift, etc.) information can be simultaneously
obtained as optical microscopy relies on light as an infor-
mation carrier. This is due to the fact that the same
photons, which are in standard imaging configurations
used to generate images, carry much more information
on composition and the various physical and chemical
properties of the observed spot on the sample that can
be extracted through different spectroscopic methods.

The technique that has evolved over the last decade and
promises to fulfill the above-goals at the nanoscale level, is
near-field scanning optical microscopy (NSOM or SNOM),
which effectively breaks the physical limits imposed by
the optical-diffraction-limited resolution by using the
near-field evanescent waves and scanning mechanisms
similar to those in the scanning probe microscopies.
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THEORETICAL PRINCIPLES OF NSOM MICROSCOPY

Abbe’s equation (Eq. 1) describes the resolution of the
classical, far-field optics, (i.e., the minimum separations
between two points that can be distinguished) (1). From this
equation it is easy to conclude that the maximum attainable
resolution in the far field is � 1

2 of the applied wavelength,
which means that the best optical microscope cannot be
used to visualize details smaller than 200–400 nm.

pmin ¼ l

2n sina0 ð1Þ

In Abbe’s equation, n is the diffraction of the imaging
index and a0 is the aperture angle in the medium. While
Abbe’s equation describes the limiting resolution in the world
of conventional optics, the Fourier optics approach can pro-
vide us with the same conclusion. Following Abbe’s principle,
Rayleigh (2) derived that the objects in a lens system in the
far optical field are resolved only when the maximum of one
pattern coincides with the first minimum of the neighboring
features. What resulted was the discovery that the resolution
criteria that describe the maximum resolution of the optical
system based on the size of the numeric aperture was

d ¼ 0:61 l=NA ð2Þ

wherein l is the applied wavelength and NA is the numerical
aperture of the lens, again bringing the maximum theoretical
resolution to � 200 nm.

A similar observation can be derived from the Fourier
formalism in optics. In Fourier optics, the information con-
tent embedded in the spatial frequency f, in the case when f is
higher then 1/l, decays rapidly toward zero from the object
and thereby, no data on the subwavelength features can be
efficiently collected with standard far-field optics. However, it
is well known that it is possible to receive an electromagnetic
signal with antenna that is smaller in size than the wave-
length. The solution of the Maxwellian equations that govern
the behavior of electromagnetic radiation differs in the dis-
tance smaller than the wavelength than in the distance,
much larger than the considered wavelengths. When the
waves propagate within the distance much smaller than
its wavelength, such situation is called the near field. The
pragmatic definition of near-field optics will be a division of
optics that deal with the elements of the subwavelength
features scales, which are intended for passing the light
through, from or near, to another element with subwave-
length features positioned within the subwavelength dis-
tances. The spatial resolution in near-field optics depends
on the feature’s size and is limited to about one-half of the
aperture size. Furthermore, the near-field system must be
considered as a complete system consisting of two features
(probeandsampleinthecaseofmicroscopy)andtheresolution
of the system will be dependent on both sample and probe.
Thus, it is impossible to speak of the unique or standard near-
field resolution, as is done with a far-field instrument.

NEAR-FIELD IMAGING EQUIPMENT

The near-field scanning optical microscopy or scanning
near-field optical microscopy (NSOM or SNOM) is a tech-

nique that enables users to work with standard optical
tools that are integrated with scanning probe microscope
(SPM) technology to obtain the optical image at a resolu-
tion in the range of tens of nanometers. This is quite
comparable with the resolution of scanning electron or
SPM. The integration of scanning probe and optical meth-
ods allows for the collection of optical information at reso-
lutions well below the optical diffraction limit, which
overlap real topography information obtained by scanning
probe feedback. For spectroscopy applications, NSOM
offers the potential for characterizing the spectroscopic
signature of material on a submicron-to-nanometer scale,
thereby affording new insights into nanoscopic structure
and composition.

The principles of NSOM microscopy were theoretically
founded by Synge in 1929 (2), and in his subsequent paper
he described an imaginary device that closely resembles
today’s NSOM setup (3), including the use of piezoactua-
tors. Due to technical difficulties at the time to implement
such a device, the idea was forgotten until theoretician
O’Keefe rediscovered the idea in 1956 (4). The first prac-
tical demonstration of the imaging of a structure smaller
than the one-sixtieth of the applied wavelength was done in
1971 using the microwave in near-field scanning over the
grid (5). The basic idea behind this method was to create
evanescence, a standing wave, by light diffraction through
an aperture that was much smaller than the wavelength,
and then to use this evanescent light source to scan a
sample in a raster-scan pattern in close proximity, and
collect transmitted or reflected signal in the far field. The
first demonstration of near-field optical imaging was imple-
mented independently by Pohl (6) in 1982 and Lewis
groups (7) in 1983, and described as an optical stethoscopy,
in what is now considered the beginning of NSOM micro-
scopy. The method grew rapidly during the 1990s and the
trend is continuing to this day, as described in recent
reviews (8–12). Furthermore, several companies are offer-
ing commercial instruments (13–16) that enable ordinary
users, who are not inclined toward the instrumentation
development, to apply NSOM in solving their research
problems.

There are two fundamentally different ways to achieve
near-field optical imaging. They are apertured-base and
apertureless NSOMs with their principles of operation
depicted in Fig. 1a and b (17). In the case of the apertured
NSOM (Fig. 1a), the light passes through an aperture that
is much smaller than the wavelength of applied light, and
ultimately the resolution is defined by the size of the
aperture. In the case of the apertureless NSOM (Fig. 1b),
a sharp metallic tip is irradiated by a laser perpendicular
(or as close as possible) to the tip along the axis. The
irradiation excites the plasmons on the metallic surface of
the tip and the field is concentrated by combining antenna
and plasmonic effects at the top of the tip. The resolution
of apertureless NSOM is thus defined by the size of the
near-field excitation formed at the apex of the metallic
tip, and is determined by tip sharpness, tip materials, and
real and imaginary parts of the refraction index of the
used metal.

The practical advantage of apertured NSOM is in its easy
implementation. While the advantage of the apertureless
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NSOM is theoretically a higher achievable resolution and
possibly higher field strength, the technical difficulties in
implementing the apertureless setup have not permitted
those advantages to be realized. Thus, as of this writing, all
of the existing commercial instruments are based on the
apertured NSOM approach.

Regardless of the type of NSOM, the experimental setup
always consists of a piezo X–Y scanner, whose role is to
execute the raster-scan pattern scanning of the sample by
the near-field probe; a Z piezo, whose role is to modulate
the image by keeping the sample-tip distance; an optional,
but for most cases necessary, noncontact modulation ele-
ment, such as the tuning-fork for shear force feedback, or a
piezo- or electromagnetic oscillator for AFM-like noncon-
tact feedback; a near-field probe, which can be aperture or
sharp tip; a laser light source; a far-field optical signal
collection system, sample and sample holder; a system for
coarse probe approach and sample–probe alignment; a
scanner controller and computer for the image acquisition
and reconstruction; and a vibration isolation system. In
this manner, the NSOM most closely resembles the
mechanism of the AFM, and almost all of the existing
commercial setups, as well as many of the in-house, lab-
made NSOMs, share these common components with the
AFM and more general SPM platforms.

Piezo Scanner

The piezo scanner principle of work is based on the piezo
effect, which is reversible internal stress induction within
the crystal when exposed to the electric field (18). This
stress induces crystal expansion. The piezo scanner in the
NSOM is a more critical part than in the standard AFM.
Ideally, it should be the perfect closed-loop scanner, due to
stringent requirements of keeping the probe in a parti-
cular place during the raster scan, in order to achieve
sufficient optical signal/noise ratio. Figure 2 depicts typi-
cal scanner configurations. The scanners are usually
implemented in the form of the stacked piezo crystals
(Fig. 2a), tube scanners (Fig. 2b), and bimorph (Fig. 2c)
(19). Furthermore, scanners are often grouped into the
so-called tripod configuration. The same material used for
the SPM scanner, lead-zirconate-titanate ceramic (com-
monly referred as a PZT ceramic), is commonly used for
the NSOM piezo scanner. The typical piezo-electric con-
stant for PZT materials is about –1.7 V �nm�1. However,

in order to practically achieve the linearity over the whole
range of scan, it is necessary to calibrate each individual
scanner periodically to compensate for crystal nonlinearity,
creeping, and drift. Those effects are further minimized by
using active, real-time feedback, which can be implemented
either through some form of the strain gauge, capacitance,
or by optical means. The active feedback adjusts the
voltage applied to the scanner to keep linearity and to
secure the probe above the scanning position within the
raster scan.

Optical Signal Acquisition System

The optical signal collection system is made up of optical
and optoelectronic parts. The optical portion usually con-
sists of the far-field microscope objective with a high NA
lens. The tip-sample working distance, as well as the
sample thickness and sample holder accessibility, define
the maximum NA of the objective that can be used. Oil
immersion objectives are used to enhance the NA by many
times. Besides the objective, the collection system may
contain filters, notch-filters polarizers, and beam splitters,
depending on the particular configuration and imaging
mode. The optoelectronic part of the collection system
converts optical information to an electrical signal for
further processing. It is usually either a highly sensitive
photomultiplier tube (PMT), or, for ultimate sensitivity
and single-photon counting, an avalanche photodiode
detector (APD) array. For the PMT tube, the output signal
can be either voltage or counts, and for the APD, it is only
TTL (transistor–transistor logic) counts. The high sensi-
tivity PMT tubes can satisfy most of the imaging require-
ments, however, for extremely weak signals, such as in
single-molecular imaging or single-molecular spectro-
scopy, an APD detector is more desirable. Due care does
need to be paid when using the APD detector, as over-
exposing the detector can damage it in an extremely short
period of time. For the purpose of correlated experiments,
many detectors are attached to the system. In the case of
spectroscopy applications, the most commonly used dis-
persive detector is a highly sensitive CCD imaging camera,
either solid-state or liquid-gas cooled. However, many set-
ups use the other, more economical, wavelength or energy-
dispersive detection systems, which are based on filters,
prisms, or gratings in conjunction with either a PMT or
APD detector.
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Figure 1. Two major principles of achieving the near-
field scanning optical microscopy: (a) the aperture-
based NSOM; (b) scatter-field, apertureless NSOM.



Light Sources for Near-Field Imaging and Spectroscopy

Illumination sources for near-field microscopy are always
lasers. Selection criteria for the laser depends on the
desired wavelength(s). The most economical are the
solid-state lasers, followed by ion lasers, such as the Ar
laser, which can selectively produce multiple wavelengths
of light from 450 to 514 nm (17). Besides the two most
common types, many setups use liquid lasers as well as
optical parametric oscillators to produce specific wave-
lengths that are not available with a standard laser. The
transduction path can consist of mirrors or single-mode
optical fibers. The mirror-based path has better through-
put, however, it is more complex to adjust and requires
periodic readjustment. The optical-fiber-based transduc-
tion path has some higher attenuation then the mirror-
based path, but it is very convenient for use, especially if it
is implemented with the standard FC or similar connectors.

Microscope Head

The NSOM head usually consists of a probe holder, one or
more piezo scanners, a system for coarse probe approach, and
a case. The head is positioned at the top of the sample holder.
The probe holder is directly attached to the Z direction piezo.
A video system, which shows the image of the approaching
tip and substrate, and a software- controlled stepper motor
with micrometric screws provide coarse approach of the probe
to the sample surface. When the probe tip is brought to close
proximity to the sample, the fine approach mechanism is
engaged. The fine approach mechanism is essentially a
stepped mechanism wherein the probe is brought in a small
piezo steps in the vertical direction to close the gap between
the tip of the probe and sample substrate. The contact is
achieved when the signal indicates the deflection of the probe

in AFM-like setups, or, in shear-force mode, when its inter-
action with the sample reaches the user-prescribed ‘‘set
point’’ voltage or current level. The determination of the
appropriate set point varies for different samples and sys-
tems, and is more a result of art or tacit knowledge than an
exact science. If the Z piezo is completely extended and
contact has not been achieved, the piezo constricts to its
neutral position and the stepper motor is activated to bring
the probe to the approximate max extension distance of the
piezo, and the process is repeated. Besides the Z piezo,
sometimes the X–Y scanners can be positioned in the head.

Sample Holder/Stage

The sample holding stage can contain the X–Y piezo scan-
ner, if it is not in the head. Its moving frame consists of
micrometric screw positioners that push the sample holder
in the X–Y direction under the probe, thus allowing sample
‘‘pan’’ operation. These screws can be manually or stepper-
motor operated. The sample stage can be stand-alone, or it
can be positioned at the top of an inverted, epi-fluorescence
microscope. There are many advantages to having the
NSOM sitting at the top of the standard inverted micro-
scope. This configuration is able to combine far- and near-
field microscopy, exploit the operation familiarity of the
inverted fluorescence microscope, and deliver superior
images to those acquired via a dedicated, stand-alone
NSOM stage. However, a drawback of such a configuration
is a larger mechanical circuit with a higher level of vibra-
tional noise than in a dedicated system.

Controller

Controllers for NSOM are usually derived from the AFM/
SPM controllers. In all of today’s setups, they are digital.
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tion of the piezo actuators: (a)
stacked piezo; (b) tube scanner; (c)
bimorph scanner. [Courtesy PI
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The controller’s role is to generate the high voltage signals
necessary to feed the piezo scanner and move the probe
in the raster scan pattern. It also controls the vertical,
Z position of the probe via the PID control-loop model
mechanism (proportional-integral-differential), and thus
topographically modulates the signal; it maintains
the non–contact feedback; it controls the coarse probe
approach, and in some instances coarse sample positioning;
and it acquires the signals coming from the probe (both
optical and topographical) and forwards them to the com-
puter for further processing. The controller usually con-
sists of a series of analog-to-digital and digital-to-analog
converters, precision operational amplifiers, and high
voltage amplifiers. Due to the complexity of the tasks, often
the controller is designed using high end digital signal
processors and other high end embedded systems.

The role of the control software is to control the con-
troller, acquire the image, and store it in some of editable
and exportable format. Furthermore, the control software
almost always possesses image processing capabilities,
such as different image filters, Fourier transform, 3D
representations and rendering, and so on. All of the com-
mercially available NSOMs share the same software with
their AFM/SPM ‘‘cousins’’. Many of the homemade sys-
tems, on the other hand, have software modified from
existing commercial SPM/AFM controller software, or soft-
ware that is independently written, as in cases where the
users have designed the whole control electronics by them-
selves. Many times, the results are processed in third party
software. For example, for image processing a very popular
solution is to use shareware NIH Image software or its PC
cousin, Scion Image, and for advanced applications, to use
scripts written for IgroPro, LabView, MathLab, or for
spectroscopy experiments, WinSpec. Use of higher level
software like Igor Pro dramatically reduces development
time of applications, as compared to the time required to
write the script in C or Cþþ code.

Apertured NSOM

The principle of the apertured NSOM is to use the aperture
as a scanning probe. This is the first (5,6) and up-to-today
most commonly implemented NSOM setup. In basic prin-
ciple, the instrument consists of the XYZ piezo scanner(s)
that moves the apertured probe over the raster scan pat-
tern at the controlled aperture-sample height, and a non-
contact feedback mechanism, the best-suited being the
shear-force based one (20). An aperture in the tens of
nanometer size can be formed by the tapering, heating,
and pooling process borrowed from biophysics labs, where
it is utilized for creating micropipettes (21) or for etching
optical fibers (22). Additionally, as an aperture, it is pos-
sible to use the hollow cantilever (23).

Schematic representation of the instrument implemen-
tation, for both imaging and spectroscopy–hyperspectral
imaging, is presented in Fig. 3a, configured for the most
common, transmission mode (looking through the sample)
operation. The laser light is coming from the optical fiber.
Optical fiber is mounted on the tuning fork assembly,
which is held onto the Z-piezo scanner and is constricted
at the end to a tens of nanometer size range (see insert) and

the evanescent field is formed at its aperture, as repre-
sented in the figure insert. The light is passing through the
sample, interacting with sample matter, and is collected
under the sample in the far-field with the high numerical
aperture microscopy objective. Such a signal is further
subjected to collection and processing. For the hyperspectral
imaging or for the spectroscopy or spectral imaging purposes,
the signal is first passed through the holographic notch
filter, which eliminates excitation light and through the
beam splitter is directed to the wavelength-dispersive detector,
such as a CCD spectrometer, and to the summary, imaging
detector, such as a PMT, or avalanche photodiode detector
(APD). In the simplified setup, if the apparatus is used just
for the optical imaging, the light is passed directly from the
objective into the imaging detector, (i.e. APD or PMT).

Figure 3b schematically represents a typical apertured
probe, mounted on the tuning fork. Micrographies at
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Figure 3. Example of the aperture-based, straight-fiber NSOM:
(a) schematics representation of the scanning probe and collection;
(b) schematics representation of the tapered fiber NSOM probe,
attached to the tuning fork; (c) photography of the probe glued to
the tuning fork; (d) SEM image of the end of the tapered,
aluminum-coated fiber optic based NSOM probe. (Courtesy of
Veeco Instruments Inc., Santa Barbara, CA.)



Fig. 3c and d represent the frontal and lateral view of the
metallic-coated, laser-pulled, tapered, fiber-based tip. An
evanescent, standing wave is formed at the end of the
aperture, and the size of the aperture approximately
defines the optical resolution. Light is either brought
through the aperture, as in transmission and reflection
imaging mode, or collected through the aperture, as in the
collection mode. The tip is scanned across the sample in a
raster-scan pattern, and for imaging purposes; the signal is
collected in the far field, either by sensitive photomultiplier
tube, or by sensitive avalanche photo-diode counter.

The three distinctive different modes of operations of
the aperture-based NSOM are illustrated in Fig. 4, which
also graphically depicts the different kinds of information
that can be extracted from the optical signal emanating
from the sample. The origin of the optical contrast, as
depicted in Fig. 4, can be due to topographic differences
(different path length change the adsorption), material
birefringence, reflectivity, sample extinction coefficients
for the particular excitation wavelength, index of refrac-
tion, fluorescence emission properties, nonlinear spectro-
scopical properties of materials, and mechanical and
magnetic stress in the sample. However, at the moment
of this writing, for life sciences and biomedical applica-
tions, only transmitivitty, reflectivity and fluorescence
properties are of significance. The mode that is the most
useful for biological applications is the transmission mode
or the ‘‘looking through’’ mode, and is most similar to
classical biological microscopy In this case, as described
above, light is brought through the fiber-based tip, the near
field interacts with the sample, and the signal is collected
in the far field as it passes through the sample. In this
mode, it is possible to do transmission imaging, as well as
fluorescence or other wavelength-resolved imaging, by
application of adequate filters or wavelength-selective ele-
ments. In a reflection mode, which can be described as
‘‘looking on the surface mode’’, the near field interrogates

the surface of the sample, and the scattered signal is
collected in the far field. This mode allows imaging and
spectroscopy of the nontransparent samples; however, the
imaging efficiency is much lower than with transmission
mode. In a collection mode, the light is passed either
through the sample, or illuminated on the sample, and
the signal is collected through the fiber in the near field.
This mode is very burdensome to use, has low signal
collection efficiency, and is used mainly in photonics
research.

Besides these three modes, there are more exotic modes
of operation, such as combined collection and illumination,
where both sample illumination and resulting signal are
passed and collected through the same probe; dark field
imaging, where the probe tip is in close proximity to a
sample that is illuminated from underneath with total
internal reflection from the substrate, and wherein the
probe acts as a second, tunneling prism. Besides pure
optical operation modes, there are also a combined opto-
magnetic NSOM, which explores Kerr’s effect (24); nano-
mass spectroscopy (25), where near field is used for abla-
tion; and optoelectrochemical NSOM (26). The later two
modes have a lot of potential applications in physiology
with their ability to simultaneously image and record
potential at subwavelength resolution.

To secure the probe in a near field, the aperture must be
kept in close proximity to the sample with a distance much
smaller than the applied wavelength. The fiber is kept at
the nanometer-range distance from the sample by means of
noncontact feedback. There are several ways of achieving
feedback, mainly shear force, AFM-like normal force con-
tact, and noncontact force feedback. The shear-force feed-
back provides gentler, lateral touching of the sample,
thereby reducing the possibility of aperture contamination
or tip–aperture mechanical failure.

In shear-force feedback (20), the fiber tip is oscillated
laterally to the sample surface. The NSOM tip is rigidly
premounted on a quartz tuning fork (Fig. 3b and c), which
is a few millimeters in size. The tuning fork is mechanically
vibrated at resonance frequency, usually in tens to hun-
dreds of kilohertz, resulting in a few nanometers of lateral
motion at the distal end of the NSOM tip. When the tip is in
a close lateral proximity to the sample, the resonance
frequency of the tip-tuning fork system is disturbed due
to electrostatic, van der Waals, hydrogen bonding, and
other kinds of attractive and/or repulsive interactions
between the tip and the sample. This disturbance is read
as an electrical signal that is processed, and the tip is
moved accordingly in the vertical direction to achieve its
preset resonance frequency, thus keeping the same dis-
tance from the sample.

Optical resolution, which is typically achieved by fiber-
based apertured NSOM, is in the range of 50 nm, with
maximum resolution being in the range of 20 nm. The
improvement in tip fabrication procedures and in the con-
trol of the tip-sample separation distance will ultimately
lead to better resolution. For apertured NSOM, fiberoptic
or pipette-based tips are fabricated by constricting the core
of the optical fiber to a 50–20 nm diameter. This is achieved
by a heating–pulling method (21), wherein the fiber is
transversally irradiated by CO2 laser and simultaneously
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Figure 4. Typical apertured NSOM configuration: (a) illustration
of information that is carried and can be extracted from the optical
signal; (b) transmission and reflection mode NSOM; (c) collection
mode NSOM; (d) total internal reflection or dark field mode.
(Figure 3b–d adapted from Ref. 17.)



stretched on the pipette puller until the fiber is broken, or
by chemical etching (22) at the phase boundaries using the
HF solution with oil on the top. To enhance the efficiency of
the light transmission and to avoid the light leakage
through the fiber shell, the probes are usually coated with
either aluminum or silver. The coating is done by vacuum
evaporation, and its role is to prevent light leaking out of
the probe. The metallic coating is especially beneficial in
the near-field surface-enhanced Raman spectroscopy.

Another way of performing apertured NSOM is by
bending the fiber or pipette. In this case, the force feedback
can be achieved either by shear force, or by AFM-like
normal force in both contact or noncontact mode. The
disadvantage of this approach is that such bended fibers
are more vulnerable to mechanical failure, and if used for
spectroscopy purposes, there may be problems with Raman
scattering lines coming from the fiber shell materials.

The other way of achieving apertured NSOM imaging is
by using the hollow AFM cantilevers (23). In this kind of
setup, the light from the excitation laser is focused on the
top aperture on the center of the hollow AFM tip, and the
near field is formed at its bottom. The feedback mechanism
used therein is the same as in noncontact AFM. Presently,
the resolution (in the range of 100 nm) of such hollow-
cantilevered-based apertured NSOMs is inferior to that
of pulled-fiber-based NSOMs. Another disadvantage of the
AFM-like force-feedback setup in NSOM applications is in
that the AFM uses a laser beam to follow the bending of the
cantilever. In NSOM, when many applications are count-
ing the individual photons, the optical noise introduced by
the AFM-like laser-based feedback may be several folds
stronger than the signal. Considerable improvement is to
be expected with piezo-actuated hollow cantilevers, which
will avoid using laser feedback.

Apertureless NSOM

In the apertureless NSOM (Figs. 1b and 5), a sharp metallic
tip is irradiated by the laser light orthogonally to the long tip
axis, and the near-field excitation is scattered from the

tip (27,28). The light scattering from the feature is much
smaller than the applied wavelength, which also generates
the strong evanescent field. The best strength of the scat-
tering field is achieved if the excitation laser frequency
corresponds to the surface-plasmon resonance of the metal
from which the tip is made. Incoming beam scattering
produces the evanescent field at the tip; however, the
physics of the process is a combination of the near-field
antenna effects and surface plasmon resonance. The laser
induces the plasmons in the tip, which oscillates in parallel
to the tip axis and amplifies the evanescent standing wave
at the tip apex. The standing wave interacts with the
sample and the signal is collected either in transmission
or reflection mode in the far field. The tip is scanned across
the sample in the same raster-pattern manner as with
apertured NSOM. Feedback is provided in either the
noncontact AFM manner, preferably with a tuning fork
or some other nonlaser based Z-deflection feedback, and
the signal collection is modulated by oscillating the probe
in a vertical direction in order to avoid static and scattering
artifacts. Furthermore, in modulated apertureless NSOM,
the signal from the photodetector is also modulated with the
same modulation signal source as a tip, in exactly the
same frequency and phase (with possibilities of higher
harmonics modulation. This is done in order to avoid
inbound laser light nonnear-field induced scattering;
static-scattering artifacts from sample features and to achieve
optical signal acquisition always in a same sample-tip
separation distance position.

In order to distinguish between the near-field scattering
and inbound laser light, most of the apertureless NSOMs
are used mainly for fluorescence, Raman, or for different
nonlinear optical phenomena applications. Furthermore,
because of the rapid decoy of the scattered field, modulation
of the scanning probe, and control of the sample-tip separa-
tion distance in the apertureless configuration is much
more critical than in the aperture-based NSOM.

Figure 5 is a schematic representation of a typical,
homemade, apertureless NSOM setup; in this particular
case used for fluorescence and fluorescence-lifetime (FLIM)
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Figure 5. Schematic representation of the example
of the apertureless NSOM. (Adapted from Ref. 29.)



near field imaging. It consists of a commercially available
AFM head, mounted on the top of the inverted epi-
fluorescence microscope, positioned at the optical table.
The lateral irradiation of the tip, which is necessary in order
to achieve the high intensity evanescent field generation, is
produced by offsetting the position of the AFM tip in
relationship to the high numerical apex microscope objec-
tive. In this particular case, the fluorescence imaging
measurements were conducted in an inverted fluorescence-
imaging microscope (Nikon Diaphot 300), the excitation
light from a mode-locked YAG laser (Coherent Antares)
at 532 nm wavelength, 10 ps pulse width, and 76 MHz
repetition rate was focused on a diffraction-limited spot
through an objective (Nikon 60X NA 1.4), and the emission
from the sample was collected by the same objective, in
the epi-fluorescence manner. The emission band-pass
filters were HQ565/25 and D570/20 (Chroma Technology)
to ensure that the excitation light and the feedback
laser of AFM (650 nm) were both blocked. The emission
was detected by an avalanche photodiode (APD) (Perkin
Elmer, SPCM-AQR-15). The background photon counts
with AFM feedback on were �150 Hz. The sample cover
slip was mounted on a closed-loop two-dimensional (2D)
piezoelectric scanner (Polytec PI, P-731). The AFM (Veeco
Instruments Inc, D3100) head and inverted microscope
were coupled at an over–under position. The AFM tapping-
mode tips used in this work are commercially available Si
tips (Digital Instrument, OTESP7) coated with Au and Ag,
by sputter coating. Image density of 128� 128 pixels and
scan rate of 1 Hz. As the quenching effect is highly distance
dependent, the tip oscillation amplitude was reduced by
reducing the driving voltage to the tip as much as possible
without sacrificing image quality. Based on the force cali-
bration curve, the tip oscillation amplitude during the
imaging was estimated at � 30 nm.

The sample-scanning confocal fluorescence image was
recorded by a home-built computer control interface that
counted the APD signal and raster-scanned the piezo-
electric scanner. The fluorescence decay traces were
recorded by a time-correlated single photon counting
(TCSPC) module (Becker & Hickl SPC730, Germany).
The start signal was from the APD and the stop signal
was from synchronization of the YAG laser at one-half of
the laser repetition rate. For the lifetime imaging mode,
the TCSPC module reads the line-synchronization signal
of the Digital Instrument Nanoscope IIIa controller to
achieve a synchronized recording of the AFM signals
and fluorescence signals.

Figure 6 depicts the FEM simulation (30) of near-field
enhancement around a metallic tip positioned in close
proximity to the sample and irradiated with a laser beam.
Figure 6 shows the rapid dependence of the near-field
excitation on the sample-tip separation, and emphasizes
necessity of accurate, sub nanometer sample-tip separa-
tion control mechanism for any widespread, commercial
applications. This is even more important for the Raman
spectroscopy or hyperspectral imaging (or in this sense for
any other, nonlinear optical applications), as the strength
of the Raman emission is proportional to the fourth power
of the strength of the electric field of applied light the small
changes in the strength of the local near-field enhancement

can produce the dramatic fluctuation in the strength of the
optical signal.

Besides all of the difficulties in implementation, the
advantage of the apertureless mode is in theoretically
better resolution than the apertured mode, and in the
higher surface-enhanced Raman signal, due to plasmon
coupling, which makes this method, theoretically, an ideal
molecular Raman nanoprobe, a ‘‘holy grail’’ for life scien-
tists (31,32). The hyperspectral subwavelength Raman
imaging is extremely important for further studies in
system biology, proteomics, and metabolomics, as it is
expected it will for the first time allow identification and
spatial positioning of biomolecules within a cell, without
the introduction of fluorescence labels. Aside from Raman
imaging, this approach is expected to be better for the
purpose of fluorescence lifetime imaging (FLIM) (29).
The apertureless approach also has significant advantages
because the surface plasmon enhancement is driven by the
metallic tip and a higher local intensity of the scattered
field.

However, to date, there is no commercial instrument
available based on the apertureless NSOM principle,
because of many technical problems, a significantly smaller
photon flux, a low signal/noise ratio, and extreme signal
dependance on the tip-sample separation distance. It is
expected that with improvements in the control mechanism
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Figure 6. Finite-element methods (FEM) simulation of the
electromagnetic field scattering and near field enhancement at
the apex of the tip of the apertureless NSOM, and its behavior with
change in tip-sample separation distance. (Adapted from Ref. 30.)



for keeping the sample-tip separation in the subnanometer
range, as well as improvements in laser positioning and
further enhancement of the photodetector efficiencies, the
apertureless NSOM will become more widespread, with the
first commercial instruments expected to be introduced to
the market in the near future.

The tip for the apertureless NSOM can be manufactured
in three different ways. The simplest way is by electro-
chemically etching the metallic wire in the same way as for
production of the STM tips. However, controlled and opti-
mized shapes, which can provide more efficient field
enhancement, can be better achieved by using the free
ion bombardment (FIB) techniques for both tip growth
and etching.

NSOM Operations

The typical operation of the NSOM consists of positioning
the tip above the sample feature of interest, visually
using the reflection and transmission video system, respec-
tively. After executing a manual approach procedure, the tip
is subsequently placed under PID control and is automati-
cally maintained in the near-field region. The nonoptical,
shear-force feedback relies on measuring the voltage gen-
erated by a quartz tuning fork onto which the NSOM tip is
rigidly mounted, thus avoiding feedback laser. Having a
feedback without the feedback laser is of great advantage, as
avoidance of that voltage is a direct measure for the oscilla-
tion amplitude of the tip-tuning fork assembly, which varies
with tip-to-sample distance over a range of �25 nm.

Unlike conventional AFM cantilever designs, the spring
constant of the straight-fiber NSOM tip in the vertical
direction is extremely high, thus avoiding damaging
snap-to-contact. A feedback algorithm monitors the ampli-
tude of the tuning fork by appropriately adjusting the tip-
sample distance. Using this method, the NSOM tip is
engaged and maintained within �5 nm of the surface in
the near-field region throughout the NSOM scanning or
spectroscopic measurements. Another advantage of using
shear-force feedback is in the absence of a feedback laser,
which is especially important in the low photon-count
applications (e.g., in spectroscopy–hyperspectral imaging
and single-molecular studies).

Other methods of maintaining the tip in the near field
have not proven nearly as sensitive or reliable as tuning-
fork-based shear-force feedback. Some methods originally
developed for AFM applications may require actual surface
contact and, consequently, possible surface or tip transfor-
mation, ultimately resulting in either damage or having to
move the tip in and out of the near-field during data
acquisition. The other disadvantage of AFM-like feedback
is in the great technical difficulties to form a self-actuated,
piezo-based AFM hollow tip, thus forcing the use of laser
for feedback control. The AFM-like force feedback with
pulled fiber tip requires a bent fiber, which is much less
mechanically stable than a straight fiber. In addition, the
bent fiber has problems associated with circular light paths
and higher Raman scattering from glass–fiber substrates,
interferences that carry especially negative consequences
for near-field spectroscopy, as they can significantly
increase the optical noise level.

The NSOM can be used both in air and in liquid. Most of
the work to date has been done in air. While it has been
demonstrated many times that the method can be success-
fully used in liquid operation, there are problems asso-
ciated with the menisc force formed between the probe and
liquid surface. For work in air, shear force is the superior
method of feedback. However, for work in liquid, the AFM-
like noncontact feedback has advantages. With further
improvements in the fiber-based probes coating in the near
future, it is expected that shear-force-based topographic
imaging and feedback will become equal with the AFM-like
noncontact-based topographic imaging in liquid.

Near-Field Spectroscopy

For spectroscopic studies, NSOM can be considered as a
controlled light collector, with tens-of-nanometer spatial
positioning resolution. Thus, many of the standard
spectroscopic techniques could be applied, depending
on the amount of signal available. For example, it was
successfully demonstrated that NSOM can be used for
fluorescence and photoluminescence spectroscopy; electro-
luminescence spectroscopy, time-resolved spectroscopy;
polarization studies, and in early stage infrared (IR) and
Raman spectroscopies. The latter of the two has the great-
est promise in becoming the ultimate molecular nanoprobe.
Some of the applications of in situ hyperspectral, that is,
composition-specific nanoscale studies include chemical
identification of observed samples; studies of optical prop-
erties of materials at nano-scale levels; detection of phase
differences and impurities in materials; protein studies,
and many more. Ultimately, it opens the door for a plethora
of both fundamental and applied studies in the fields of
physics, material science, chemistry, life sciences, and
nanotechnology.

Examples of a near-field spectroscopy application are
shown in Fig. 7. While Fig. 7a represents the topography
image of the PIC dye crystal (33), Fig. 7b is the NSOM
fluorescence image of the same area. In order to explore the
origin of inhomogeneities, near-field fluorescence spectro-
scopy, with spectra presented at Fig. 7c, has been done at
different points, labeled 1–4, on Fig. 7b. Finally, fluores-
cence spectra resolved the inhomogenieties of emission
sources, pointing to the two different allotropes of crystals
having emissions peaking at 645 and 690 nm, respectively.

The near-field signal, which is by default very weak,
gets even weaker if we want to do the wavelength-resolved
spectroscopic analysis, or full hyperspectral cube imaging,
so longer exposition time is necessary to acquire usable
spectra. For a near-field spectroscopy system to be success-
ful, it needs to have an extremely stable probe position
control, in all three axes, to keep the optimal sample-probe
distance, and to keep the probe above the point of interest,
for a prolonged time of signal collection.

Figure 8 represents the typical modern commercial
NSOM microscopy–spectroscopy setup, in this particular
case, an Aurora-3 for spectroscopy made by Veeco Instru-
ments Inc., Santa Barbara, CA (34). In general, such a
near-field microscopy–spectroscopy package consists of the
NSOM microscope, an objective lens for signal collection,
optical filters for elimination of the excitation laser light,
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an optical pathway for signal transduction to the detector,
and a wavelength dispersive detector. As the signal is
generally very weak, the spectrometer needs to have a
very sensitive detection system, in the best case, single-
photon sensitivity. With today’s solid-state detectors tech-
nology, the best detector to use is the CCD camera with a
larger stack of sensitive pixels coupled to the imaging
spectrometer. Depending on applications, either a Peltier
cooled camera will be satisfactory (for most bright fluores-
cence samples) or a liquid-nitrogen-cooled camera for ulti-
mate sensitivity, such as in single-molecular experiments
and near-field Raman spectroscopy. Furthermore, interfa-
cing and communication between spectrometer and NSOM
scanning probe control software needs to be established.

Today, many spectrometers have semiopen control soft-
ware, thus allowing triggering of the spectral acquisition
with the TTL handshake signal, which can be produced
by the NSOM microscope controller. In this way, the
microscope controller initiates spectral acquisition and
the system can be used with many different commercial
spectrometers, allowing customization of the microprobe.
Filtering out excitation photons is of extreme importance to
increase the signal/noise ratio, and the best filters avail-
able today are notch, interferometric filters. Another con-
sideration when designing the NSOM spectroscopy
package is that not one formula will fit all of the require-
ments. Furthermore, virtually any application will require
some special design consideration, so building the system
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Figure 7. Example of fluorescence-based hyperspectral near-field
imaging. (a) Shear-force topography image; (b) NSOM fluorescence
image; (c) spatially resolved fluorescence spectra, numbers 1–4
corresponds to the different position on the crystal, demonstrating
chemically specific imaging and material inhomogenities at the
nanoscale. (Courtesy of David Vanden Bout and Paul Barbara,
University of Minnesota, Minneapolis, MI.)

Figure 8. Typical, third generation commercially available NSOM setup, for imaging and
spectroscopy: (a) photo of the NSOM head and sample holder; (b) complete system with
attached spectrometer; (c) optical path schematics. (Courtesy of Veeco Instruments Inc., Santa
Barbara, CA.)



as versatile and modular as possible is of the utmost
importance. The ability to incorporate additional standard
optical components and easy system reconfiguration
should be first in the designer’s mind. At the same time,
once a system is set up for operation, it should allow for
easy, straightforward, simple operation, and robustness,
which are sometimes contradictory requirements. The
design of the NSOM head, when having the spectroscopy
package in mind, must incorporate extremely accurate
closed-loop scan linearization. While shear-force feedback
keeps superb control of sample-tip distance, the closed-loop
X–Y scanning is necessary in order to keep the probe at the
selected spatial position during sample collection.

The near-field spectroscopy package is an even more
promising breakthrough technology for life sciences than
for NSOM imaging alone. For the first time, it will allow
qualitative identification of the composition of an observed
sample, via optical spectroscopies, at the spatial resolution
of scanning probe microscopy. The current commercial
systems can distinguish differences in chemical composi-
tion of the samples, at the spatial resolution of 50 nm or
better. For combined near-field spectroscopy and imaging,
the signal may be split into the dual-beam path, wherein
one path is used for the imaging detector and another
one for spectroscopy. Such dual-beam solution minimizes
removal, replacement, and realignment of components
when a different mode is desired. The benefit is the ease
of use and robust, reliable operation for separate or simul-
taneous transmission and reflection measurements.

In the example of the Aurora-3 optical path system, the
light from both objectives is redirected out the side ports by
two front-surface mirrors, which are reflection-coated for
optimal visible/near-IR (NIR) operation. The near-field
transmission and reflection light is collected in the far field
by precisely aligned microscope objectives to provide high
quality collimated (parallel) beams, with a nominal 7 mm
diameter. This system design allows for NSOM spectro-
scopic operation with standard one-half in. diameter optics,
though for ease of alignment and handling, 1 in. diameter
optics is generally recommended. Furthermore, the reflec-
tion path is carefully aligned to match the transmission
path. Such integrated solutions minimize removal, repla-
cement, and realignment of components when a different
mode is desired. The integrated reflection path is always
available for use with any sample and never requires
removal or realignment in the microscope with normal
use. As there are many variations in the spectroscopy
setup, it is important for an NSOM system that is
intended for spectroscopic use to be capable of utilizing
the standard optical element, so users can customize the
system using standard optical poles and optical bench
mounting systems.

Evaluation

While the first NSOM was invented just 2 years after the
AFM, its widespread use has just started to pick up in the
last several years. The reasons for this lag are severalfold:
the first NSOM images were hard to interpret, and as they
were achieved without topography modulation, the con-
trast in the images was not intuitive; there were no com-

mercial instruments available until the mid-1990s, thus all
users needed to build their own systems; the use of the
home-built and first commercial instrument and its align-
ment procedures were cumbersome and complicated for
any user who was not skilled in optoelectronics develop-
ment; and the resolution of the systems depended on each
individual sample. However, the field is changing rapidly,
and with introduction of the latest, third generation of
commercial systems (13–16), such as the Aurora-3 from
Veeco Instruments Inc., MultiView 400 from Nanonics
Imaging Ltd, Smena from NT-MDT, and AlphaSNOM from
WiTec GmbH, the ease of use is comparable with the
standard scanning probe microscope and is within the skill
set of average life sciences user. Furthermore, with
improvement in the serial production of the probes and
quality control in recent years, the resolution of the NSOM
system is becoming more uniform, and resolution expecta-
tions can be met with most samples.

The way to evaluate and measure resolution of the
NSOM instrument is by utilizing Fisher’s projection masks
(35). It is virtually accepted as a standard for evaluating
NSOM resolution and quality of image topographic mod-
ulation, the latter one by comparing the topographic with
the optical image. The Fisher project mask is a regular
hexagonal array of metallic spikes (Fig. 9). It is produced by
having the monolayer of the monodispersed polymer
spheres coated with metallic coating, and the spheres
subsequently dissolved with organic solvents. What is left
is the regular, closed-packed hexagonal matrix of metallic
spikes. In transmission mode, the spike is seen as a dark
spot on the optical micrography, while in reflection mode,
the spike is a bright spot, and the void space is dark.

The near-field optical imaging obviously provides two
great advantages over other types of imaging: its ability to
simultaneously acquire topography, in a scanning-force
manner, and an optical image. The optical image carries
a plethora of different information that can be furthermore
extracted. The most important advantage is that there are
many different ways to extract direct or indirect informa-
tion on spatial distribution of chemical composition of the
observed sample, even on the single molecular level.
Furthermore, at current state-of-the-art commercial
NSOM instrumentation, the near-field imaging and spec-
troscopy can be performed at a resolution at least four
times as high as the resolution of the best optical confocal
microscopes. The obvious applications in the biomedical
field are all of the applications for which the standard
confocal and inverted fluorescence microscope is used
today, but at the same time, done at much higher resolu-
tion (36–40). Examples of life sciences and biomedical
applications involve optical ultramicroscopy of cells; optical
imaging of cell organelles; imaging and spectroscopy of
individual molecules and macromolecules; in vivo tracking
of molecular events and endocytosis; and high resolution
chromosome labeling [i.e., high resolution fluorescence
in situ hybridization (FISH) (39) applications]. Some of these
applications, like molecular tracking, and high resolution
FISH are unachievable with other methods.

The molecular tracking applications are based on fluor-
escence, and in the future, Raman SERS applications will
revolutionize our way of understanding how cellular
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mechanisms work, and will bring significant contributions
to practical pharmacological applications, such as drug
candidates, where their target will be able to be imaged,
measured, and tracked during action. Additionally, this
application will add considerably to the body of knowledge
of macromolecular interactions and in the mapping of the
interactome of proteins, enzymes, and nucleic acids within
the cell. The simplest way will be by expressing differently
colored fluorescence proteins, fused with ligand and target,
and tracking their spatial positions within the cell, and
from the fluorescence resonance energy transfer or fluor-
escence intermittency, following their interactions. No
other method is capable of achieving the resolution neces-
sary to understand molecular machines in vivo. Another
futuristic application of NSOM is in the ultrahigh den-
sity genomics and proteomics array, which theoretically
can be packed at the density range higher than the
wavelengths.

Some of the more futuristic life science applications
will come with the integration of NSOM with mass
spectrometry. Zenobi’s group (25) demonstrated that
the apertured NSOM is capable of doing the nanoablation
of structures and thus can feed the mass spectrometer
with material ablated with the resolution of a few tens of
nanometer. This can dramatically improve the knowledge
of spatial locations of proteins, and protein–protein com-
plexes and interactions.

The NSOM-based FISH (38) can have a large impact on
the future of molecular in vitro diagnostics because it will
allow FISH to be applied on the shorter segments of DNA.
This will permit many additional applications by painting
shorter genes of this simple, chromosome painting techni-
que, which are unachievable with far-field fluorescence or
confocal-fluorescence equipment. If designed in a simple
and high throughput manner, this may become a standard
diagnostic instrument for molecular cytogenetics diagnos-
tics in pathology labs.

It is expected that the next, fourth-generation instru-
mentation, currently in the design stage, will allow more
routine imaging with a level of technical expertise, which is

necessary for practical applications comparable with run-
ning today’s confocal microscope.

Examples of the NSOMs biological applications are
presented in Fig. 10a–c. Figure 10a is an example of the
protein localization imaging beyond diffraction limit. In
this particular image, the fibroblast cells were labeled with
green fluorescence protein (GFP). The image on the left
represents the shear-force micrography, which corre-
sponds to the topographic image, while the image on the
right is the GFP fluorescence image. Spatial distribution of
the GFP can easily be observed within the cell at a resolu-
tion far exceeding the diffraction limits. This technique can
be used to track the protein synthesis and trafficking
within the cell if the targeted protein is fused with the
fluorescence label, such as GFP or YFP. Another unique
NSOM application is in optical characterization of the sup-
ramolecular and macromolecular assemblies. Figure 10b
represents topographic, shear force (left) and NSOM trans-
mission image (right) of the interband region of a polytene
chromosome. In the optical image, the chromatin matter can
be distinguished from the DNA based on the optical contrast,
which is not possible based on the pure topography. Finally,
Fig. 10c represents far-field optical transmission image of
slice of the muscle tissue (left) and shear-force topography
and near-field optical image, on the right top and bottom,
respectively. The near-field imaging reveals the fine struc-
ture of the muscular fiber, its cell membrane, myofibrils, and
endoplasmatic reticulum structure, in a similar manner as
using the transmission electron microscopy.

Besides imaging, the near-field optical microscopy-like
setup has promise for use in the nanoscale lithography (41),
and for high density data storage (42). Nanoscale litho-
graphy will have applications in the preparation of tissue
growth matrix and scaffolds, especially for the growth of
neurons, while the high voluminous data storage will have
a plethora of medical applications for storing ever-growing
informational content of both imaging and high through-
put diagnostics data.

In conclusion, near-field optical imaging is still a devel-
oping technique that shows much promise for biomedical
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Figure 9. Fisher mask, typical structure for NSOM evaluation and calibration: (a) topographic image
produced with shear-force feedback; (b) NSOM transmission mode image of the same area. The images
were produced on the Aurora-3 NSOM, (Courtesy of Veeco Instruments Inc., Santa Barbara, CA.)
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Figure 10. Examples of biomedical
and life-sciences applications of NSOM
imaging: (a)Shear-forcetopographyand
near-field fluorescence from GFP-
labeled fibroblast cells. Images of the
fibrorblast cells are prepared by
growing them directly on glass cover
slides and subsequent labeling. They
are imaged in air at a scan speed of 1
Hz, no photodegradation was observed
throughout the measurement.
(Courtesy of Renato Zenobi, ETH,
Zurich, # Renato Zenobi and ETH
Zurich, Switzerland). (b) Shear force
and NSOM image of the interband
region of a polytene chromosome.
(Courtesy of Sid Ragona and Phil
Haydon, Laboratory of Cellular
Signaling, Dept. of Zoology and
Genetics, Iowa State University, Ames,
IA, and Veeco Instruments Inc.). (c) Far-
field, differential contrast optical
microscopy of the muscle tissue, and
details of the muscle cell by shear force
andNSOM.(CourtesyofSidRagonaand
Phil Haydon, Laboratory of Cellular
Signaling, Department of Zoology and
Genetics, Iowa State University, Ames,
IA and Veeco Instruments Inc.)



applications. This review presents the state-of-the-art NSOM
technology up to the second quarter of 2005. It is certain that
by the time of the next edition of this Encyclopedia, there
will be many other technological and advancements in the
field of biomedical applications of near-field optics.
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INTRODUCTION

The technique of laser scanning and spinning disk confocal
fluorescence microscopy has become an essential tool in
biology and the biomedical sciences, as well as in materials
science due to attributes that are not readily available
using other contrast modes with traditional optical micro-
scopy (1–12). The application of a wide array of new syn-
thetic and naturally occurring fluorochromes has made it
possible to identify cells and submicroscopic cellular compo-
nents with a high degree of specificity amid nonfluorescing
material (13). In fact, the confocal microscope is often cap-
able of revealing the presence of a single molecule (14).
Through the use of multiply labeled specimens, different
probes can simultaneously identify several target molecules
simultaneously, both in fixed specimens and living cells and
tissues (15). Although both conventional and confocal micro-
scopes cannot provide spatial resolution below the diffrac-
tion limit of specific specimen features, the detection of
fluorescing molecules below such limits is readily achieved.

The basic concept of confocal microscopy was originally
developed by Minsky in the mid-1950s (patented in 1961)
when he was a postdoctoral student at Harvard University
(16,17). Minsky wanted to image neural networks in
unstained preparations of brain tissue and was driven
by the desire to image biological events as they occur in
living systems. Minsky’s invention remained largely unno-
ticed, due most probably to the lack of intense light sources
necessary for imaging and the computer horsepower
required to handle large amounts of data. Following Min-
sky’s work, Egger and Petran (18) fabricated a multiple-
beam confocal microscope in the late-1960s that utilized a
spinning (Nipkow) disk for examining unstained brain
sections and ganglion cells. Continuing in this arena,
Egger went on to develop the first mechanically scanned
confocal laser microscope, and published the first recogniz-
able images of cells in 1973 (19). During the late-1970s and
the 1980s, advances in computer and laser technology,
coupled to new algorithms for digital manipulation of
images, led to a growing interest in confocal microscopy (20).

Fortuitously, shortly after Minsky’s patent had expired,
practical laser-scanning confocal microscope designs were
translated into working instruments by several investiga-
tors. Dutch physicist Brakenhoff developed a scanning
confocal microscope in 1979 (21), while almost simulta-
neously, Sheppard contributed to the technique with a
theory of image formation (22). Wilson, Amos, and White
nurtured the concept and later (during the late-1980s)
demonstrated the utility of confocal imaging in the exam-
ination of fluorescent biological specimens (20,23). The first
commercial instruments appeared in 1987. During the
1990s, advances in optics and electronics afforded more
stable and powerful lasers, high efficiency scanning mirror

units, high throughput fiber optics, better thin-film dielec-
tric coatings, and detectors having reduced noise charac-
teristics (1). In addition, fluorochromes that were more
carefully matched to laser excitation lines were beginning
to be synthesized (13). Coupled to the rapidly advancing
computer processing speeds, enhanced displays, and large-
volume storage technology emerging in the late-1990s, the
stage was set for a virtual explosion in the number of
applications that could be targeted with laser scanning
confocal microscopy.

Modern confocal microscopes can be considered as com-
pletely integrated electronic systems where the optical micro-
scope plays a central role in a configuration that consists of
one or more electronic detectors, a computer (for image dis-
play, processing, output, and storage), and several laser
systems combined with wavelength selection devices and a
beam scanning assembly. In most cases, integration between
the various components is so thorough that the entire con-
focal microscope is often collectively referred to as a digital or
video imaging system capable of producing electronic
images (24). These microscopes are now being employed
for routine investigations on molecules, cells, and living
tissues that were not possible just a few years ago (15).

Confocal microscopy offers several advantages over con-
ventional widefield optical microscopy, including the abil-
ity to control depth of field, elimination, or reduction of
background information away from the focal plane (that
leads to image degradation), and the capability to collect
serial optical sections from thick specimens. The basic key
to the confocal approach is the use of spatial filtering
techniques to eliminate out-of-focus light or glare in speci-
mens whose thickness exceeds the immediate plane of
focus. There has been a tremendous explosion in the popu-
larity of confocal microscopy in recent years (1–4,6,7), due
in part to the relative ease with which extremely high
quality images can be obtained from specimens prepared
for conventional fluorescence microscopy, and the growing
number of applications in cell biology that rely on imaging,
both fixed and living cells and tissues. In fact, confocal
technology is proving to be one of the most important
advances ever achieved in optical microscopy.

In a conventional widefield optical epi-fluorescence
microscope, secondary fluorescence emitted by the speci-
men often occurs through the excited volume and obscures
resolution of features that lie in the objective focal plane
(25). The problem is compounded by thicker specimens (>2
mm), which usually exhibit such a high degree of fluores-
cence emission that most of the fine detail is lost. Confocal
microscopy provides only a marginal improvement in both
axial (z; parallel to the microscope optical axis) and lateral
(x and y; dimensions in the specimen plane) optical resolu-
tion, but is able to exclude secondary fluorescence in areas
removed from the focal plane from resulting images (26–
28). Even though resolution is somewhat enhanced with
confocal microscopy over conventional widefield techni-
ques (1), it is still considerably less than that of the trans-
mission electron microscope (TEM). In this regard, confocal
microscopy can be considered a bridge between these two
classical methodologies.

Illustrated in Fig. 1 are a series of images that com-
pare selected viewfields in traditional widefield and laser
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scanning confocal fluorescence microscopy. A thick (16
mm) section of fluorescently stained mouse hippocampus
in widefield fluorescence exhibits a large amount of glare
from fluorescent structures located above and below the
focal plane (Fig. 1a). When imaged with a laser scanning
confocal microscope (Fig. 1b), the brain thick section
reveals a significant degree of structural detail. Likewise,
widefield fluorescence imaging of rat smooth muscle fibers
stained with a combination of Alexa Fluor dyes produce
blurred images (Fig. 1c) lacking in detail, while the same
specimen field (Fig. 1d) reveals a highly striated topogra-
phy when viewed as an optical section with confocal
microscopy. Autofluorescence in a sunflower (Helianthus
annuus) pollen grain tetrad produces a similar indistinct
outline of the basic external morphology (Fig. 1e), but
yields no indication of the internal structure in widefield
mode. In contrast, a thin optical section of the same grain
(Fig. 1f) acquired with confocal techniques displays a
dramatic difference between the particle core and the
surrounding envelope. Collectively, the image comparisons
in Fig. 1 dramatically depict the advantages of achieving
very thin optical sections in confocal microscopy. The ability
of this technique to eliminate fluorescence emission from
regions removed from the focal plane offsets it from tradi-
tional forms of fluorescence microscopy.

PRINCIPLES OF CONFOCAL MICROSCOPY

The confocal principle in epi-fluorescence laser scanning
microscope is diagrammatically presented in Fig. 2. Coher-
ent light emitted by the laser system (excitation source)
passes through a pinhole aperture that is situated in a
conjugate plane (confocal) with a scanning point on the
specimen and a second pinhole aperture positioned in front
of the detector (a photomultiplier tube). As the laser is
reflected by a dichromatic mirror, and scanned across the
specimen in a defined focal plane, secondary fluorescence
emitted from points on the specimen (in the same focal
plane) pass back through the dichromatic mirror, and are
focused as a confocal point at the detector pinhole aperture.

The significant amount of fluorescence emission that
occurs at points above and below the objective focal plane is
not confocal with the pinhole (termed out-of-focus light
rays in Fig. 2) and forms extended Airy disks in the
aperture plane (29). Because only a small fraction of the
out-of-focus fluorescence emission is delivered through
the pinhole aperture, most of this extraneous light is not
detected by the photomultiplier and does not contribute to
the resulting image. The dichromatic mirror, barrier filter,
and excitation filter perform similar functions to identical
components in a widefield epi-fluorescence microscope (30).
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Figure 1. Comparison of widefield (upper row) and laser scanning confocal fluorescence microscopy
images (lower row). Note the significant amount of signal in the widefield images from fluorescent
structures located outside of the focal plane. (a) and (b) Mouse brain hippocampus thick section
treated with primary antibodies to glial fibrillary acidic protein (GFAP; red), neurofilaments H
(green), and counterstained with Hoechst 33342 (blue) to highlight nuclei. (c) and (d) Thick section of
rat smooth muscle stained with phalloidin conjugated to Alexa Fluor 568 (targeting actin; red),
wheat germ agglutinin conjugated to Oregon Green 488 (glycoproteins; green), and counterstained
with DRAQ5 (nuclei; blue). (e) and (f) Sunflower pollen grain tetrad autofluorescence.



Refocusing the objective in a confocal microscope shifts the
excitation and emission points on a specimen to a new
plane that becomes confocal with the pinhole apertures of
the light source and detector.

In traditional widefield epi-fluorescence microscopy, the
entire specimen is subjected to intense illumination from
an incoherent mercury or xenon arc-discharge lamp, and
the resulting image of secondary fluorescence emission can
be viewed directly in the eyepieces or projected onto the
surface of an electronic array detector or traditional film
plane. In contrast to this simple concept, the mechanism of
image formation in a confocal microscope is fundamentally
different (31). As discussed above, the confocal fluorescence
microscope consists of multiple laser excitation sources, a
scan head with optical and electronic components, electro-
nic detectors (usually photomultipliers), and a computer
for acquisition, processing, analysis, and display of images.

The scan head is at the heart of the confocal system and
is responsible for rasterizing the excitation scans, as well as
collecting the photon signals from the specimen that are
required to assemble the final image (1,5–7). A typical scan
head contains inputs from the external laser sources,
fluorescence filter sets and dichromatic mirrors, a galvan-
ometer-based raster scanning mirror system, variable pin-
hole apertures for generating the confocal image, and
photomultiplier tube detectors tuned for different fluores-
cence wavelengths. Many modern instruments include
diffraction gratings or prisms coupled with slits positioned
near the photomultipliers to enable spectral imaging
(also referred to as emission fingerprinting) followed
by linear unmixing of emission profiles in specimens
labeled with combinations of fluorescent proteins or fluor-
ophores having overlapping spectra (32–38). The general
arrangement of scan head components is presented in
Fig. 3 for a typical commercial unit.

In epi-illumination scanning confocal microscopy, the
laser light source and photomultiplier detectors are both
separated from the specimen by the objective, which func-
tions as a well-corrected condenser and objective combina-
tion. Internal fluorescence filter components (e.g., the
excitation and barrier filters and the dichromatic mirrors)
and neutral density filters are contained within the scan-
ning unit (see Fig. 3). Interference and neutral density
filters are housed in rotating turrets or sliders that can be
inserted into the light path by the operator. The excitation
laser beam is connected to the scan unit with a fiber optic
coupler followed by a beam expander that enables the thin
laser beam wrist to completely fill the objective rear aper-
ture (a critical requirement in confocal microscopy).
Expanded laser light that passes through the microscope
objective forms an intense diffraction-limited spot that is
scanned by the coupled galvanometer mirrors in a raster
pattern across the specimen plane (point scanning).

One of the most important components of the scanning
unit is the pinhole aperture, which acts as a spatial filter at
the conjugate image plane positioned directly in front of the
photomultiplier (39). Several apertures of varying dia-
meter are usually contained on a rotating turret that
enables the operator to adjust pinhole size (and optical
section thickness). Secondary fluorescence collected by the
objective is descanned by the same galvanometer mirrors
that form the raster pattern, and then passes through a
barrier filter before reaching the pinhole aperture (40).
The aperture serves to exclude fluorescence signals from
out-of-focus features positioned above and below the focal
plane, which are instead projected onto the aperture as
Airy disks having a diameter much larger than those
forming the image. These oversized disks are spread over
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Figure 2. Schematic diagram of the optical pathway and
principal components in a laser scanning confocal microscope.

Figure 3. Three-channel spectral imaging laser scanning
microscope confocal scan head with SIM scanner laser port. The
SIM laser enables simultaneous excitation and imaging of the
specimen for photobleaching or photoactivation experiments. Also
illustrated are ports for a visible, ultraviolet (UV), and infrared (IR)
laser, as well as an arc discharge lamp port for widefield observation.



a comparatively large area so that only a small fraction of
light originating in planes away from the focal point passes
through the aperture. The pinhole aperture also serves to
eliminate much of the stray light passing through the optical
system. Coupling of aperture-limited point scanning to a
pinhole spatial filter at the conjugate image plane is an
essential feature of the confocal microscope.

When contrasting the similarities and differences
between widefield and confocal microscopes, it is often
useful to compare the character and geometry of specimen
illumination utilized for each of the techniques. Traditional
widefield epi-fluorescence microscope objectives focus
a wide cone of illumination over a large volume of the
specimen (41), which is uniformly and simultaneously
illuminated (as illustrated in Fig. 4a). A majority of the
fluorescence emission directed back toward the microscope
is gathered by the objective (depending on the numerical
aperture) and projected into the eyepieces or detector. The
result is a significant amount of signal due to emitted
background light and autofluorescence originating from
areas above and below the focal plane, which seriously
reduces resolution and image contrast.

The laser illumination source in confocal microscopy is
first expanded to fill the objective rear aperture, and then
focused by the lens system to a very small spot at the focal
plane (Fig. 4b). The size of the illumination point ranges
from �0.25 to 0.8 mm in diameter (depending on the
objective numerical aperture) and 0.5 to 1.5 mm deep at
the brightest intensity. Confocal spot size is determined by
the microscope design, wavelength of incident laser light,
objective characteristics, scanning unit settings, and the
specimen (41). Figure 4 presents a comparison between the
typical illumination cones of a widefield (Fig. 4a) and point
scanning confocal (Fig. 4b) microscope at the same numer-
ical aperture. The entire depth of the specimen over a wide
area is illuminated by the widefield microscope, while the
sample is scanned with a finely focused spot of illumination
that is centered in the focal plane in the confocal microscope.

In laser scanning confocal microscopy, the image of an
extended specimen is generated by scanning the focused
beam across a defined area in a raster pattern controlled by
two high speed oscillating mirrors driven with galvan-
ometer motors. One of the mirrors moves the beam from
left to right along the x lateral axis, while the other
translates the beam in the y direction. After each single
scan along the x axis, the beam is rapidly transported back
to the starting point and shifted along the y axis to begin a
new scan in a process termed flyback (42). During the
flyback operation, image information is not collected. In

this manner, the area of interest on the specimen in a
single focal plane is excited by laser illumination from the
scanning unit.

As each scan line passes along the specimen in the lateral
focal plane, fluorescence emission is collected by the objec-
tive and passed back through the confocal optical system.
The speed of the scanning mirrors is very slow relative to the
speed of light, so the secondary emission follows a light path
along the optical axis that is identical to the original excita-
tion beam. Return of fluorescence emission through the
galvanometer mirror system is referred to as descanning
(40,42). After leaving the scanning mirrors, the fluorescence
emission passes directly through the dichromatic mirror
and is focused at the detector pinhole aperture. Unlike
the raster scanning pattern of excitation light passing over
the specimen, fluorescence emission remains in a steady
position at the pinhole aperture, but fluctuates with respect
to intensity over time as the illumination spot traverses the
specimen producing variations in excitation.

Fluorescence emission that is passed through the pin-
hole aperture is converted into an analog electrical signal
having a continuously varying voltage (corresponding to
intensity) by the photomultiplier. The analog signal is
periodically sampled and converted into pixels by an
analog-to-digital (A/D) converter housed in the scanning
unit or the accompanying electronics cabinet. The image
information is temporarily stored in an image frame buffer
card in the computer and displayed on the monitor. Note
that the confocal image of a specimen is reconstructed,
point by point, from emission photon signals by the photo-
multiplier and accompanying electronics, yet never exists
as a real image that can be observed through the micro-
scope eyepieces.

LASER SCANNING CONFOCAL MICROSCOPE
CONFIGURATION

Basic microscope optical system characteristics have
remained fundamentally unchanged for many decades
due to engineering restrictions on objective design, the
static properties of most specimens, and the fact that
resolution is governed by the wavelength of light (1–10).
However, fluorescent probes that are employed to add
contrast to biological specimens and, and other technolo-
gies associated with optical microscopy techniques, have
improved significantly. The explosive growth and develop-
ment of the confocal approach is a direct result of a renais-
sance in optical microscopy that has been largely fueled by
advances in modern optical and electronics technology.
Among these are stable multiwavelength laser systems
that provide better coverage of the uv, visible, and near-
IR spectral regions, improved interference filters (includ-
ing dichromatic mirrors, barrier, and excitation filters),
sensitive low noise wide-band detectors, and far more
powerful computers. The latter are now available with
relatively low cost memory arrays, image analysis software
packages, high resolution video displays, and high quality
digital image printers. The flow of information through a
modern confocal microscope is presented diagrammati-
cally in Fig. 5 (2).
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Figure 4. Widefield versus confocal microscopy illumination
volumes, demonstrating the difference in size between point
scanning and widefield excitation light beams.



Although many of these technologies have been devel-
oped independently for a variety of specifically targeted
applications, they have been incorporated gradually into
mainstream commercial confocal microscopy systems. In
current microscope systems, classification of designs is
based on the technology utilized to scan specimens (7).
Scanning can be accomplished either by translating the
stage in the x, y, and z directions while the laser illumina-
tion spot is held in a fixed position, or the beam itself can
be raster-scanned across the specimen. Because three-
dimensional (3D) translation of the stage is cumbersome
and prone to vibration, most modern instruments employ
some type of beam-scanning mechanism.

In modern confocal microscopes, two fundamentally
different techniques for beam scanning have been devel-
oped. Single-beam scanning, one of the more popular
methods employed in a majority of the commercial laser
scanning microscopes (43), uses a pair of computer-con-
trolled galvanometer mirrors to scan the specimen in a
raster pattern at a rate of approximately one frame per
second. Faster scanning rates (to near video speed) can be
achieved using acoustooptic devices or oscillating mirrors.
In contrast, multiple-beam scanning confocal microscopes
are equipped with a spinning Nipkow disk containing an
array of pinholes and microlenses (44–46). These instru-
ments often use arc-discharge lamps for illumination
instead of lasers to reduce specimen damage and enhance
the detection of low fluorescence levels during real-time
image collection. Another important feature of the multiple-
beam microscopes is their ability to readily capture images
with an array detector, such as a charge-coupled device
(CCD) camera system (47).

All modern laser scanning confocal microscope designs
are centered on a conventional upright or inverted
research level optical microscope. However, instead of
the standard tungsten–halogen or mercury (xenon) arc-
discharge lamp, one or more laser systems are used as a
light source to excite fluorophores in the specimen. Image
information is gathered point by point with a specialized
detector, such as a photomultiplier tube or avalanche
photodiode, and then digitized for processing by the host

computer, which also controls the scanning mirrors and/or
other devices to facilitate the collection and display of
images. After a series of images (usually serial optical
sections) has been acquired and stored on digital media,
analysis can be conducted utilizing numerous image pro-
cessing software packages available on the host or a sec-
ondary computer.

ADVANTAGES AND DISADVANTAGES OF CONFOCAL
MICROSCOPY

The primary advantage of laser scanning confocal micro-
scopy is the ability to serially produce thin (0.5–1.5 mm)
optical sections through fluorescent specimens that have a
thickness ranging up to 50 mm or more (48). The image
series is collected by coordinating incremental changes in
the microscope fine focus mechanism (using a stepper
motor) with sequential image acquisition at each step.
Image information is restricted to a well-defined plane,
rather than being complicated by signals arising from
remote locations in the specimen. Contrast and definition
are dramatically improved over widefield techniques due to
the reduction in background fluorescence and improved
signal to noise (48). Furthermore, optical sectioning elim-
inates artifacts that occur during physical sectioning and
fluorescent staining of tissue specimens for traditional
forms of microscopy. The noninvasive confocal optical sec-
tioning technique enables the examination of both living
and fixed specimens under a variety of conditions with
enhanced clarity.

With most confocal microscopy software packages, opti-
cal sections are not restricted to the perpendicular lateral
(x–y) plane, but can also be collected and displayed in
transverse planes (1,5–8,49). Vertical sections in the x–z
and y–z planes (parallel to the microscope optical axis) can
be readily generated by most confocal software programs.
Thus, the specimen appears as if it had been sectioned in a
plane that is perpendicular to the lateral axis. In practice,
vertical sections are obtained by combining a series of x–y
scans taken along the z axis with the software, and then
projecting a view of fluorescence intensity as it would
appear should the microscope hardware have been capable
of physically performing a vertical section.

A typical stack of optical sections (often termed a z
series) through a Lodgepole Pine tree pollen grain reveal-
ing internal variations in autofluorescence emission wave-
lengths is illustrated in Fig. 6. Optical sections were
gathered in 1.0 mm steps perpendicular to the z axis
(microscope optical axis) using a laser combiner featuring
an argon ion (488 nm; green fluorescence), a green helium–
neon (543 nm; red fluorescence), and a red helium–neon
(633 nm; fluorescence pseudocolored blue) laser system.
Pollen grains from this and many other species range
between 10 and 40 mm in diameter and often yield blurred
images in wide-field fluorescence microscopy (see Fig. 1c),
which lack information about internal structural details.
Although only 12 of the >36 images collected through this
series are presented in the figure, they represent indivi-
dual focal planes separated by a distance of �3 mm and
provide a good indication of the internal grain structure.
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Figure 5. Confocal microscope configuration and information
flow schematic diagram.



In specimens more complex than a pollen grain, complex
interconnected structural elements can be difficult to dis-
cern from a large series of optical sections sequentially
acquired through the volume of a specimen with a laser
scanning confocal microscope. However, once an adequate
series of optical sections has been gathered, it can be further
processed into a 3D representation of the specimen using
volume-rendering computational techniques (50–53). This
approach is now in common use to help elucidate the
numerous interrelationships between structure and func-
tion of cells and tissues in biological investigations (54). In
order to ensure that adequate data is collected to produce a
representative volume image, the optical sections should be
recorded at the appropriate axial (z step) intervals so that
the actual depth of the specimen is reflected in the image.

Most of the software packages accompanying commer-
cial confocal instruments are capable of generating com-
posite and multidimensional views of optical section data
acquired from z-series image stacks. The 3D software
packages can be employed to create either a single 3D
representation of the specimen (Fig. 7) or a video (movie)
sequence compiled from different views of the specimen
volume. These sequences often mimic the effect of rotation
or similar spatial transformation that enhances the appre-
ciation of the specimen’s 3D character. In addition, many
software packages enable investigators to conduct measure-
ments of length, volume, and depth, and specific parameters
of the images, such as opacity, can be interactively altered to
reveal internal structures of interest at differing levels
within the specimen (54).

Typical 3D representations of several specimens exam-
ined by serial optical sectioning are presented in Fig. 7. A
series of sunflower pollen grain optical sections was com-
bined to produce a realistic view of the exterior surface
(Fig. 7a) as it might appear if being examined by a scanning
electron microscope (SEM). The algorithm utilized to
construct the 3D model enables the user to rotate the

pollen grain through 3608 for examination. Similarly, thick
sections (16mm) of lung tissue and rat brain are presented in
Fig. 7b and 7c, respectively. These specimens were each
labeled with several fluorophores (blue, green, and red
fluorescence) and created from a stack of 30–45 optical
sections. Autofluorescence in plant tissue was utilized to
produce the model illustrated in Fig. 7d of a fern root section.

In many cases, a composite or projection view pro-
duced from a series of optical sections provides important
information about a 3D specimen than a multidimensional
view (54). For example, a fluorescently labeled neuron
having numerous thin, extended processes in a tissue
section is difficult (if not impossible) to image using
wide-field techniques due to out-of-focus blur. Confocal
thin sections of the same neuron each reveal portions of
several extensions, but these usually appear as fragmented
streaks and dots and lack continuity (53). Composite views
created by flattening a series of optical sections from the
neuron will reveal all of the extended processes in sharp
focus with well-defined continuity. Structural and func-
tional analysis of other cell and tissue sections also benefits
from composite views as opposed to, or coupled with, 3D
volume rendering techniques.

Advances in confocal microscopy have made possible
multidimensional views (54) of living cells and tissues that
include image information in the x, y, and z dimensions as
a function of time and presented in multiple colors (using
two or more fluorophores). After volume processing of
individual image stacks, the resulting data can be dis-
played as 3D multicolor video sequences in real time. Note
that unlike conventional widefield microscopy, all fluoro-
chromes in multiply labeled specimens appear in register
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Figure 6. Lodgepole pine (Pinus contorta) pollen grain optical
sections. Bulk pollen was mounted in CytoSeal 60 and imaged with
a 100� oil immersion objective (no zoom) in 1mm axial steps. Each
image in the sequence (1–12) represents the view obtained from
steps of 3mm.

Figure 7. Three-dimensional volume renders from confocal
microscopy optical sections. (a) Autofluorescence in a series of
sunflower pollen grain optical sections was combined to produce
a realistic view of the exterior surface. (b) Mouse lung tissue thick
(16mm)section. (c)Ratbrainthicksection.Thesespecimenswereeach
labeled with several fluorophores (blue, green, and red fluorescence)
and the volume renders were created from a stack of 30–45 optical
sections. (d) Autofluorescence in a thin section of fern root.



using the confocal microscope. Temporal data can be col-
lected either from time-lapse experiments conducted over
extended periods or through real-time image acquisition in
smaller frames for short periods of time. The potential for
using multidimensional confocal microscopy as a powerful
tool in cellular biology is continuing to grow as new laser
systems are developed to limit cell damage and computer
processing speeds and storage capacity improves.

Additional advantages of scanning confocal microscopy
include the ability to adjust magnification electronically by
varying the area scanned by the laser without having to
change objectives. This feature is termed the zoom factor,
and is usually employed to adjust the image spatial resolu-
tion by altering the scanning laser sampling period
(1,2,8,40,55). Increasing the zoom factor reduces the speci-
men area scanned and simultaneously reduces the scanning
rate. The result is an increased number of samples along a
comparable length (55), which increases both the image
spatial resolution and display magnification on the host
computer monitor. Confocal zoom is typically employed to
match digital image resolution (8,40,55) with the optical
resolution of the microscope when low numerical aperture
and magnification objectives are being used to collect data.

Digitization of the sequential analog image data col-
lected by the confocal microscope photomultiplier (or similar
detector) facilitates computer image processing algorithms
by transforming the continuous voltage stream into discrete
digital increments that correspond to variations in light
intensity. In addition to the benefits and speed that accrue
from processing digital data, images can be readily prepared
for print output or publication. In carefully controlled
experiments, quantitative measurements of spatial fluores-
cence intensity (either statically or as a function of time) can
also be obtained from the digital data.

Disadvantages of confocal microscopy are limited pri-
marily to the limited number of excitation wavelengths
available with common lasers (referred to as laser lines),
which occur over very narrow bands and are expensive to
produce in the UV region (56). In contrast, conventional
widefield microscopes use mercury- or xenon-based arc-
discharge lamps to provide a full range of excitation wave-
lengths in the UV, visible, and near-IR spectral regions.
Another downside is the harmful nature (57) of high
intensity laser irradiation to living cells and tissues, an
issue that has recently been addressed by multiphoton and
Nipkow disk confocal imaging. Finally, the high cost of
purchasing and operating multiuser confocal microscope
systems (58), which can range up to an order of magnitude
higher than comparable widefield microscopes, often limits
their implementation in smaller laboratories. This problem
can be easily overcome by cost-shared microscope systems
that service one or more departments in a core facility. The
recent introduction of personal confocal systems has com-
petitively driven down the price of low end confocal micro-
scopes and increased the number of individual users.

CONFOCAL MICROSCOPE LIGHT DETECTORS

In modern widefield fluorescence and laser scanning con-
focal optical microscopy, the collection and measurement of

secondary emission gathered by the objective can be accom-
plished by several classes of photosensitive detectors (59),
including photomultipliers, photodiodes, and solid-state
CCDs. In confocal microscopy, fluorescence emission is
directed through a pinhole aperture positioned near the
image plane to exclude light from fluorescent structures
located away from the objective focal plane, thus reducing
the amount of light available for image formation, as
discussed above. As a result, the exceedingly low light
levels most often encountered in confocal microscopy neces-
sitate the use of highly sensitive photon detectors that do
not require spatial discrimination, but instead respond
very quickly with a high level of sensitivity to a continuous
flux of varying light intensity.

Photomultipliers, which contain a photosensitive sur-
face that captures incident photons and produces a stream
of photoelectrons to generate an amplified electric charge,
are the popular detector choice in many commercial con-
focal microscopes (59–61). These detectors contain a criti-
cal element, termed a photocathode, capable of emitting
electrons through the photoelectric effect (the energy of an
absorbed photon is transferred to an electron) when
exposed to a photon flux. The general anatomy of a photo-
multiplier consists of a classical vacuum tube in which a
glass or quartz window encases the photocathode and a
chain of electron multipliers, known as dynodes, followed
by an anode to complete the electrical circuit (62). When
the photomultiplier is operating, current flowing between
the anode and ground (zero potential) is directly propor-
tional to the photoelectron flux generated by the photo-
cathode when it is exposed to incident photon radiation.

In a majority of commercial confocal microscopes, the
photomultiplier is located within the scan head or an
external housing, and the gain, offset, and dynode voltage
are controlled by the computer software interface to the
detector power supply and supporting electronics (7). The
voltage setting is used to regulate the overall sensitivity of
the photomultiplier, and can be adjusted independently of
the gain and offset values. The latter two controls are
utilized to adjust the image intensity values to ensure that
the maximum number of gray levels is included in the
output signal of the photomultiplier. Offset adds a positive
or negative voltage to the output signal, and should be
adjusted so that the lowest signals are near the photomul-
tiplier detection threshold (40). The gain circuit multiplies
the output voltage by a constant factor so that the max-
imum signal values can be stretched to a point just below
saturation. In practice, offset should be applied first before
adjusting the photomultiplier gain (8,40). After the signal
has been processed by the analog-to-digital converter, it is
stored in a frame buffer and ultimately displayed on the
monitor in a series of gray levels ranging from black (no
signal) to white (saturation). Photomultipliers with a
dynamic range of 10 or 12 bits are capable of displaying
1024 or 4096 gray levels, respectively. Accompanying
image files also have the same number of gray levels.
However, the photomultipliers used in a majority of the
commercial confocal microscopes have a dynamic range
limited to 8 bits or 256 gray levels, which in most cases,
is adequate for handling the typical number of photons
scanned per pixel (63).
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Changes to the photomultiplier gain and offset levels
should not be confused with postacquisition image proces-
sing to adjust the levels, brightness, or contrast in the final
image. Digital image processing techniques can stretch
existing pixel values to fill the black-to-white display
range, but cannot create new gray levels (40). As a result,
when a digital image captured with only 200 out of a
possible 4096 gray levels is stretched to fill the histogram
(from black to white), the resulting processed image
appears grainy. In routine operation of the confocal micro-
scope, the primary goal is to fill as many of the gray levels
during image acquisition and not during the processing
stages.

The offset control is used to adjust the background level
to a position near 0 V (black) by adding a positive or
negative voltage to the signal. This ensures that dark
features in the image are very close to the black level of
the host computer monitor. Offset changes the amplitude of
the entire voltage signal, but since it is added to or sub-
tracted from the total signal, it does not alter the voltage
differential between the high and low voltage amplitudes
in the original signal. For example, with a signal ranging
from 4 to 18 V that is modified with an offset setting of 4 V,
the resulting signal spans 0–14 V, but the difference
remains 14 V.

Figure 8 presents a series of diagrammatic schematics
of the unprocessed and adjusted output signal from a
photomultiplier and the accompanying images captured
with a confocal microscope of a living adherent culture of
Indian Muntjac deer skin fibroblast cells treated with
MitoTracker Red CMXRos, which localizes specifically in
the mitochondria. Figure 8a illustrates the raw confocal
image along with the signal from the photomultiplier. After
applying a negative offset voltage to the photomultiplier,
the signal and image appear in Fig. 8b. Note that as the
signal is shifted to lower intensity values, the image
becomes darker (upper frame in Fig. 8b). When the gain
is adjusted to the full intensity range (Fig. 8c), the image
exhibits a significant amount of detail with good contrast
and high resolution.

The photomultiplier gain adjustment is utilized to elec-
tronically stretch the input signal by multiplying with a
constant factor prior to digitization by the analog-to-digital
converter (40). The result is a more complete representa-
tion of gray level values between black and white, and an
increase in apparent dynamic range. If the gain setting is
increased beyond the optimal point, the image becomes
grainy, but this maneuver is sometimes necessary to cap-
ture the maximum number of gray levels present in the
image. Advanced confocal microscopy software packages
ease the burden of gain and offset adjustment by using a
pseudocolor display function to associate pixel values with
gray levels on the monitor. For example, the saturated
pixels (255) can be displayed in yellow or red, while black-
evel pixels (0) are shown in blue or green, with intermedi-
ate gray levels displayed in shades of gray representing
their true values. When the photomultiplier output is
properly adjusted, just a few red (or yellow) and blue (or
green) pixels are present in the image, indicating that the
full dynamic range of the photomultiplier is being utilized.

Established techniques in the field of enhanced night
vision have been applied with dramatic success to photo-
multipliers designed for confocal microscopy (63,64). Sev-
eral manufacturers have collaborated to fabricate a head-
on photomultiplier containing a specialized prism system
that assists in the collection of photons. The prism operates
by diverting the incoming photons to a pathway that
promotes total internal reflection in the photomultiplier
envelope adjacent to the photocathode. This configuration
increases the number of potential interactions between the
photons and the photocathode, resulting in an increase in
quantum efficiency by more than a factor of 2 in the green
spectral region, 4 in the red region, and even higher in the
IR (59). Increasing the ratio of photoelectrons generated to
the number of incoming photons serves to increase the
electrical current from the photomultiplier, and to produce
a higher sensitivity for the instrument.

Photomultipliers are the ideal photometric detectors for
confocal microscopy due to their speed, sensitivity, high
signal/noise ratio, and adequate dynamic range (59–61).
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Figure 8. Gain and offset control in confocal microscopy
photomultiplier detection units. The specimen is a living
adherent culture of Indian Muntjac deer skin fibroblast
cells treated with MitoTracker Red CMXRos. (a) The raw
confocal image (upper frame) along with the signal from
the photomultiplier. (b) Signal and confocal image after
applying a negative offset voltage to the photomultiplier.
(c) Final signal and image after the gain has been
adjusted to fill the entire intensity range.



High end confocal microscope systems have several photo-
multipliers that enable simultaneous imaging of different
fluorophores in multiply labeled specimens. Often, an addi-
tional photomultiplier is included for imaging the specimen
with transmitted light using differential interference or
phase-contrast techniques. In general, confocal micro-
scopes contain three photomultipliers for the fluorescence
color channels (red, green, and blue; each with a separate
pinhole aperture) utilized to discriminate between fluor-
ophores, along with a fourth for transmitted or reflected
light imaging. Signals from each channel can be collected
simultaneously and the images merged into a single profile
that represents the real colors of the stained specimen. If
the specimen is also imaged with a brightfield contrast-
enhancing technique, such as differential interference con-
trast (65), the fluorophore distribution in the fluorescence
image can be overlaid onto the brightfield image to deter-
mine the spatial location of fluorescence emission within
the structural domains.

ACOUSTOOPTIC TUNABLE FILTERS IN CONFOCAL
MICROSCOPY

The integration of optoelectronic technology into confocal
microscopy has provided a significant enhancement in the
versatility of spectral control for a wide variety of fluores-
cence investigations. The acoustooptic tunable filter
(AOTF) is an electrooptical device that functions as an
electronically tunable excitation filter to simultaneously
modulate the intensity and wavelength of multiple laser
lines from one or more sources (66). Devices of this type rely
on a specialized birefringent crystal whose optical proper-
ties vary upon interaction with an acoustic wave. Changes
in the acoustic frequency alter the diffraction properties of
the crystal, enabling very rapid wavelength tuning, limited
only by the acoustic transit time across the crystal.

An acoustooptic tunable filter designed for microscopy
typically consists of a tellurium dioxide or quartz aniso-
tropic crystal to which a piezoelectric transducer is bonded
(67–70). In response to the application of an oscillating
radio frequency (RF) electrical signal, the transducer gen-
erates a high frequency vibrational (acoustic) wave that
propagates into the crystal. The alternating ultrasonic
acoustic wave induces a periodic redistribution of the
refractive index through the crystal that acts as a trans-
mission diffraction grating or Bragg diffracter to deviate a
portion of incident laser light into a first-order beam, which
is utilized in the microscope (or two first-order beams when
the incident light is nonpolarized). Changing the frequency
of the transducer signal applied to the crystal alters the
period of the refractive index variation, and therefore, the
wavelength of light that is diffracted. The relative intensity
of the diffracted beam is determined by the amplitude
(power) of the signal applied to the crystal.

In the traditional fluorescence microscope configura-
tion, including many confocal systems, spectral filtering
of both excitation and emission light is accomplished uti-
lizing thin-film interference filters (7). These filters are
limiting in several respects. Because each filter has a fixed
central wavelength and passband, several filters must be

utilized to provide monochromatic illumination for multi-
spectral imaging, as well as to attenuate the beam for
intensity control, and the filters are often mechanically
interchanged by a rotating turret mechanism. Interference
filter turrets and wheels have the disadvantages of limited
wavelength selection, vibration, relatively slow switching
speed, and potential image shift (70). They are also sus-
ceptible to damage and deterioration caused by exposure to
heat, humidity, and intense illumination, which changes
their spectral characteristics over time. In addition, the
utilization of filter wheels for illumination wavelength
selection has become progressively more complex and
expensive as the number of lasers being employed has
increased with current applications.

Rotation of filter wheels and optical block turrets intro-
duces mechanical vibrations into the imaging and illumi-
nation system, which consequently requires a time delay
for damping of perhaps 50 ms, even if the filter transition
itself can be accomplished more quickly. Typical filter
change times are considerably slower in practice, however,
and range on the order of 0.1–0.5 s. Mechanical imprecision
in the rotating mechanism can introduce registration
errors when sequentially acquired multicolor images are
processed. Furthermore, the fixed spectral characteristics
of interference filters do not allow optimization for different
fluorophore combinations, nor for adaptation to new fluor-
escent dyes, limiting the versatility of both the excitation
and detection functions of the microscope. Introduction of
the AOTF to confocal systems overcomes most of the filter
wheel disadvantages by enabling rapid simultaneous elec-
tronic tuning and intensity control of multiple laser lines
from several lasers.

As applied in laser scanning confocal microscopy, one of
the most significant benefits of the AOTF is its capability to
replace much more complex and unwieldy filter mechan-
isms for controlling light transmission, and to apply inten-
sity modulation for wavelength discrimination purposes
(67,70). The ability to perform extremely rapid adjust-
ments in the intensity and wavelength of the diffracted
beam gives the AOTF unique control capabilities. By vary-
ing the illumination intensity at different wavelengths, the
response of multiple fluorophores, for example, can be
balanced for optimum detection and recording (71). In
addition, digital signal processors along with phase and
frequency lock-in techniques can be employed to discrimi-
nate emission from multiple fluorophores or to extract low
level signals from background.

A practical light source configuration scheme utilizing
an acoustooptic tunable filter for confocal microscopy is
illustrated in Fig. 9. The output of three laser systems
(violet diode, argon, and argon–krypton) are combined by
dichromatic mirrors and directed through the AOTF,
where the first-order diffracted beam (green) is collinear
and is launched into a single-mode fiber. The undiffracted
laser beams (violet, green, yellow, and red) exit the AOTF
at varying angles and are absorbed by a beam stop (not
illustrated). The major lines (wavelengths) produced by
each laser are indicated (in nm) beneath the hot and cold
mirrors. The dichromatic mirror reflects wavelengths
< 525 nm and transmits longer wavelengths. Two longer
wavelength lines produced by the argon–krypton laser
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(568 and 648 nm) are reflected by the hot mirror, while the
output of the argon laser (458, 476, 488, and 514 nm) is
reflected by the dichromatic mirror and combined with the
transmitted light from the argon–krypton laser. Output
from the violet diode laser (405 nm) is reflected by the cold
mirror and combined with the longer wavelengths from
the other two lasers, which are transmitted through the
mirror.

Because of the rapid optical response from the AOTF
crystal to the acoustic transducer, the acoustooptic inter-
action is subject to abrupt transitions resembling a rec-
tangular rather than sinusoidal waveform (66). This
results in the occurrence of sidelobes in the AOTF
passband on either side of the central transmission peak.
Under ideal acoustooptic conditions, these sidelobes should
be symmetrical about the central peak, with the first lobe
having 4.7% of the central peak’s intensity. In practice, the
sidelobes are commonly asymmetrical and exhibit other
deviations from predicted structure caused by variations in
the acoustooptic interaction, among other factors. In order
to reduce the sidelobes in the passband to insignificant
levels, several types of amplitude apodization of the acoustic
wave are employed (66,67), including various window func-
tions, which have been found to suppress the highest side-
lobe by 30–40 dB. One method that can be used in reduction
of sidelobe level with noncollinear AOTFs is to apply spatial
apodization by means of weighted excitation of the trans-
ducer. In the collinear AOTF, a different approach has been
employed, which introduces an acoustic pulse, apodized in
time, into the filter crystal.

The effective linear aperture of an AOTF is limited by
the acoustic beam height in one dimension (ID) and by the
acoustic attenuation across the optical aperture (the acous-
tic transit distance) in the other dimension (67). The height
of the acoustic beam generated within the AOTF crystal is
determined by the performance and physical properties of
the acoustic transducer. Acoustic attenuation in crystalline
materials, such as tellurium dioxide, is proportional to
the square of acoustic frequency, and is therefore a more
problematic limitation to linear aperture size in the shorter
wavelength visible light range, which requires higher RF
frequencies for tuning. Near-IR and IR radiation produces

less restrictive limitations because of the lower acoustic
frequencies associated with diffraction of these longer
wavelengths.

The maximum size of an individual acoustic transducer
is constrained by performance and power requirements in
addition to the geometric limitations of the instrument
configuration, and AOTF designers may use an array of
transducers bonded to the crystal in order to increase the
effective lateral dimensions of the propagating acoustic
beam, and to enlarge the area of acoustooptic interaction
(66,67,70). The required drive power is one of the most
important variables in acoustooptic design, and generally
increases with optical aperture and for longer wave-
lengths. In contrast to acoustic attenuation, which is
reduced in the IR spectral range, the higher power required
to drive transducers for infrared AOTFs is one of the
greatest limitations in these devices. High drive power
levels result in heating of the crystal, which can cause
thermal drift and instability in the filter performance (66).
This is particularly a problem when acoustic power and
frequency are being varied rapidly over a large range, and
the crystal temperature does not have time to stabilize,
producing transient variations in refractive index. If an
application requires wavelength and intensity stability
and repeatability, the AOTF should be maintained at a
constant temperature. One approach taken by equipment
manufacturers to minimize this problem is to heat the
crystal above ambient temperature, to a level at which it
is relatively unaffected by the additional thermal input of
the transducer drive power. An alternative solution is to
house the AOTF in a thermoelectrically cooled housing
that provides precise temperature regulation. Continuing
developmental efforts promise to lead to new materials
that can provide relatively large apertures combined with
effective separation of the filtered and unfiltered beams
without use of polarizers, while requiring a fraction of the
typical device drive power.

In a noncollinear AOTF, which spatially separates the
incident and diffracted light paths, the deflection angle (the
angle separating diffracted and undiffracted light beams
exiting the crystal) is an additional factor limiting the
effective aperture of the device (67). As discussed pre-
viously, the deflection angle is greater for crystals having
greater birefringence, and determines in part the propaga-
tion distance required for adequate separation of the dif-
fracted and undiffracted beams to occur after exiting the
crystal. The required distance is increased for larger
entrance apertures, and this imposes a practical limit on
maximum aperture size because of constraints on the
physical dimensions of components that can be incorpo-
rated into a microscope system. The angular aperture is
related to the total light collecting power of the AOTF, an
important factor in imaging systems, although in order to
realize the full angular aperture without the use of polar-
izers in the noncollinear AOTF, its value must be smaller
than the deflection angle. Because the acoustooptic tunable
filter is not an image-forming component of the microscope
system (it is typically employed for source filtering), there
is no specific means of evaluating the spatial resolution
for this type of device (70). However, the AOTF may restrict
the attainable spatial resolution of the imaging system
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Figure 9. Configuration scheme utilizing an AOTF for laser
intensity control and wavelength selection in confocal microscopy.



because of its limited linear aperture size and acceptance
angle, in the same manner as other optical components.
Based on the Rayleigh criterion and the angular and linear
apertures of the AOTF, the maximum number of resolvable
image elements may be calculated for a given wavelength,
utilizing different expressions for the polar and azimuthal
planes. Although diffraction limited resolution can be
attained in the azimuthal plane, dispersion in the AOTF
limits the resolution in the polar plane, and measures must
be taken to suppress this factor for optimum performance.
The dependence of deflection angle on wavelength can
produce one form of dispersion, which is typically negligi-
ble when tuning is performed within a relatively narrow
bandwidth, but significant in applications involving opera-
tion over a broad spectral range. Changes in deflection
angle with wavelength can result in image shifts during
tuning, producing errors in techniques, such as ratio ima-
ging of fluorophores excited at different wavelengths, and
in other multispectral applications. When the image shift
obeys a known relationship to wavelength, corrections can
be applied through digital processing techniques (1,7).
Other effects of dispersion, including reduced angular
resolution, may result in image degradation, such as blur-
ring, that requires more elaborate measures to suppress.

SUMMARY OF AOTF BENEFITS IN CONFOCAL
MICROSCOPY

Considering the underlying principles of operation and
performance factors that relate to the application of AOTFs
in imaging systems, a number of virtues from such devices
for light control in fluorescence confocal microscopy are
apparent. Several benefits of the AOTF combine to greatly

enhance the versatility of the latest generation of confocal
instruments, and these devices are becoming increasing
popular for control of excitation wavelength ranges and
intensity. The primary characteristic that facilitates
nearly every advantage of the AOTF is its capability to
allow the microscopist control of the intensity and/or illu-
mination wavelength on a pixel-by-pixel basis while main-
taining a high scan rate (7). This single feature translates
into a wide variety of useful analytical microscopy tools,
which are even further enhanced in flexibility when laser
illumination is employed.

One of the most useful AOTF functions allows the
selection of small user-defined specimen areas (commonly
termed regions of interest; ROI) that can be illuminated
with either greater or lesser intensity, and at different
wavelengths, for precise control in photobleaching techni-
ques, excitation ratio studies, resonance energy-transfer
investigations, or spectroscopic measurements (see Fig. 10).
The illumination intensity can not only be increased in
selected regions for controlled photobleaching experiments
(71–73), but can be attenuated in desired areas in order to
minimize unnecessary photobleaching. When the illumina-
tion area is under AOTF control, the laser exposure is
restricted to the scanned area by default, and the extremely
rapid response of the device can be utilized to provide beam
blanking during the flyback interval of the galvanometer
scanning mirror cycle, further limiting unnecessary speci-
men exposure. In practice, the regions of excitation are
typically defined by freehand drawing or using tools to
produce defined geometrical shapes in an overlay plane
on the computer monitor image. Some systems allow any
number of specimen areas to be defined for laser exposure,
and the laser intensity to be set to different levels for each
area, in intensity increments as small as 0.1%. When the
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Figure 10. AOTF selection of specific regions for excitation in
confocal microscopy. (a) Region of Interest (ROI) selected for
fluorescence recovery after photobleaching (FRAP) experi-
ments. (b) Freehand ROIs for selective excitation. (c) ROI for
fluorescence resonance energy-transfer (FRET) analysis. (d) ROI
for photoactivation and photoconversion of fluorescent proteins.



AOTF is combined with multiple lasers and software that
allows time course control of sequential observations, time-
lapse experiments can be designed to acquire data from
several different areas in a single experiment, which might,
for example, be defined to correspond to different cellular
organelles.

Figure 10 illustrates several examples of several user-
defined ROIs that were created for advanced fluorescence
applications in laser scanning confocal microscopy. In each
image, the ROI is outlined with a yellow border. The rat
kangaroo kidney epithelial cell (PtK2 line) presented in
Fig. 10a has a rectangular area in the central portion of the
cytoplasm that has been designated for photobleaching
experiments. Fluorophores residing in this region can be
selectively destroyed by high power laser intensity, and the
subsequent recovery of fluorescence back into the photo-
bleached region monitored for determination of diffusion
coefficients. Several freehand ROIs are illustrated in
Fig. 10b, which can be targets for selective variation of
illumination intensities or photobleaching and photo-
activation experiments. Fluorescence resonance energy-
transfer emission ratios can be readily determined using
selected regions in confocal microscopy by observing the
effect of bleaching the acceptor fluorescence in these areas
(Fig. 10c; African green monkey kidney epithelial cells
labeled with Cy3 and Cy5 conjugated to cholera toxin,
which localizes in the plasma membrane). The AOTF con-
trol of laser excitation in selected regions with confocal
microscopy is also useful for investigations of protein diffu-
sion in photoactivation studies (74–76) using fluorescent
proteins, as illustrated in Fig. 10d. This image frame
presents the fluorescence emission peak of the Kaede
protein as it shifts from green to red in HeLa (human

cervical carcinoma) cell nuclei using selected illumination
(yellow box) with a 405 nanometer violet–blue diode laser.

The rapid intensity and wavelength switching capabil-
ities of the AOTF enable sequential line scanning of multi-
ple laser lines to be performed in which each excitation
wavelength can be assigned a different intensity in order to
balance the various signal levels for optimum imaging (77).
Sequential scanning of individual lines minimizes the time
differential between signal acquisitions from the various
fluorophores while reducing crossover, which can be a sig-
nificant problem with simultaneous multiple-wavelength
excitation (Fig. 11). The synchronized incorporation of
multiple fluorescent probes into living cells has grown
into an extremely valuable technique for study of protein–
protein interactions, and the dynamics of macromolecular
complex assembly. The refinement of techniques for
incorporating green fluorescent protein (GFP) and its
numerous derivatives into the protein-synthesizing
mechanisms of the cell has revolutionized living cell
experimentation (78–80). A major challenge in multiple-
probe studies using living tissue is the necessity to acquire
the complete multispectral data set quickly enough to
minimize specimen movement and molecular changes
that might distort the true specimen geometry or dynamic
sequence of events (32–34). The AOTF provides the speed
and versatility to control the wavelength and intensity
illuminating multiple specimen regions, and to simulta-
neously or sequentially scan each at sufficient speed to
accurately monitor dynamic cellular processes.

A comparison between the application of AOTFs and
neutral density filters (78) to control spectral separation of
fluorophore emission spectra in confocal microscopy is
presented in Fig. 11. The specimen is a monolayer culture
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Figure 11. Fluorophore bleedthrough control with neutral
density filters and sequential scanning using AOTF laser
modulation. Adherent human lung fibroblast (MRC-5 line)
cells were stained with Texas Red conjugated to phalloidin
(actin; red) and counterstained with SYTOX green (nuclei;
green). (a) Typical cell imaged with neutral density filters. (b)
The same cell imaged using sequential line scanning controlled
byanAOTFlasercombiner. (c)and(d)Colocalizationscatterplots
derived from the images in (a) and (b), respectively.



of adherent human lung fibroblast (MRC-5 line) cells
stained with Texas Red conjugated to phalloidin (targeting
the filamentous actin network) and SYTOX Green (stain-
ing DNA in the nucleus). A neutral density filter that
produces the high excitation signals necessary for both
fluorophores leads to a significant amount of bleedthrough
of the SYTOX Green emission into the Texas Red channel
(Fig. 11a; note the yellow nuclei). The high degree of
apparent colocalization between SYTOX Green and Texas
Red is clearly illustrated by the scatterplot in Fig. 11b. The
two axes in the scatterplot represent the SYTOX Green
(abscissa) and the Texas Red (ordinate) channels. In order
to balance the excitation power levels necessary to selec-
tively illuminate each fluorophore with greater control of
emission intensity, an AOTF was utilized to selectively
reduce the SYTOX Green excitation power (Argon-ion laser
line at 488 nm). Note the subsequent reduction in bleed-
through as manifested by green color in the cellular nuclei
in Fig. 11c. The corresponding scatterplot (Fig. 11d) indi-
cates a dramatically reduced level of bleed-through (and
apparent colocalization) of SYTOX Green into the Texas
Red channel.

The development of the AOTF has provided substantial
additional versatility to techniques, such as fluorescence
recovery after photobleaching (FRAP; 81,82), fluorescence
loss in photobleaching (FLIP; 83), as well as in localized
photoactivated fluorescence (uncaging; 84) studies
(Fig. 10). The FRAP technique (81,82) was originally con-
ceived to measure diffusion rates of fluorescently tagged
proteins in organelles and cell membranes. In the conven-
tional FRAP procedure, a small spot on the specimen is
continuously illuminated at a low light flux level and the
emitted fluorescence is measured. The illumination level is
then increased to a very high level for a brief time to
destroy the fluorescent molecules in the illuminated region
by rapid bleaching. After the light intensity is returned to
the original low level, the fluorescence is monitored to
determine the rate at which new unbleached fluorescent
molecules diffuse into the depleted region. The technique,
as typically employed, has been limited by the fixed geo-
metry of the bleached region, which is often a diffraction-
limited spot, and by having to mechanically adjust the
illumination intensity (using shutters or galvanometer-
driven components). The AOTF not only allows near-
instantaneous switching of light intensity, but also can be
utilized to selectively bleach randomly specified regions of
irregular shape, lines, or specific cellular organelles, and to
determine the dynamics of molecular transfer into the region.

By enabling precise control of illuminating beam geo-
metry and rapid switching of wavelength and intensity,
the AOTF is a significant enhancement to application of
the FLIP technique in measuring the diffusional mobility
of certain cellular proteins (83). This technique monitors
the loss of fluorescence from continuously illuminated
localized regions and the redistribution of fluorophore
from distant locations into the sites of depletion. The data
obtained can aid in the determination of the dynamic
interrelationships between intracellular and intercellular
components in living tissue, and such fluorescence loss
studies are greatly facilitated by the capabilities of the
AOTF in controlling the microscope illumination.

The method of utilizing photoactivated fluorescence has
been very useful in studies, such as those examining the
role of calcium ion concentration in cellular processes, but
has been limited in its sensitivity to localized regional
effects in small organelles or in close proximity to cell
membranes. Typically, fluorescent species that are inacti-
vated by being bound to a photosensitive species (referred
to as being caged) are activated by intense illumination
that frees them from the caging compound and allows them
to be tracked by the sudden appearance of fluorescence
(84). The use of the AOTF has facilitated the refinement of
such studies to assess highly localized processes such as
calcium ion mobilization near membranes, made possible
because of the precise and rapid control of the illumination
triggering the activation (uncaging) of the fluorescent
molecule of interest.

Because the AOTF functions, without use of moving
mechanical components, to electronically control the wave-
length and intensity of multiple lasers, great versatility is
provided for external control and synchronization of laser
illumination with other aspects of microscopy experiments.
When the confocal instrument is equipped with a controller
module having input and output trigger terminals, laser
intensity levels can be continuously monitored and
recorded, and the operation of all laser functions can be
controlled to coordinate with other experimental specimen
measurements, automated microscope stage movements,
sequential time-lapse recording, and any number of other
operations.

RESOLUTION AND CONTRAST IN CONFOCAL
MICROSCOPY

All optical microscopes, including conventional widefield,
confocal, and two-photon instruments are limited in the
resolution that they can achieve by a series of fundamental
physical factors (1,3,5–7,24,85–89). In a perfect optical
system, resolution is restricted by the numerical aperture
of optical components and by the wavelength of light, both
incident (excitation) and detected (emission). The concept
of resolution is inseparable from contrast, and is defined as
the minimum separation between two points that results in
a certain level of contrast between them (24). In a typical
fluorescence microscope, contrast is determined by the num-
ber of photons collected from the specimen, the dynamic
range of the signal, optical aberrations of the imaging
system, and the number of picture elements (pixels) per
unit area in the final image (66,86–88).

The influence of noise on the image of two closely spaced
small objects is further interconnected with the related
factors mentioned above, and can readily affect the quality
of resulting images (29). While the effects of many instru-
mental and experimental variables on image contrast, and
consequently on resolution, are familiar and rather obvious,
the limitation on effective resolution resulting from the
division of the image into a finite number of picture elements
(pixels) may be unfamiliar to those new to digital micro-
scopy. Because all digital confocal images employing laser
scanners and/or camera systems are recorded and processed
in terms of measurements made within discrete pixels (66),
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some discussion of the concepts of sampling theory is
required. This is appropriate to the subject of contrast
and resolution because it has a direct bearing on the ability
to record two closely spaced objects as being distinct.

In addition to the straightforward theoretical aspects of
resolution, regardless of how it is defined, the reciprocal
relationship between contrast and resolution has practical
significance because the matter of interest to most micro-
scopists is not resolution, but visibility. The ability to
recognize two closely spaced features as being separate
relies on advanced functions of the human visual system to
interpret intensity patterns, and is a much more subjective
concept than the calculation of resolution values based on
diffraction theory (24). Experimental limitations and the
properties of the specimen itself, which vary widely, dictate
that imaging cannot be performed at the theoretical max-
imum resolution of the microscope.

The relationship between contrast and resolution with
regard to the ability to distinguish two closely spaced
specimen features implies that resolution cannot be
defined without reference to contrast, and it is this inter-
dependence that has led to considerable ambiguity invol-
ving the term resolution and the factors that influence it in
microscopy (29). As discussed above, recent advances in
fluorescent protein technology have led to an enormous
increase in studies of dynamic processes in living cells and
tissues (71–76,78–83). Such specimens are optically thick
and inhomogeneous, resulting in a far-from-ideal imaging
situation in the microscope. Other factors, such as cell
viability and sensitivity to thermal damage and photo-
bleaching, place limits on the light intensity and duration
of exposure, consequently limiting the attainable resolu-
tion. Given that the available timescale may be dictated by
these factors and by the necessity to record rapid dynamic
events in living cells, it must be accepted that the quality of
images will not be as high as those obtained from fixed and
stained specimens. The most reasonable resolution goal for
imaging in a given experimental situation is that the
microscope provides the best resolution possible within
the constraints imposed by the experiment.

THE AIRY DISK AND LATERAL RESOLUTION

Imaging a point-like light source in the microscope pro-
duces an electromagnetic field in the image plane whose
amplitude fluctuations can be regarded as a manifestation
of the response of the optical system to the specimen. This
field is commonly represented through the amplitude
point spread function, and allows evaluation of the
optical transfer properties of the combined system compo-
nents (29,86–88). Although variations in field amplitude
are not directly observable, the visible image of the point
source formed in the microscope and recorded by its
imaging system is the intensity point spread function,
which describes the system response in real space. Actual
specimens are not point sources, but can be regarded as a
superposition of an infinite number of objects having
dimensions below the resolution of the system. The proper-
ties of the intensity point spread function (PSF; see Fig. 12)
in the image plane as well as in the axial direction are
major factors in determining the resolution of a microscope
(1,24,29,40,85–89).

It is possible to experimentally measure the intensity
point spread function in the microscope by recording the
image of a subresolution spherical bead as it is scanned
through focus (a number of examples may be found in the
literature). Because of the technical difficulty posed in
direct measurement of the intensity point spread function,
calculated point spread functions are commonly utilized to
evaluate the resolution performance of different optical
systems, as well as the optical-sectioning capabilities of
confocal, two-photon, and conventional widefield micro-
scopes. Although the intensity point spread function
extends in all three dimensions, with regard to the rela-
tionship between resolution and contrast, it is useful to
consider only the lateral components of the intensity dis-
tribution, with reference to the familiar Airy disk (24).

The intensity distribution of the point-spread function
in the plane of focus is described by the rotationally sym-
metric Airy pattern. Because of the cylindrical symmetry
of the microscope lenses, the two lateral components
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Figure 12. Schematic diagram of an Airy disk diffraction
pattern and the corresponding three-dimensional point spread
functions for image formation in confocal microscopy. Intensity
profiles of a single Airy disk, as well as the first and higher order
maxima are illustrated in the graphs.



(x and y) of the Airy pattern are equivalent, and the
pattern represents the lateral intensity distribution as
a function of distance from the optical axis (24). The
lateral distance is normalized by the numerical aperture
of the system and the wavelength of light, and therefore is
dimensionless. Figure 12 (Airy disk and intensity func-
tion) illustrates diagrammatically the formation and
characteristics of the Airy disk, the related 3D point
spread function, and Airy patterns in the fluorescence
microscope. Following the excitation of fluorophores in a
point-like specimen region, fluorescence emission occurs
in all directions, a small fraction of which is selected and
focused by the optical components into an image plane
where it forms an Airy disk surrounded by concentric
rings of successively decreasing maximum and minimum
intensity (the Airy pattern). The Airy pattern intensity
distribution is the result of Fraunhofer diffraction of light
passing through a circular aperture, and in a perfect
optical system exhibits a central intensity maximum
and higher order maxima separated by regions of zero
intensity (85). The distance of the zero crossings from the
optical axis, when the distance is normalized by the
numerical aperture and wavelength, occur periodically
(Fig. 12). When the intensity on the optical axis is normal-
ized to one (100%), the proportional heights of the first
four higher order maxima are 1.7%, 0.4%, 0.2%, and
0.08%, respectively.

A useful approach to the concept of resolution is based
on consideration of an image formed by two point-like
objects (specimen features), under the assumption that
the image-forming process is incoherent, and that the
interaction of the separate object images can be described
using intensity point spread functions. The resulting image
is then composed of the sum of two Airy disks, the char-
acteristics of which depend on the separation distance
between the two points (24,86). When sufficiently sepa-
rated, the intensity change in the area between the objects
is the maximum possible, cycling from the peak intensity
(at the first point) to zero and returning to the maximum
value at the center of the second point. At decreased
distance in object space, the intensity distribution func-
tions of the two points, in the image plane, begin to overlap
and the resulting image may appear to be that of a single
larger or brighter object or feature rather than being
recognizable as two objects. If resolution is defined, in
general terms, as the minimum separation distance at
which the two objects can be sufficiently distinguished,
it is obvious that this property is related to the width of the
intensity peaks (the point spread function). Microscope
resolution is directly related, therefore, to the full-width
at half maximum (fwhm) of the instrument’s intensity point
spread function in the component directions (29,86,87).

Some ambiguity in use of the term resolution results
from the variability in defining the degree of separation
between features and their point spread functions that is
sufficient to allow them to be distinguished as two objects
rather than one. In general, minute features of interest in
microscopy specimens produce point images that overlap to
some extent, displaying two peaks separated by a gap
(1,24,29,40,86). The greater the depth of the gap between
the peaks, the easier it is to distinguish, or resolve, the two

objects. By specifying the depth of the dip in intensity
between two overlapping point spread functions, the ambi-
guity in evaluating resolution can be removed, and a
quantitative aspect introduced.

In order to quantify resolution, the concept of contrast
is employed, which is defined for two objects of equal
intensity as the difference between their maximum inten-
sity and the minimum intensity occurring in the space
between them (55,86,89). Because the maximum intensity
of the Airy disk is normalized to one, the highest achievable
contrast is also one, and occurs only when the spacing
between the two objects is relatively large, with sufficient
separation to allow the first zero crossing to occur in their
combined intensity distribution. At decreased distance, as
the two point spread functions begin to overlap, the dip in
intensity between the two maxima (and the contrast) is
increasingly reduced. The distance at which two peak
maxima are no longer discernible, and the contrast
becomes zero, is referred to as the contrast cut-off distance
(24,40). The variation of contrast with distance allows
resolution, in terms of the separation of two points, to be
defined as a function of contrast.

The relationship between contrast and separation dis-
tance for two point-like objects is referred to as the con-
trast/distance function or contrast transfer function
(31,90). Resolution can be defined as the separation dis-
tance at which two objects are imaged with a certain
contrast value. It is obvious that when zero contrast exists,
the points are not resolved; the so-called Sparrow criter-
ion defines the resolution of an optical system as being
equivalent to the contrast cut-off distance (24). It is com-
mon, however, to specify that greater contrast is necessary
to adequately distinguish two closely spaced points
visually, and the well-known Rayleigh criterion (24) for
resolution states that two points are resolved when the
first minimum (zero crossing) of one Airy disk is aligned
with the central maximum of the second Airy disk. Under
optimum imaging conditions, the Rayleigh criterion
separation distance corresponds to a contrast value of
26.4%. Although any contrast value >0 can be specified
in defining resolution, the 26% contrast of the Rayleigh
criterion is considered reasonable in typical fluorescence
microscopy applications, and is the basis for the common
expression defining lateral resolution according to the
following equation (24), in which the point separation (r)
in the image plane is the distance between the central
maximum and the first minimum in the Airy disk:

rlateral ¼ 1:22 l=ð2�NAÞ ¼ 0:6l=NA

where l is the emitted light wavelength and NA is the
numerical aperture of the objective.

Resolution in the microscope is directly related to the
fwhm dimensions of the microscope’s point spread function,
and it is common to measure this value experimentally in
order to avoid the difficulty in attempting to identify inten-
sity maxima in the Airy disk. Measurements of resolution
utilizing the fwhm values of the point spread function are
somewhat smaller than those calculated employing the
Rayleigh criterion. Furthermore, in confocal fluorescence
configurations, single-point illumination scanning and
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single-point detection are employed, so that only the
fluorophores in the shared volume of the illumination
and detection point spread functions are able to be
detected. The intensity point spread function in the con-
focal case is, therefore, the product of the independent
illumination intensity and detection intensity point
spread functions. For confocal fluorescence, the lateral
(and axial) extent of the point spread function is reduced
by �30% compared to that in the wide-field microscope.
Because of the narrower intensity point spread function,
the separation of points required to produce acceptable
contrast in the confocal microscope (29,31) is reduced to a
distance approximated by

rlateral ¼ 0:4l=NA

If the illumination and fluorescence emission wave-
lengths are approximately the same, the confocal fluor-
escence microscope Airy disk size is the square of the
wide-field microscope Airy disk. Consequently, the con-
trast cut-off distance is reduced in the confocal arrange-
ment, and equivalent contrast can be achieved at a shorter
distance compared to the widefield illumination config-
uration. Regardless of the instrument configuration, the
lateral resolution displays a proportional relationship to
wavelength, and is inversely proportional to the objective
lens numerical aperture.

As noted previously, lateral resolution is of primary
interest in discussing resolution and contrast, although
the axial extent of the microscope intensity point spread
function is similarly reduced in the confocal arrangement
as compared to the widefield fluorescence configuration
(86,89). Reasonable contrast between point-like objects
lying on the optical axis occurs when they are separated
by the distance between the central maximum and the first
minimum of the axial point spread function component.

Figure 13 presents the axial intensity distributions (89)
for a typical widefield (Fig. 13a) and confocal (Fig. 13b)
fluorescence microscope. Note the dramatic reduction in
intensity of the wings in the confocal distribution as a
function of distance from the central maximum.

A variety of equations are presented in the literature
that pertains to different models for calculating axial
resolution for various microscope configurations. The ones

most applicable to fluorescence emission are similar in
form to the expressions evaluating depth of field, and
demonstrate that axial resolution is proportional to the
wavelength, and refractive index of the specimen medium,
and inversely proportional to the square of the numerical
aperture. Consequently, the NA of the microscope objective
has a much greater effect on axial resolution than does the
emission wavelength. One equation (89) commonly used to
describe axial resolution for the confocal configuration is
given below, with h representing the index of refraction,
and the other variables as specified previously:

raxial ¼ 1:4 l�h=NA2

Although the confocal microscope configuration exhibits
only a modest improvement in measured axial resolution
over that of the widefield microscope, the true advantage of
the confocal approach is in the optical sectioning capability
in thick specimens, which results in a dramatic improve-
ment in effective axial resolution over conventional tech-
niques. The optical sectioning properties of the confocal
microscope result from the characteristics of the integrated
intensity point spread function, which has a maximum in
the focal plane when evaluated as a function of depth. The
equivalent integral of intensity point spread function for the
conventional widefield microscope is constant as a function
of depth, producing no optical sectioning capabilities.

FLUOROPHORES FOR CONFOCAL MICROSCOPY

Biological laser scanning confocal microscopy relies heavily
on fluorescence as an imaging mode, primarily due to the
high degree of sensitivity afforded by the technique coupled
with the ability to specifically target structural components
and dynamic processes in chemically fixed as well as living
cells and tissues. Many fluorescent probes are constructed
around synthetic aromatic organic chemicals designed
to bind with a biological macromolecule (e.g., a protein
or nucleic acid) or to localize within a specific structural
region, such as the cytoskeleton, mitochondria, Golgi appa-
ratus, endoplasmic reticulum, and nucleus (90). Other
probes are employed to monitor dynamic processes and
localized environmental variables, including concentra-
tions of inorganic metallic ions, pH, reactive oxygen spe-
cies, and membrane potential (91). Fluorescent dyes are
also useful in monitoring cellular integrity (live versus
dead and apoptosis), endocytosis, exocytosis, membrane
fluidity, protein trafficking, signal transduction, and enzy-
matic activity (92). In addition, fluorescent probes have
been widely applied to genetic mapping and chromosome
analysis in the field of molecular genetics.

The history of synthetic fluorescent probes dates back
over a century to the late-1800s when many of the corner-
stone dyes for modern histology were developed. Among
these were pararosaniline, methyl violet, malachite green,
safranin O, methylene blue, and numerous azo (nitrogen)
dyes, such as Bismarck brown (93). Although these dyes
were highly colored and capable of absorbing selected
bands of visible light, most were only weakly fluorescent
and would not be useful for the fluorescence microscopes
that would be developed several decades later. However,
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Figure 13. Comparison of axial (x–z) point spread functions for
widefield (left) and confocal (right) microscopy.



several synthetic dye classes synthesized during this period,
based on the xanthene and acridine heterocyclic ring sys-
tems, proved to be highly fluorescent and provided a foun-
dation for the development of modern synthetic fluorescent
probes. Most notable among these early fluorescent dyes
were the substituted xanthenes, fluorescein and rhodamine
B, and the biaminated acridine derivative, acridine orange.

Fluorochromes were introduced to fluorescence micro-
scopy in the early twentieth century as vital stains for
bacteria, protozoa, and trypanosomes, but did not see
widespread use until the 1920s when fluorescence micro-
scopy was first used to study dye binding in fixed tissues
and living cells (7,93). However, it was not until the early
1940s that Coons developed a technique for labeling anti-
bodies with fluorescent dyes, thus giving birth to the field of
immunofluorescence (94). Over the past 60 years, advances
in immunology and molecular biology have produced a wide
spectrum of secondary antibodies and provided insight into
the molecular design of fluorescent probes targeted at spe-
cific regions within macromolecular complexes.

Fluorescent probe technology and cell biology were
dramatically altered by the discovery of the GFP from
jellyfish and the development of mutant spectral variants,
which have opened the door to noninvasive fluorescence
multicolor investigations of subcellular protein localiza-
tion, intermolecular interactions, and trafficking using
living cell cultures (79,80,95). More recently, the develop-
ment of nanometer-sized fluorescent semiconductor quan-
tum dots has provided a new avenue for research in
confocal and widefield fluorescence microscopy (96).
Despite the numerous advances made in fluorescent dye
synthesis during the past few decades, there is very little
solid evidence about molecular design rules for developing
new fluorochromes, particularly with regard to matching
absorption spectra to available confocal laser excitation
wavelengths. As a result, the number of fluorophores that
have found widespread use in confocal microscopy is a
limited subset of the many thousands that have been
discovered.

BASIC CHARACTERISTICS OF FLUOROPHORES

Fluorophores are catalogued and described according to
their absorption and fluorescence properties, including the
spectral profiles, wavelengths of maximum absorbance and
emission, and the fluorescence intensity of the emitted
light (92). One of the most useful quantitative parameters
for characterizing absorption spectra is the molar extinc-
tion coefficient (denoted with the Greek symbole, see
Fig. 14a), which is a direct measure of the ability of a
molecule to absorb light. The extinction coefficient is useful
for converting units of absorbance into units of molar
concentration, and is determined by measuring the absor-
bance at a reference wavelength (usually the maximum,
characteristic of the absorbing species) for a molar concen-
tration in a defined optical path length. The quantum yield
of a fluorochrome or fluorophore represents a quantitative
measure of fluorescence emission efficiency, and is expressed
as the ratio of the number of photons emitted to the
number of photons absorbed. In other words, the quantum

yield represents the probability that a given excited fluor-
ochrome will produce an emitted (fluorescence) photon.
Quantum yields typically range between a value of 0 and 1
and fluorescent molecules commonly employed as probes
in microscopy have quantum yields ranging from very low
(0.05 or less) to almost unity. In general, a high quantum
yield is desirable in most imaging applications. The quan-
tum yield of a given fluorophore varies, sometimes to large
extremes, with environmental factors, such as metallic
ion concentration, pH, and solvent polarity (92).

In most cases, the molar extinction coefficient for photon
absorption is quantitatively measured and expressed at a
specific wavelength, whereas the quantum efficiency is an
assessment of the total integrated photon emission over the
entire spectral band of the fluorophore (Fig. 14b). As
opposed to traditional arc-discharge lamps used with the
shortest range (10–20 nm) bandpass interference filters in
wide-field fluorescence microscopy, the laser systems used
for fluorophore excitation in scanning confocal microscopy
restrict excitation to specific laser spectral lines that
encompass only a few nanometers (1,7). The fluorescence
emission spectrum for both techniques, however, is con-
trolled by similar bandpass or longpass filters that can
cover tens to hundreds of nanometers (7). Below saturation
levels, fluorescence intensity is proportional to the product
of the molar extinction coefficient and the quantum yield of
the fluorophore, a relationship that can be utilized to judge
the effectiveness of emission as a function of excitation
wavelength(s). These parameters display an approximate
20-fold range in variation for the popular fluorophores
commonly employed for investigations in confocal micro-
scopy with quantum yields ranging from 0.05 to 1.0, and
extinction coefficients ranging from 10,000 to 0.25 million
(L �mol�1). In general, the absorption spectrum of a fluor-
ophore is far less dependent on environmental conditions
than the fluorescence emission characteristics (spectral
wavelength profile and quantum yield; 92).

Fluorophores chosen for confocal applications must
exhibit a brightness level and signal persistence sufficient
for the instrument to obtain image data that does not suffer
from excessive photobleaching artifacts and low signal/
noise ratios. In widefield fluorescence microscopy, excita-
tion illumination levels are easily controlled with neutral
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Figure 14. Fluorescent spectral profiles, plotted as normalized
absorption or emission as a function of wavelength, for popular
synthetic fluorophores emitting in the blue, green, and red regions
of the visible spectrum. Each profile is identified with a colored
bullet in (a), which illustrates excitation spectra. (b) The emission
spectra for the fluorophores according to the legend in (a).



density filters (40), and the intensity can be reduced
(coupled with longer emission signal collection periods)
to avoid saturation and curtail irreversible loss of fluores-
cence. Excitation conditions in confocal microscopy are
several orders of magnitude more severe, however, and
restrictions imposed by characteristics of the fluorophores
and efficiency of the microscope optical system become the
dominating factor in determining excitation rate and emis-
sion collection strategies (1,7,92).

Because of the narrow and wavelength-restricted laser
spectral lines employed to excite fluorophores in confocal
microscopy (Table 1), fluorescence emission intensity can
be seriously restricted due to poor overlap of the excitation
wavelengths with the fluorophore absorption band. In
addition, the confocal pinhole aperture, which is critical
in obtaining thin optical sections at high signal/noise
ratios, is responsible for a 25–50% loss of emission inten-
sity, regardless of how much effort has been expended on
fine-tuning and alignment of the microscope optical system
(7). Photomultiplier tubes are the most common detectors
in confocal microscopy, but suffer from a quantum effi-
ciency that varies as a function of wavelength (especially in
the red and IR regions), further contributing to a wave-
length-dependent loss of signal across the emission spec-
trum (59–62). Collectively, the light losses in confocal
microscopy can result in a reduction of intensity exceeding
50 times of the level typically observed in widefield fluor-
escence instruments. It should be clear from the preceding
argument that fluorophore selection is one of the most
critical aspects of confocal microscopy, and instrumental
efficiency must be carefully considered, as well, in order to
produce high quality images.

In confocal microscopy, irradiation of the fluorophores
with a focused laser beam at high power densities increases
the emission intensity up to the point of dye saturation, a
condition whose parameters are dictated by the excited
state lifetime (97). In the excited state, fluorophores are
unable to absorb another incident photon until they emit a
lower energy photon through the fluorescence process.
When the rate of fluorophore excitation exceeds the rate
of emission decay, the molecules become saturated and the
ground state population decreases. As a result, a majority
of the laser energy passes through the specimen undimin-
ished and does not contribute to fluorophore excitation.
Balancing fluorophore saturation with laser light intensity

levels is, therefore, a critical condition for achieving the opti-
mal signal/noise ratio in confocal experiments (1,7,92,97). The
number of fluorescent probes currently available for con-
focal microscopy runs in the hundreds (90,93), with many
dyes having absorption maxima closely associated with
common laser spectral lines (90). An exact match between
a particular laser line and the absorption maximum of a
specific probe is not always possible, but the excitation
efficiency of lines near the maximum is usually sufficient
to produce a level of fluorescence emission that can be
readily detected.

Instrumentally, fluorescence emission collection can be
optimized by careful selection of objectives, detector aper-
ture dimensions, dichromatic and barrier filters, as well as
maintaining the optical train in precise alignment (63). In
most cases, low magnification objectives with a high
numerical aperture should be chosen for the most demand-
ing imaging conditions because light collection intensity
increases as the fourth power of the numerical aperture,
but only decreases as the square of the magnification.
However, the most important limitations in light collection
efficiency in confocal microscopy arise from restrictions
imposed by the physical properties of the fluorophores
themselves. As previously discussed, fluorescent probe
development is limited by a lack of knowledge of the specific
molecular properties responsible for producing optimum
fluorescence characteristics, and the design rules are insuf-
ficiently understood to be helpful as a guide to the devel-
opment of more efficient fluorophores. The current success
in development of new fluorescent probes capable of satis-
factory performance in confocal microscopy is a testament
to the progress made through use of empirical data and
assumptions about molecular structure extrapolated from
the properties of existing dyes, many of which were first
synthesized over a hundred years ago.

TRADITIONAL FLUORESCENT DYES

The choice of fluorescent probes for confocal microscopy
must address the specific capabilities of the instrument to
excite and detect fluorescence emission in the wavelength
regions made available by the laser systems and detectors.
Although the current lasers used in confocal microscopy
(Table 1) produce discrete lines in the UV, visible, and
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Table 1. Laser and Arc-Discharge Spectral Lines in Widefield and Confocal Microscopy

Laser Type Ultraviolet Violet Blue Green Yellow Orange Red

Argon-ion 351, 364 457, 477, 488 514
Blue diode 405, 440
Diode-pumped solid state 355 430, 442 457, 473 532 561
Helium–cadmium 322, 354 442
Krypton–argon 488 568 647
Green helium–neon 543
Yellow helium–neon 594
Orange helium–neon 612
Red helium-neon 633
Red diode 635, 650
Mercury arc 365 405, 436 546 579
Xenon arc 467



near-IR portions of the spectrum, the location of these
spectral lines does not always coincide with absorption
maxima of popular fluorophores. In fact, it is not necessary
for the laser spectral line to correspond exactly with the
fluorophore wavelength of maximum absorption, but the
intensity of fluorescence emission is regulated by the fluor-
ophore extinction coefficient at the excitation wavelength
(as discussed above). The most popular lasers for confocal
microscopy are air-cooled argon and krypton–argon ion
lasers, the new blue diode lasers, and a variety of helium–
neon systems (7,40). Collectively, these lasers are capable of
providing excitation at 10–12 specific wavelengths between
400 and 650 nm.

Many of the classical fluorescent probes that have been
successfully utilized for many years in widefield fluores-
cence (92,93), including fluorescein isothiocyanate, Lissa-
mine rhodamine, and Texas red, are also useful in confocal
microscopy. Fluorescein is one of the most popular fluor-
ochromes ever designed, and has enjoyed extensive appli-
cation in immunofluorescence labeling. This xanthene dye
has an absorption maximum at 495 nm, which coincides
quite well with the 488 nm (blue) spectral line produced by
argon-ion and krypton–argon lasers, as well as the 436 and
467 principal lines of the mercury and xenon arc-discharge
lamps, respectively. In addition, the quantum yield of
fluorescein is very high and a significant amount of infor-
mation has been gathered on the characteristics of this dye
with respect to the physical and chemical properties (98).
On the negative side, the fluorescence emission intensity of
fluorescein is heavily influenced by environmental factors
(e.g., pH), and the relatively broad emission spectrum often
overlaps with those of other fluorophores in dual and triple
labeling experiments (92,98,99).

Tetramethyl rhodamine (TMR) and the isothiocyanate
derivative (TRITC) are frequently employed in multiple
labeling investigations in widefield microscopy due to their
efficient excitation by the 546 nm spectral line from mer-
cury arc-discharge lamps. The fluorochromes, which have
significant emission spectral overlap with fluorescein,
can be excited very effectively by the 543 nm line from
helium–neon lasers, but not by the 514 or 568 nanometer
lines from argon-ion and krypton–argon lasers (99). When
using krypton-based laser systems, Lissamine rhodamine
is a far better choice in this fluorochrome class due to the
absorption maximum at 575 nm and its spectral separation
from fluorescein. Also, the fluorescence emission intensity
of rhodamine derivatives is not as dependent upon strict
environmental conditions as that of fluorescein.

Several of the acridine dyes, first isolated in the nine-
teenth century, are useful as fluorescent probes in confocal
microscopy (93). The most widely utilized, acridine orange,
consists of the basic acridine nucleus with dimethylamino
substituents located at the 3 and 6 positions of the tri-
nuclear ring system. In physiological pH ranges, the mole-
cule is protonated at the heterocyclic nitrogen and exists
predominantly as a cationic species in solution. Acridine
orange binds strongly to DNA by intercalation of the
acridine nucleus between successive base pairs, and exhi-
bits green fluorescence with a maximum wavelength of
530 nm (92,93,100). The probe also binds strongly to ribo-
nucleic acid (RNA) or single-stranded deoxyribonucleic

acid (DNA), but has a longer wavelength fluorescence
maximum (� 640 nm; red) when bound to these macromo-
lecules. In living cells, acridine orange diffuses across the
cell membrane (by virtue of the association constant for
protonation) and accumulates in the lysosomes and other
acidic vesicles. Similar to most acridines and related poly-
nuclear nitrogen heterocycles, acridine orange has a rela-
tively broad absorption spectrum, which enables the probe to
be used with several wavelengths from the argon-ion laser.

Another popular traditional probe that is useful in
confocal microscopy is the phenanthridine derivative, pro-
pidium iodide, first synthesized as an antitrypanosomal
agent along with the closely related ethidium bromide).
Propidium iodide binds to DNA in a manner similar to the
acridines (via intercalation) to produce orange-red fluor-
escence centered at 617 nm (101,102). The positively
charged fluorophore also has a high affinity for double-
stranded RNA. Propidium has an absorption maximum at
536 nm, and can be excited by the 488 or 514-nm spectral
lines of an argon-ion (or krypton–argon) laser, or the
543 nm line from a green helium–neon laser. The dye is
often employed as a counterstain to highlight cell nuclei
during double or triple labeling of multiple intracellular
structures. Environmental factors can affect the fluores-
cence spectrum of propidium, especially when the dye is
used with mounting media containing glycerol. The struc-
turally similar ethidium bromide, which also binds to DNA
by intercalation (102), produces more background staining,
and is therefore not as effective as propidium.

The DNA and chromatin can also be stained with dyes
that bind externally to the double helix. The most popular
fluorochromes in this category are 40,6-diamidino-2-pheny-
lindole (DAPI) and the bis (benzimide) Hoechst dyes that
are designated by the numbers 33258, 33342, and 34580
(103–106). These probes are quite water soluble and bind
externally to AT-rich base pair clusters in the minor groove
of double-stranded DNA with a dramatic increase in fluor-
escence intensity. Both dye classes can be stimulated by
the 351 nm spectral line of high power argon-ion lasers or
the 354 nm line from a helium–cadmium laser. Similar to
the acridines and phenanthridines, these fluorescent
probes are popular choices as a nuclear counterstain for
use in multicolor fluorescent labeling protocols. The vivid
blue fluorescence emission produces dramatic contrast
when coupled to green, yellow, and red probes in adjacent
cellular structures.

ALEXA FLUOR DYES

The dramatic advances in modern fluorophore technology
are exemplified by the Alexa Fluor dyes (90,107,108) intro-
duced by Molecular Probes (Alexa Fluor is a registered
trademark of Molecular Probes). These sulfonated rhoda-
mine derivatives exhibit higher quantum yields for more
intense fluorescence emission than spectrally similar
probes, and have several additional improved features,
including enhanced photostability, absorption spectra
matched to common laser lines, pH insensitivity, and a
high degree of water solubility. In fact, the resistance to
photobleaching of Alexa Fluor dyes is so dramatic (108)
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that even when subjected to irradiation by high intensity
laser sources, fluorescence intensity remains stable for
relatively long periods of time in the absence of antifade
reagents. This feature enables the water soluble Alexa
Fluor probes to be readily utilized for both live-cell and
tissue section investigations, as well as in traditional fixed
preparations.

Alexa Fluor dyes are available in a broad range of
fluorescence excitation and emission wavelength maxima,
ranging from the UV and deep blue to the near-IR regions
(90). Alphanumeric names of the individual dyes are asso-
ciated with the specific excitation laser or arc-discharge
lamp spectral lines for which the probes are intended. For
example, Alexa Fluor 488 is designed for excitation by the
blue 488 nm line of the argon or krypton–argon ion lasers,
while Alexa Fluor 568 is matched to the 568 nm spectral
line of the krypton–argon laser. Several of the Alexa Fluor
dyes are specifically designed for excitation by either the
blue diode laser (405 nm), the orange/yellow helium–neon
laser (594 nm), or the red helium–neon laser (633 nm).
Other Alexa Fluor dyes are intended for excitation with
traditional mercury arc-discharge lamps in the visible
(Alexa Fluor 546) or UV (Alexa Fluor 350, also useful with
high power argon-ion lasers), and solid-state red diode
lasers (Alexa Fluor 680). Because of the large number of
available excitation and emission wavelengths in the Alexa
Fluor series, multiple labeling experiments can often be
conducted exclusively with these dyes.

Alexa Fluor dyes are commercially available as reactive
intermediates in the form of maleimides, succinimidyl
esters, and hydrazides, as well as prepared cytoskeletal
probes (conjugated to phalloidin, G-actin, and rabbit ske-
letal muscle actin) and conjugates to lectin, dextrin, strep-
tavidin, avidin, biocytin, and a wide variety of secondary
antibodies (90). In the latter forms, the Alexa Fluor fluor-
ophores provide a broad palette of tools for investigations in
immunocytochemistry, neuroscience, and cellular biology.
The family of probes has also been extended into a series of
dyes having overlapping fluorescence emission maxima
targeted at sophisticated confocal microscopy detection
systems with spectral imaging and linear unmixing cap-
abilities. For example, Alexa Fluor 488, Alexa Fluor 500,
and Alexa Fluor 514 are visually similar in color with
bright green fluorescence, but have spectrally distinct
emission profiles. In addition, the three fluorochromes
can be excited with the 488 or 514 nm spectral line from
an argon-ion laser and are easily detected with traditional
fluorescein filter combinations. In multispectral (x–y–l;
referred to as a lambda stack) confocal imaging experi-
ments, optical separation software can be employed to
differentiate between the similar signals (32–35). The over-
lapping emission spectra of Alexa Fluor 488, 500, and 514
are segregated into separate channels and differentiated
using pseudocolor techniques when the three fluorophores
are simultaneously combined in a triple label investigation.

CYANINE DYES

The popular family of cyanine dyes, Cy2, Cy3, Cy5, Cy7,
and their derivatives, are based on the partially saturated

indole nitrogen heterocyclic nucleus with two aromatic
units being connected via a polyalkene bridge of varying
carbon number (92,109). These probes exhibit fluorescence
excitation and emission profiles that are similar to many of
the traditional dyes, such as fluorescein and tetramethylr-
hodamine, but with enhanced water solubility, photostabil-
ity, and higher quantum yields. Most of the cyanine dyes
are more environmentally stable than their traditional
counterparts, rendering their fluorescence emission inten-
sity less sensitive to pH and organic mounting media.
In a manner similar to the Alexa Fluors, the excitation
wavelengths of the Cy series of synthetic dyes are tuned
specifically for use with common laser and arc-discharge
sources, and the fluorescence emission can be detected with
traditional filter combinations.

Marketed by a number of distributors, the cyanine dyes
are readily available as reactive dyes or fluorophores
coupled to a wide variety of secondary antibodies, dextrin,
streptavidin, and eggwhite avidin (110). The cyanine dyes
generally have broader absorption spectral regions than
members of the Alexa Fluor family, making them some-
what more versatile in the choice of laser excitation sources
for confocal microscopy (7). For example, using the 547 nm
spectral line from an argon-ion laser, Cy2 is about twice as
efficient in fluorescence emission as Alexa Fluor 488. In an
analogous manner, the 514 nm argon-ion laser line excites
Cy3 with a much higher efficiency than Alexa Fluor 546, a
spectrally similar probe. Emission profiles of the cyanine
dyes are comparable in spectral width to the Alexa Fluor
series.

Included in the cyanine dye series are the long-wave-
length Cy5 derivatives, which are excited in the red region
(650 nm) and emit in the far-red (680 nm) wavelengths. The
Cy5 fluorophore is very efficiently excited by the 647 nm
spectral line of the krypton–argon laser, the 633 nm line of
the red helium–neon laser, or the 650 nm line of the red
diode laser, providing versatility in laser choice. Because
the emission spectral profile is significantly removed from
traditional fluorophores excited by UV and blue illumina-
tion, Cy5 is often utilized as a third fluorophore in triple
labeling experiments. However, similar to other probes
with fluorescence emission in the far-red spectral region,
Cy5 is not visible to the human eye and can only be
detected electronically (using a specialized CCD camera
system or photomultiplier). Therefore, the probe is seldom
used in conventional widefield fluorescence experiments.

FLUORESCENT ENVIRONMENTAL PROBES

Fluorophores designed to probe the internal environment
of living cells have been widely examined by a number of
investigators, and many hundreds have been developed to
monitor such effects as localized concentrations of alkali
and alkaline earth metals, heavy metals (employed bio-
chemically as enzyme cofactors), inorganic ions, thiols, and
sulfides, nitrite, as well as pH, solvent polarity, and mem-
brane potential (7,90–93,111,112). Originally, the experi-
ments in this arena were focused on changes in the
wavelength and/or intensity of absorption and emission
spectra exhibited by fluorophores upon binding calcium
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ions in order to measure intracellular flux densities. These
probes bind to the target ion with a high degree of speci-
ficity to produce the measured response and are often
referred to as spectrally sensitive indicators. Ionic concen-
tration changes are determined by the application of
optical ratio signal analysis to monitor the association
equilibrium between the ion and its host. The concen-
tration values derived from this technique are largely
independent of instrumental variations and probe concen-
tration fluctuations due to photobleaching, loading para-
meters, and cell retention. In the past few years, a number
of new agents have been developed that bind specific ions or
respond with measurable features to other environmental
conditions (7,90).

Calcium is a metabolically important ion that plays a
vital role in cellular response to many forms of external
stimuli (113). Because transient fluctuations in calcium ion
concentration are typically involved when cells undergo a
response, fluorophores must be designed to measure not
only localized concentrations within segregated compart-
ments, but should also produce quantitative changes when
flux density waves progress throughout the entire cyto-
plasm. Many of the synthetic molecules designed to mea-
sure calcium levels are based on the nonfluorescent
chelation agents EGTA and BAPTA, which have been used
for years to sequester calcium ions in buffer solutions
(7,114,115). Two of the most common calcium probes are
the ratiometric indicators fura-2 and indo-1, but these
fluorophores are not particularly useful in confocal micro-
scopy (7,116). The dyes are excited by UV light and exhibit
a shift in the excitation or emission spectrum with the
formation of isosbestic points when binding calcium. How-
ever, the optical aberrations associated with UV imaging,
limited specimen penetration depths, and the expense of
ultraviolet lasers have limited the utility of these probes in
confocal microscopy.

Fluorophores that respond in the visible range to cal-
cium ion fluxes are, unfortunately, not ratiometric indica-
tors and do not exhibit a wavelength shift (typical of fura-2
and indo-1) upon binding, although they do undergo an
increase or decrease in fluorescence intensity. The best
example is fluo-3, a complex xanthene derivative, which
undergoes a dramatic increase in fluorescence emission at
525 nm (green) when excited by the 488 nm spectral line of
an argon-ion or krypton–argon laser (7,117). Because iso-
sbestic points are not present to assure the absence of con-
centration fluctuations, it is impossible to determine whether
spectral changes are due to complex formation or a variation
in concentration with fluo-3 and similar fluorophores.

To overcome the problems associated with using visible
light probes lacking wavelength shifts (and isosbestic
points), several of these dyes are often utilized in combina-
tion for calcium measurements in confocal microscopy
(118). Fura red, a multinuclear imidazole and benzofuran
heterocycle, exhibits a decrease in fluorescence at 650 nm
when binding calcium. A ratiometric response to calcium
ion fluxes can be obtained when a mixture of fluo-3 and fura
red is excited at 488 nm and fluorescence is measured at the
emission maxima (525 and 650 nm, respectively) of the two
probes. Because the emission intensity of fluo-3 increases
monotonically while that of fura red simultaneously

decreases, an isosbestic point is obtained when the dye
concentrations are constant within the localized area
being investigated. Another benefit of using these probes
together is the ability to measure fluorescence intensity
fluctuations with a standard FITC/Texas red interference
filter combination.

Quantitative measurements of ions other than calcium,
such as magnesium, sodium, potassium, and zinc, are
conducted in an analogous manner using similar fluoro-
phores (7,90,92). One of the most popular probes for mag-
nesium, mag-fura-2 (structurally similar to fura red), is
also excited in the ultraviolet range and presents the same
problems in confocal microscopy as fura-2 and indo-1.
Fluorophores excited in the visible light region are becom-
ing available for the analysis of many monovalent and
divalent cations that exist at varying concentrations in
the cellular matrix. Several synthetic organic probes have
also been developed for monitoring the concentration of
simple and complex anions.

Important fluorescence monitors for intracellular pH
include a pyrene derivative known as HPTS or pyranine,
the fluorescein derivative, BCECF, and another substi-
tuted xanthene termed carboxy SNARF-1 (90,119–122).
Because many common fluorophores are sensitive to pH
in the surrounding medium, changes in fluorescence inten-
sity that are often attributed to biological interactions may
actually occur as a result of protonation. In the physiological
pH range (pH 6.8–7.4), the probes mentioned above are
useful for dual-wavelength ratiometric measurements and
differ only in dye loading parameters. Simultaneous mea-
surements of calcium ion concentration and pH can often be
accomplished by combining a pH indicator, such as SNARF-
1, with a calcium ion indicator (e.g., fura-2). Other probes
have been developed for pH measurements in subcellular
compartments, such as the lysosomes, as described below.

ORGANELLE PROBES

Fluorophores targeted at specific intracellular organelles,
such as the mitochondria, lysosomes, Golgi apparatus, and
endoplasmic reticulum, are useful for monitoring a variety
of biological processes in living cells using confocal micro-
scopy (7,90,92). In general, organelle probes consist of a
fluorochrome nucleus attached to a target-specific moiety
that assists in localizing the fluorophore through covalent,
electrostatic, hydrophobic, or similar types of bonds. Many
of the fluorescent probes designed for selecting organelles
are able to permeate or sequester within the cell membrane
(and therefore, are useful in living cells), while others must
be installed using monoclonal antibodies with traditional
immunocytochemistry techniques. In living cells, organelle
probes are useful for investigating transport, respiration,
mitosis, apoptosis, protein degradation, acidic compart-
ments, and membrane phenomena. Cell impermeant fluor-
ophore applications include nuclear functions, cytoskeletal
structure, organelle detection, and probes for membrane
integrity. In many cases, living cells that have been labeled
with permeant probes can subsequently be fixed and coun-
terstained with additional fluorophores in multicolor label-
ing experiments.
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Mitochondrial probes are among the most useful fluor-
ophores for investigating cellular respiration and are often
employed along with other dyes in multiple labeling inves-
tigations. The traditional probes, rhodamine 123 and tet-
ramethylrosamine, are rapidly lost when cells are fixed
and have largely been supplanted by newer, more specific,
fluorophores developed by Molecular Probes (90,123,124).
These include the popular MitoTracker and MitoFluor
series of structurally diverse xanthene, benzoxazole,
indole, and benzimidazole heterocycles that are available
in a variety of excitation and emission spectral profiles. The
mechanism of action varies for each of the probes in this
series, ranging from covalent attachment to oxidation
within respiring mitochondrial membranes.

MitoTracker dyes are retained quite well after cell
fixation in formaldehyde and can often withstand lipophilic
permeabilizing agents (123). In contrast, the MitoFluor
probes are designed specifically for actively respiring cells
and are not suitable for fixation and counterstaining pro-
cedures (90). Another popular mitochondrial probe,
entitled JC-1, is useful as an indicator of membrane poten-
tial and in multiple staining experiments with fixed cells
(125). This carbocyanine dye exhibits green fluorescence at
low concentrations, but can undergo intramolecular asso-
ciation within active mitochondria to produce a shift in
emission to longer (red) wavelengths. The change in emis-
sion wavelength is useful in determining the ratio of active
to nonactive mitochondria in living cells.

In general, weakly basic amines that are able to
pass through membranes are the ideal candidates for
investigating biosynthesis and pathogenesis in lysosomes
(90–92,112). Traditional lysosomal probes include the non-
specific phenazine and acridine derivatives neutral red and
acridine orange, which are accumulated in the acidic vesi-
cles upon being protonated (92,93). Fluorescently labeled
latex beads and macromolecules, such as dextran, can also
be accumulated in lysosomes by endocytosis for a variety of
experiments. However, the most useful tools for investi-
gating lysosomal properties with confocal microscopy are
the LysoTracker and LysoSensor dyes developed by Mole-
cular Probes (90,92,126). These structurally diverse agents
contain heterocyclic and aliphatic nitrogen moieties that
modulate transport of the dyes into the lysosomes of living
cells for both short- and long-term studies. The LysoTracker
probes, which are available in a variety of excitation and
emission wavelengths (91), have high selectivity for acidic
organelles and are capable of labeling cells at nanomolar
concentrations. Several of the dyes are retained quite well
after fixing and permeabilization of cells. In contrast, the
LysoSensor fluorophores are designed for studying dynamic
aspects of lysosome function in living cells. Fluorescence
intensity dramatically increases in the LysoSensor series
upon protonation, making these dyes useful as pH indica-
tors (91). A variety of Golgi apparatus specific monoclonal
antibodies have also been developed for use in immunocy-
tochemistry assays (90,127–129).

Proteins and lipids are sorted and processed in the Golgi
apparatus, which is typically stained with fluorescent
derivatives of ceramides and sphingolipids (130). These
agents are highly lipophilic, and are therefore useful as
markers for the study of lipid transport and metabolism in

live cells. Several of the most useful fluorophores for Golgi
apparatus contain the complex heterocyclic BODIPY
nucleus developed by Molecular Probes (90,92,131). When
coupled to sphingolipids, the BODIPY fluorophore is highly
selective and exhibits a tolerance for photobleaching that is
far superior to many other dyes. In addition, the emission
spectrum is dependent upon concentration (shifting from
green to red at higher concentrations), making the probes
useful for locating and identifying intracellular structures
that accumulate large quantities of lipids. During live-cell
experiments, fluorescent lipid probes can undergo meta-
bolism to derivatives that may bind to other subcellular
features, a factor that can often complicate the analysis of
experimental data.

The most popular traditional probes for endoplasmic
reticulum fluorescence analysis are the carbocyanine and
xanthene dyes, DiOC (6) and several rhodamine deriva-
tives, respectively (90,92). These dyes must be used with
caution, however, because they can also accumulate in the
mitochondria, Golgi apparatus, and other intracellular
lipophilic regions. Newer, more photostable, probes have
been developed for selective staining of the endoplasmic
reticulum by several manufacturers. In particular, oxazole
members of the Dapoxyl family produced by Molecular
Probes are excellent agents for selective labeling of the
endoplasmic reticulum in living cells, either alone or in
combination with other dyes (90). These probes are
retained after fixation with formaldehyde, but can be lost
with permeabilizing detergents. Another useful probe is
Brefeldin A (131), a stereochemically complex fungal meta-
bolite that serves as an inhibitor of protein trafficking out
of the endoplasmic reticulum. Finally, similar to other
organelles, monoclonal antibodies (127–129) have been
developed that target the endoplasmic reticulum in fixed
cells for immunocytochemistry investigations.

QUANTUM DOTS

Nanometer-sized crystals of purified semiconductors
known as quantum dots are emerging as a potentially
useful fluorescent labeling agent for living and fixed cells
in both traditional widefield and laser scanning confocal
fluorescence microscopy (132–136). Recently introduced
techniques enable the purified tiny semiconductor crystals
to be coated with a hydrophilic polymer shell and conju-
gated to antibodies or other biologically active peptides and
carbohydrates for application in many of the classical
immunocytochemistry protocols (Fig. 15). These probes
have significant benefits over organic dyes and fluorescent
proteins, including long-term photostability, high fluores-
cence intensity levels, and multiple colors with single-
wavelength excitation for all emission profiles (136).

Quantum dots produce illumination in a manner similar
to the well-known semiconductor light emitting diodes, but
are activated by absorption of a photon rather than an
electrical stimulus. The absorbed photon creates an elec-
tron-hole pair that quickly recombines with the concurrent
emission of a photon having lower energy. The most useful
semiconductor discovered thus far for producing biological
quantum dots is cadmium selenide (CdSe), a material in
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which the energy of the emitted photons is a function of the
physical size of the nanocrystal particles. Thus, quantum
dots having sizes that differ only by tenths of a nanometer
emit different wavelengths of light, with the smaller sizes
emitting shorter wavelengths, and vice versa.

Unlike typical organic fluorophores or fluorescent pro-
teins, which display highly defined spectral profiles, quan-
tum dots have an absorption spectrum that increases
steadily with decreasing wavelength (Fig. 15). Also, in
contrast, the fluorescence emission intensity is confined
to a symmetrical peak with a maximum wavelength that is
dependent on the dot size, but independent of the excita-
tion wavelength (135). As a result, the same emission
profile is observed regardless of whether the quantum
dot is excited at 300, 400, 500, or 600 nm, but the fluores-
cence intensity increases dramatically at shorter excitation
wavelengths. For example, the extinction coefficient for a
typical quantum dot conjugate that emits in the orange
region (605 nm) is approximately five-fold higher when the
semiconductor is excited at 400 versus 600 nm. The fwhm
value for a typical quantum dot conjugate is � 30 nm (135),
and the spectral profile is not skewed towards the longer
wavelengths (having higher intensity tails), such is the case
with most organic fluorochromes. The narrow emission
profile enables several quantum dot conjugates to be simul-
taneously observed with a minimal level of bleed through.

For biological applications, a relatively uniform popula-
tion of cadmium selenide crystals is covered with a sur-
rounding semiconductor shell composed of zinc sulfide to
improve the optical properties. Next, the core material is
coated with a polymeric film and other ligands to decrease
hydrophobicity and to improve the attachment efficiency of
conjugated macromolecules. The final product is a biologi-
cally active particle that ranges in size from 10 to 15 nm,
somewhere in the vicinity of a large protein (133). Quan-
tum dot conjugates are solubilized as a colloidal suspension
in common biological buffers and may be incorporated into
existing labeling protocols in place of classical staining
reagents (such as organic fluorochrome-labeled secondary
antibodies).

In confocal microscopy, quantum dots are excited with
varying degrees of efficiency by most of the spectral lines
produced by the common laser systems, including the

argon-ion, helium–cadmium, krypton–argon, and the
green helium–neon. Particularly effective at exciting quan-
tum dots in the UV and violet regions are the new blue
diode and diode-pumped solid-state lasers that have pro-
minent spectral lines at 442 nm and below (135,136). The
405 nm blue diode laser is an economical excitation source
that is very effective for use with quantum dots due to their
high extinction coefficient at this wavelength. Another
advantage of using these fluorophores in confocal micro-
scopy is the ability to stimulate multiple quantum dot sizes
(and spectral colors) in the same specimen with a single
excitation wavelength, making these probes excellent can-
didates for multiple labeling experiments (137).

The exceptional photostability of quantum dot conjugates
is of great advantage in confocal microscopy when optical
sections are being collected. Unlike the case of organic
fluorophores, labeled structures situated away from the
focal plane do not suffer from excessive photobleaching
during repeated raster scanning of the specimen and yield
more accurate 3D volume models. In widefield fluorescence
microscopy, quantum dot conjugates are available for use
with conventional dye-optimized filter combinations that
are standard equipment on many microscopes. Excitation
can be further enhanced by substituting a shortpass filter
for the bandpass filter that accompanies most filter sets,
thus optimizing the amount of lamp energy that can be
utilized to excite the quantum dots. Several of the custom
fluorescence filter manufacturers offer combinations speci-
fically designed to be used with quantum dot conjugates.

FLUORESCENT PROTEINS

Over the past few years, the discovery and development of
naturally occurring fluorescent proteins and mutated deri-
vatives have rapidly advanced to center stage in the inves-
tigation of a wide spectrum of intracellular processes in
living organisms (75,78,80). These biological probes have
provided scientists with the ability to visualize, monitor,
and track individual molecules with high spatial and tem-
poral resolution in both steady-state and kinetic experi-
ments. A variety of marine organisms have been the source
of >100 fluorescent proteins and their analogs, which arm
the investigator with a balanced palette of noninvasive
biological probes for single, dual, and multispectral fluor-
escence analysis (75). Among the advantages of fluorescent
proteins over the traditional organic and new semiconduc-
tor probes described above is their response to a wider
variety of biological events and signals. Coupled with the
ability to specifically target fluorescent probes in subcel-
lular compartments, the extremely low or absent photo-
dynamic toxicity, and the widespread compatibility with
tissues and intact organisms, these biological macromole-
cules offer an exciting new frontier in live-cell imaging.

The first member of this series to be discovered, GFP,
was isolated from the North Atlantic jellyfish, Aequorea
Victoria, and found to exhibit a high degree of fluorescence
without the aid of additional substrates or coenzymes (138–
142). In native green fluorescent protein, the fluorescent
moiety is a tripeptide derivative of serine, tyrosine, and
glycine that requires molecular oxygen for activation, but
no additional cofactors or enzymes (143). Subsequent
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Figure 15. Anatomy and spectral profiles of quantum dot
conjugates. The cadmium selenide core is encapsulated with
zinc sulfide, and then a polymer coating is applied followed by a
hydrophilic exterior to which the biological conjugate is attached
(left). The absorption profile displays a shoulder at 400 nm, while
the emission spectra all feature similar symmetrical profiles.



investigations revealed that the GFP gene could be
expressed in other organisms, including mammals, to yield
fully functional analogs that display no adverse biological
effects (144). In fact, fluorescent proteins can be fused to
virtually any protein in living cells using recombinant
complementary DNA cloning technology, and the resulting
fusion protein gene product expressed in cell lines adapted
to standard tissue culture methodology. Lack of a need for
cell-specific activation cofactors renders the fluorescent
proteins much more useful as generalized probes than
other biological macromolecules, such as the phycobilipro-
teins, which require insertion of accessory pigments in
order to produce fluorescence.

Mutagenesis experiments with green fluorescent pro-
tein have produced a large number of variants with
improved folding and expression characteristics, which
have eliminated wild-type dimerization artifacts and fine
tuned the absorption and fluorescence properties. One of
the earliest variants, known as enhanced green fluores-
cence protein (EGFP), contains codon substitutions (com-
monly referred to as the S65T mutation) that alleviates the
temperature sensitivity and increases the efficiency of GFP
expression in mammalian cells (145). Proteins fused with
EGFP can be observed at low light intensities for long time
periods with minimal photobleaching. Enhanced green
fluorescent protein fusion products are optimally excited
by the 488 nm spectral line from argon and krypton–argon
ion lasers in confocal microscopy. This provides an excel-
lent biological probe and instrument combination for exam-
ining intracellular protein pathways along with the
structural dynamics of organelles and the cytoskeleton.

Additional mutation studies have uncovered GFP var-
iants that exhibit a variety of absorption and emission
characteristics across the entire visible spectral region,
which have enabled researchers to develop probe combina-
tions for simultaneous observation of two or more distinct
fluorescent proteins in a single organism (see the spectral
profiles in Fig. 16). Early investigations yielded the blue
fluorescent protein (BFP) and cyan fluorescent protein
(CFP) mutants from simple amino acid substitutions that
shifted the absorption and emission spectral profiles of
wild-type GFP to lower wavelength regions (146–148).
Used in combination with GFP, these derivatives are use-
ful in resonance energy transfer (FRET) experiments and
other investigations that rely on multicolor fluorescence
imaging (73). Blue fluorescent protein can be efficiently
excited with the 354 nm line from a high power argon laser,
while the more useful cyan derivative is excited by a
number of violet and blue laser lines, including the

405 nm blue diode, the 442 nm helium–cadmium spectral
line, and the 457 nm line from the standard argon-ion laser.

Another popular fluorescent protein derivative, the yel-
low fluorescent protein (YFP), was designed on the basis of
the GFP crystalline structural analysis to red-shift the
absorption and emission spectra (148). Yellow fluorescent
protein is optimally excited by the 514 nm spectral line of
the argon-ion laser, and provides more intense emission
than enhanced green fluorescent protein, but is more
sensitive to low pH and high halogen ion concentrations.
The enhanced yellow fluorescent protein derivative
(EYFP) is useful with the 514 argon-ion laser line, but
can also be excited with relatively high efficiency by the
488 nm line from argon and krypton–argon lasers. Both of
these fluorescent protein derivatives have been widely
applied to protein–protein FRET investigations in combi-
nation with CFP, and in addition, have proven useful in
studies involving multiprotein trafficking.

Attempts to shift the absorption and emission spectra of
Aequorea Victoria fluorescent proteins to wavelengths in
the orange and red regions of the spectrum have met with
little success. However, fluorescent proteins from other
marine species have enabled investigators to extend the
available spectral regions to well within the red wave-
length range. The DsRed fluorescent protein and its
derivatives, originally isolated from the sea anemone
Discosoma striata, are currently the most popular analogs
for fluorescence analysis in the 575–650 nm region (149).
Another protein, HcRed from the Heteractis crispa purple
anemone, is also a promising candidate for investigations
in the longer wavelengths of the visible spectrum (150).
Newly developed photoactivation fluorescent proteins,
including photoactivatable green fluorescent protein
(PA-GFP;74), Kaede (76), and kindling fluorescent protein
1 (KFP1; 151), exhibit dramatic improvements over GFP
(up to several 1000-fold) in fluorescence intensity when
stimulated by violet laser illumination. These probes
should prove useful in fluorescence confocal studies invol-
ving selective irradiation of specific target regions and the
subsequent kinetic analysis of diffusional mobility and
compartmental residency time of fusion proteins.

QUENCHING AND PHOTOBLEACHING

The consequences of quenching and photobleaching are
suffered in practically all forms of fluorescence micro-
scopy, and result in an effective reduction in the levels
of emission (152,153). These artifacts should be of primary
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Figure 16. Fluorescent spectral profiles, plotted as normalized
absorption or emission as a function of wavelength, for fluores-
cent proteins emitting in the blue to orange-red regions of the
visiblespectrum. Each profile is identified witha colored bullet in
(a), which illustrates excitation spectra. (b) The emission spectra
for the proteins according to the legend in (a).



consideration when designing and executing fluorescence
investigations. The two phenomena are distinct in that
quenching is often reversible whereas photobleaching is
not (154). Quenching arises from a variety of competing
processes that induce nonradiative relaxation (without
photon emission) of excited-state electrons to the ground
state, which may be either intramolecular or intermole-
cular in nature. Because nonradiative transition path-
ways compete with the fluorescence relaxation, they
usually dramatically lower or, in some cases, completely
eliminate emission. Most quenching processes act to
reduce the excited state lifetime and the quantum yield
of the affected fluorophore.

A common example of quenching is observed with the
collision of an excited state fluorophore and another (non-
fluorescent) molecule in solution, resulting in deactivation of
the fluorophore and return to the ground state. In most
cases, neither of the molecules is chemically altered in the
collisional quenching process. A wide variety of simple
elements and compounds behave as collisional quenching
agents, including oxygen, halogens, amines, and many elec-
tron-deficient organic molecules (154). Collisional quench-
ing can reveal the presence of localized quencher molecules
or moieties, which via diffusion or conformational change,
may collide with the fluorophore during the excited state
lifetime. The mechanisms for collisional quenching include
electron transfer, spin–orbit coupling, and intersystem
crossing to the excited triplet state (154,155). Other terms
that are often utilized interchangeably with collisional
quenching are internal conversion and dynamic quenching.

A second type of quenching mechanism, termed static
or complex quenching, arises from nonfluorescent com-
plexes formed between the quencher and fluorophore that
serve to limit absorption by reducing the population of
active, excitable molecules (154,156). This effect occurs
when the fluorescent species forms a reversible complex
with the quencher molecule in the ground state, and does
not rely on diffusion or molecular collisions. In static
quenching, fluorescence emission is reduced without alter-
ing the excited state lifetime. A fluorophore in the excited
state can also be quenched by a dipolar resonance energy
transfer mechanism when in close proximity with an
acceptor molecule to which the excited-state energy can
be transferred nonradiatively. In some cases, quenching
can occur through non molecular mechanisms, such as
attenuation of incident light by an absorbing species
(including the chromophore itself).

In contrast to quenching, photobleaching (also
termed fading) occurs when a fluorophore permanently
loses the ability to fluoresce due to photon-induced chemi-
cal damage and covalent modification (153–156). Upon
transition from an excited singlet state to the excited
triplet state, fluorophores may interact with another mole-
cule to produce irreversible covalent modifications. The
triplet state is relatively long lived with respect to the
singlet state, thus allowing excited molecules a much
longer timeframe to undergo chemical reactions with com-
ponents in the environment (155). The average number of
excitation and emission cycles that occur for a particular
fluorophore before photobleaching is dependent on the
molecular structure and the local environment (154,156).

Some fluorophores bleach quickly after emitting only a few
photons, while others that are more robust can undergo
thousands or even millions of cycles before bleaching.

Figure 17 presents a typical example of photobleaching
(fading) observed in a series of digital images captured at
different time points for a multiply stained culture of
normal Tahr ovary (HJ1.Ov line) fibroblast cells. The
nuclei were stained with DAPI (blue fluorescence), while
the mitochondria and actin cytoskeleton were stained with
MitoTracker Red CMXRos (red fluorescence) and an Alexa
Fluor phalloidin derivative (Alexa Fluor 488; green fluor-
escence), respectively. Time points were taken in 2 min
intervals using a fluorescence filter combination with
bandwidths tuned to excite the three fluorophores simul-
taneously while also recording the combined emission
signals. Note that all three fluorophores have a relatively
high intensity in Fig. 17a, but the DAPI (blue) intensity
starts to drop rapidly at two min and is almost completely
gone at six min (Fig. 17f). The mitochondrial and actin
stains are more resistant to photobleaching, but the inten-
sity of both drops dramatically over the course of the timed
sequence (10 min).

An important class of photobleaching events is repre-
sented by events that are photodynamic, meaning they
involve the interaction of the fluorophore with a combina-
tion of light and oxygen (157–161). Reactions between
fluorophores and molecular oxygen permanently destroy
fluorescence and yield a free-radical singlet oxygen species
that can chemically modify other molecules in living cells.
The amount of photobleaching due to photodynamic events
is a function of the molecular oxygen concentration and
the proximal distance between the fluorophore, oxygen
molecules, and other cellular components. Photobleaching
can be reduced by limiting the exposure time of
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Figure 17. Photobleaching in multiply stained specimens. Normal
Tahr ovary fibroblast cells were stained with MitoTracker Red
CMXRos (mitochondria; red fluorescence), Alexa Fluor 488
conjugated to phalloidin (actin; green fluorescence), and
subsequently counterstained with DAPI (nuclei; blue fluore-
scence). Time points were taken in two-minute intervals over a
10 min period using a fluorescence filter combination with
bandwidths tuned to excite the three fluorophores simultaneously
while also recording the combinedemissionsignals. (a–f) Time¼0,2,
4, 6, 8, 10 min, respectively.



fluorophores to illumination or by lowering the excitation
energy. However, these techniques also reduce the mea-
surable fluorescence signal. In many cases, solutions of
fluorophores or cell suspensions can be deoxygenated, but
this is not feasible for living cells and tissues. Perhaps the
best protection against photobleaching is to limit exposure
of the fluorochrome to intense illumination (using neutral
density filters) coupled with the judicious use of commer-
cially available antifade reagents that can be added to the
mounting solution or cell culture medium (153).

Under certain circumstances, the photobleaching effect
can also be utilized to obtain specific information that
would not otherwise be available. For example, in FRAP
experiments, fluorophores within a target region are inten-
tionally bleached with excessive levels of irradiation (82).
As new fluorophore molecules diffuse into the bleached
region of the specimen (recovery), the fluorescence emis-
sion intensity is monitored to determine the lateral diffu-
sion rates of the target fluorophore. In this manner, the
translational mobility of fluorescently labeled molecules
can be ascertained within a very small (2–5mm) region of a
single cell or section of living tissue.

Although the subset of fluorophores that are advanta-
geous in confocal microscopy is rapidly growing, many of
the traditional probes that have been useful for years in
widefield applications are still of little utility when con-
strained by fixed-wavelength laser spectral lines. Many of
the limitations surrounding the use of fluorophores excited
in the ultraviolet region will be eliminated with the intro-
duction of advanced objectives designed to reduce aberra-
tion coupled to the gradual introduction of low cost, high
power diode laser systems with spectral lines in these
shorter wavelengths. The 405 nm blue diode laser is a
rather cheap alternative to more expensive ion and Noble
gas based ultraviolet lasers, and is rapidly becoming
available for most confocal microscope systems. Helium–
neon lasers with spectral lines in the yellow and orange
region have rendered some fluorophores useful that were
previously limited to widefield applications. In addition,
new diode-pumped solid-state lasers are being introduced
with emission wavelengths in the UV, violet, and blue
regions.

Continued advances in fluorophore design, dual-laser
scanning, multispectral imaging, endoscopic instruments,
and spinning disk applications will also be important in the
coming years. The persistent problem of emission crossover
due to spectral overlap, which occurs with many synthetic
probes and fluorescent proteins in multicolor investiga-
tions, benefits significantly from spectral analysis and
deconvolution of lambda stacks. Combined, these advances
and will dramatically improve the collection and analysis of
data obtained from complex fluorescence experiments in
live-cell imaging.
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INTRODUCTION

Invention of the light microscope by Janssens in 1590 was
the first milestone in the microscopic world. Janssens’
microscope magnified objects up to 20–30 times their ori-
ginal size. By the beginning of the twentieth century,
objects could be magnified only up to 1000 times with a
resolution of 0.2mm. In the early 1930s, the limitations of
light microscopes and the scientific desire to see intracel-
lular structural details, such as mitochondria and nuclei
led to the development of electron microscopes. The elec-
tron microscope took advantage of the much shorter
wavelength of the electron compared to that of visible light.
With the electron microscope, another 1000-fold increase
in magnification was accomplished with a concomitant
increase in resolution, allowing visualization of viruses,
deoxyribonuclic acid (DNA), and smaller objects, such as
molecules and atoms. The transmission electron micro-
scope (TEM) was the first type of electron microscope,
and was developed by Ruska and Knoll in Germany in
1931. Electron microscopy is based on a fundamental
physics concept stated in the de Broglie theory (1924). This
concept is that moving electrons have the properties of
waves. The second major advancement in electron micro-
scopy was made by Busch, who demonstrated in 1926 that
electrostatic or magnetic fields could be used as a lens to
focus an electron beam. In 1939, Siemens Corp. began
commercial production of a microscope developed by Von
Borries and Ruska in Germany. Hiller, Vance and others
constructed the first TEM in North America in 1941. This
instrument had a resolution of 2.5 nm.

About the same time that the first TEM was nearing
completion in the 1930s, a prototype of the scanning elec-
tron microscope (SEM) was constructed by Knoll and Von
Ardenne in Germany. However, the resolution of this
microscope was no better than that of the light microscope.
Following several improvements made by RCA in the
United States, as well as Cambridge University in Eng-
land, a commercial SEM became available in 1963. A later
version of the SEM made by the Cambridge Instrument Co.
had a resolving power of � 20–50 nm and a useful magni-
fication of 75,000�. Recent models of the SEM have a
resolving power of 3.0 nm and magnifications up to
300,000�.

Although the design of TEM and SEM is similar in many
ways, their applications are very different. The TEM is
patterned after as light microscope, except that electrons
instead of light pass through the object. The electrons are
then focused by two or more electron lenses to form a
greatly magnified image onto photographic film or a charge
coupled device (CCD) camera. The image produced by TEM
is two-dimensional (2D) and the brightness of a particular

region of the image is proportional to the number of electrons
that are transmitted through the specimen at that position
on the image. The SEM produces a three-dimensional (3D)
image by scanning the surface of a specimen with a 2–3 nm
spot of electrons to generate secondary electrons from the
specimen that are then detected by a sensor. The resolution
of an SEM is limited by two quite different sets of circum-
stances. One of these is concerned with the physics of
electron optics, while the other depends on the penetration
of electrons into the object being imaged.

A third type of electron microscope, the scanning trans-
mission electron microscope (STEM) has features of both
the transmission and scanning electron microscopes. This
microscope is an analytical tool that determines the pre-
sence and distribution of the atomic elements in the
specimen. Recently, two groups of researchers have accom-
plished a subangstrom resolution (0.06 nm) for STEM
using an aberration corrector. They have reported that
columns of atoms in a silicone crystal that are 0.078 nm
apart can be distinguished at this resolution (1). The image
of Si shown in Fig. 1 has been recorded in a high angle
annular dark field (HAADF) mode, and the pairs of atomic
columns are seen directly resolved. The HAADF detector
collects electrons scattered by the sample to angles greater
than the detector inner radius. Such high angle scattering
is largely incoherent thermal diffuse scattering, which
means that the resolution observed in the image is deter-
mined by the intensity distribution of the illuminating
probe. With this advantage over conventional coherent high
resolution transmission electron microscopy (HRTEM),
HAADF–STEM has enabled imaging not only of individual
atomic columns in crystals, but single dopant atoms on their
surface and within their interior.

In 1982, another type of electron microscope, the scan-
ning tunneling microscope (STM) was developed by two
scientists, Rohrer and Binnig, for studying surface struc-
ture. This invention was quickly followed by the develop-
ment of a family of related techniques classified as
scanning probe microscopy (SPM). These techniques are
based upon moving a probe (typically called a tip in STM,
which is literally a sharp metallic object) just above a
specimen’s surface while monitoring some interaction
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Figure 1. Image of a silicone crystal observed in the [112]
orientation recorded with an aberration corrected STEM. (From
Ref. 1). Reproduced by courtesy of American Association for the
Advancement of Science.)



between the probe and the surface. Atomic force micro-
scopy (AFM) is another important technique of this kind
but is not categorized as electron microscopy. Bennig and
Rohrer were awarded one-half of the 1986 Nobel Prize in
physics for invention of the STM, while Ernst Ruska was
awarded the other one-half of that same Nobel Prize for his
1931 invention of the electron microscope. In STM, elec-
trons are speeded up in a vacuum until their wavelength is
extremely short, only one hundred-thousandth that of
white light. Beams of these fast-moving electrons are
focused on a cell sample and are absorbed or scattered
by the cell’s parts so as to form an image on an electron-
sensitive photographic plate. The STM is widely used in
both industrial and academic research to obtain atomic
scale images of metal surfaces. It provides a 3D profile of
the surface, which is useful in characterizing surface
roughness and determining the size and conformation of
surface molecules. (2) Invention of electron microscopy had
an enormous impact in the field of biology, specifically in
cell and tissue analysis. Almost 15 years after the invention
of the first electron microscope by Ruska, many efforts were
made to apply this technique to biological problems. Using
the electron microscope, cell organelles and cell inclusions
were discovered or resolved in finer details. Electron micro-
scopy, specifically TEM, is now among the most important
tools in cell biology and diagnostic pathology.

The latest advancement in electron microscopy is 3D
reconstruction of cellular components at a resolution that
is on the order of magnitude of atomic structures defined by
X-ray crystallography. The method for reconstruction of 3D
images of single, transparent objects recorded by TEM is
called electron tomography (ET). In order to generate 3D
images of individual molecules, one needs to obtain as
many tilt images as possible, covering the widest possible
angular range. The representative images of particles
obtained from different orientations is then analyzed
and combined by a software program to reconstruct the
molecule in 3D. With improvements in instrumentation,
data collection methods and techniques for computation,
ET may become a preferred method for imaging isolated
organelles and small cells. So far, the electron tomography
method covers the resolution range of 2.5–5.0 nm. Data
obtained via electron tomography furnish a rich source of
quantitative information about the structural composition
and organization of cellular components. It offers the
opportunity to obtain 3D information on structural cellular
arrangements with a significantly higher resolution than
that provided by any other method currently available
(e.g., confocal laser microscopy) (3).

THEORY OF ELECTRON MICROSCOPY

According to electromagnetic theory, a light source initi-
ates a vibrational motion that transmits energy in the
direction of propagation. The wave motion of light is ana-
logous to that produced by a stone thrown into a pool of
water. When the waves generated from throwing a stone
strike an object that has an opening or aperture, another
series of waves is generated from the edge of the object. The
result is a new source of waves that emerges with the

original waves. This bending or spreading phenomenon
is known as diffraction. Diffracted waves interfere with the
initial waves, and the result is an image of the edge of the
object. The edge appears to have a series of bands or fringes
called Fresnel fringes running parallel to the edge (Fig. 2).
Thus, if a strong beam of light illuminates a pinhole in a
screen and thus a pinhole serves as a point source and the
light passing through is focused by an apertured ‘‘perfect’’
lens on a second screen, the image obtained is not a
pinpoint of light, but rather a bright central disk sur-
rounded by a diffuse ring of light. Even if monochromatic
light was used to illuminate the point source and was to
pass through a perfect lens, the image will not be a sharp
one, but rather a diffuse disk composed of concentric rings.
This type of image is known as an Airy disk after Sir George
Airy, who first described this pattern during the nine-
teenth century (Fig. 3) (4). To determine resolving power
(RP), it is important to know the radius of the Airy disk.
The radius of the Airy disk as measured to the first dark
ring (r) is expressed by following equation:

r ¼ 0:612l

nðsinaÞ ð1Þ

In Eq. 1, l¼wavelength of illumination; n¼ refractive
index of the medium between the point source and the lens,
relative to free space; a¼half the angle of the cone of light
from the specimen plane accepted by the front lens of
objective
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Figure 2. Diffraction of light waves.

Figure 3. Airy disks generated by viewing three pinholes in a
light microscope. Magnification of micrograph is 1000�. (From
Ref. 4. Reproduced by courtesy of Jones and Bartlett Publishers.)



The above equation can be shown in another form as:

d ¼ 0:612 l

NA
ð2Þ

where NA (numerical aperture)¼n sin a and represents
the light gathering power of the lens aperture.

From the above equation, RP is defined as the minimum
distance that two objects can be placed apart and still be
seen as separate entities. Consequently, the shorter the
distance, the better (or higher) is the RP of the system. For
example, consider a light microscope using ultraviolet (UV)
light, which lies beyond the lower end of the visible spec-
trum (400 nm). Further specifications of this system
include a glass slide with standard immersion oil (refrac-
tive index, n¼ 1.5), and sina= 0.87 (sine of a 648 angle,
representing one-half of the 1288 acceptance angle of a
glass lens. The theoretical resolution that can be attained
by this system is � 0.2mm. In other words, two points in the
specimen that are not separated by at least this distance
will not be seen as two distinct points, but will be observed
as a single blurred image. Since the values of sin a and n
cannot be significantly increased beyond the stated values,
the RP can most effectively be improved by reducing wave-
length.

Electron Beams And Resolution

The concept that moving electrons might be used as an
illumination source was suggested by a tenet of the de
Broglie theory, that moving electrons have wave proper-
ties. The wavelength of this particle-associated radiation is
given by following equation:

l
h

mn
ð3Þ

where m is the mass of the particle, v the velocity of
particle, and h is Planck’s constant (6.626� 10�34J�1).
For an electron accelerated by a potential of 60,000 V
(60 kV), the wavelength of the electron beam would be
�0.005 nm, which is 100,000 times shorter than that for
green light. By using Eq. 1, a TEM with perfect lenses
would therefore in theory be able to provide a resolution of
0.0025 nm. In practice, the actual resolution of a modern
high resolution transmission electron microscope is closer
to 0.2 nm. The reason we are not able to achieve the nearly
100-fold better resolution of 0.002 nm is due to extremely
narrow aperture angles (�1000 times smaller than that of
the light microscope) needed by the electron microscope
lenses to overcome a major resolution limiting phenom-
enon called spherical aberration. In addition, diffraction,
chromatic aberration and astigmatism all contribute to
decreased resolution in TEM, and need to be corrected to
achieve higher resolution. (5)

Magnification

The maximum magnification of any microscope is simply
the ratio of the microscope’s resolution to the resolution
of the unaided human eye. The resolution of the eye viewing
an object at 25 cm is generally taken to be 0.25 mm. Since the
resolution of a light microscope is �0.25 mm, maximum
useful light magnification is �1000�, obtainable from an

objective lens of 100� followed by an eyepiece of 10�. The
magnification of TEM would be �0.25mm/0.25 nm. This is a
106� magnification, and corresponds to a 1000-fold increase
in resolution compared to a light microscope. An objective
lens of 100� is followed by an ‘‘intermediate’’ lens of 25�,
and the final image is projected by a projector lens of 100�.
Further magnification for critical focusing is obtained by
viewing the image on the fluorescent screen with a long
working distance binocular microscope of 10�. The final
image is photographed at 250,000�. The processed negative
is then enlarged a further 4� in a photographic enlarger.
This result in a final prints (the electron micrograph) at the
desired magnification of 106�6.

Electromagnetic Lenses

An electromagnetic lens is generated by a coil of wire with a
direct current (dc) that passes through the coil. This elec-
tromagnetic coil is called a solenoid. It forms an axially and
radially symmetric magnetic field that converges to a point.
A divergent cone of electrons enters from a point source,
and thus forms a real image on the lens axis. An advantage
of electromagnetic lenses is that the focal length can be
made infinitely variable by varying the coil current. There-
fore, both magnification and image focus can be adjusted by
controlling the lens current (Fig. 4) (7).

Lens Aberrations

Electron lenses are affected by all the aberrations of optical
lenses, such as spherical aberration, chromatic aberration,
astigmatism, and distortion. Spherical aberration results
from the geometry of both glass and electromagnetic lenses
such that rays passing through the periphery of the lens
are refracted more than rays passing along the axis. Sphe-
rical aberration may be reduced by using an aperture to
eliminate some of the peripheral rays. Although this aper-
ture is attractive for reducing spherical aberration, it
decreases the aperture angle and thereby prevents the
electron microscope from achieving the theoretical resolu-
tion predicted by Eq. 1.

Chromatic aberration results when electromagnetic
radiations of different energies converge at different focal
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Figure 4. Single electron passing through electromagnetic lens.
The electron is focused by the magnetic field to follow a trajectory
that will converge at a defined focal point after it emerges from the
lens.



planes. Chromatic aberration results in the enlargement of
a focal point with a consequential loss of resolution. It can
be corrected by using a monochromatic source of electro-
magnetic radiation. This entails stabilizing the accelerat-
ing voltage to generate the electrons with same levels of
energy, and having a good vacuum to minimize the energy
loss of the electrons during their passage through the
transmission specimen. This effect can also be reduced
by decreasing the aperture of the objective lens. (6)

Astigmatism is caused by radial asymmetry in a lens,
giving rise to a focal length in one plane that is different
from that in another plane. The fabrication and mainte-
nance of a lens that has a perfectly symmetric lens field is
not feasible in practice. Thus, it is necessary to correct
astigmatism by applying a radial symmetry compensator
device called a stigmator. This consists of an adjustable
electric or magnetic field that can be applied across the lens
in any chosen direction, thus compensating for astigma-
tism. Image distortion, due to magnification changing
across the field from the value at the center, may be
positive (called barrel distortion) or negative (called pin-
cushion distortion). These effects can be compensated by
operating two lenses in series, arranging for barrel distor-
tion in one to be compensated by pincushion distortion in the
other. The lens system in modern electron microscopes is
designed to automatically counterbalance the various types
of distortions throughout a wide magnification range. (4)

DESIGN OF THE TRANSMISSION ELECTRECTRON
MICROSCOPE

Both the light and electron microscopes are similar so far
as the arrangement and function of their components are
concerned. Thus, both microscopes, when used for photo-
graphic purposes, can be conveniently divided into the
following component systems.

Illuminating System

This system serves to produce the required radiation and to
direct it onto the specimen. It consists of source and con-
denser lenses.

Source Lens. The source of electrons, or cathode, is a
hairpin of fine tungsten wire about 2 mm long, maintained
at �2500 K by �2 W of alternting current (ac) or dc power.
Electrons boil off the white-hot tungsten surface, and are
shaped into a conical beam by an electrode system called
the gun. Two further electrodes, the shield and the anode,
combine to form an electrostatic collimating lens and accel-
erator. A suitable accelerating voltage (20–100 kV) is cho-
sen for the specimen under examination, and is applied to
the cathode as a negative potential so that the anode may
remain at earth potential. The cathode and shield are
therefore carried on an insulator. The filament-shield vol-
tage (cathode bias) is made variable to adjust the total
current drawn from the filament, which in turn varies the
brightness of the final image (4).

The energy of the electrons in the TEM determines the
relative degree of penetration of electrons into a specific
sample, or alternatively, influences the thickness of mate-

rial from which useful information may be obtained. Thus,
a high energy TEM (400 kV) not only provides the highest
resolution but also allows for the observation of relatively
thick samples (e.g., �0.2mm) when compared with the
more conventional 100 kV or 200 kV instruments. Because
of the high spatial resolution obtained, TEMs are often
employed to determine the detailed crystallography of fine-
grained, or rare, materials (6,8).

Condenser Lens. The condenser lens regulates the
convergence (and thus the intensity) of the illuminating
beam on the specimen. The divergent electron beam emer-
ging from the anode aperture can, in simple instruments,
be used to illuminate the specimen directly. However,
sufficient image brightness for high magnification is diffi-
cult to obtain. As in the light microscope, a condenser
system is almost invariably interposed between the gun
and specimen to concentrate the beam on the region of the
specimen under examination. A single condenser lens suf-
fices for electronoptical work up to 50,000�. However, for
high resolution work a double condenser system is always
used, which will concentrate the beam into an area as small
as 1m diameter.

Specimen Manipulation System

The pierced metal grid carrying the specimen proper is
clamped at its periphery to a suitable holder designed to
conduct heat rapidly away. The specimen temperature in a
TEM may rise to 200 8C. The holder, including its attached
specimen grid is introduced into the evacuated specimen
chamber through an airlock by means of an insertion tool.
This tool is then generally withdrawn after the holder has
been placed on the translation stage. The holder is then
free to move with the stage, which is driven from outside
the column through airlocks, by means of levers and micro-
meter screws. Two mutually perpendicular stage move-
ments, each of about �1 mm, allow any part of the grid
area to be brought to the microscope axis and viewed at the
highest magnification. Most instruments provide a scan
magnification so that the whole grid area may be viewed at
�100�. Suitable specimen areas are then chosen, and
centered for study at higher magnifications.

Imaging System

This part of the microscope includes the objective, inter-
mediate, and projector lenses. It is involved in the genera-
tion of the image and the magnification and projection of
the final image onto a viewing screen or camera system.
Electrons transmitted by the specimen enter the objective
lens. Those passing through the physical aperture are
imaged at �100� in the intermediate lens object plane,
10–20 cm below the specimen. The position of this primary
image plane is controlled by the objective lens current
(focus control). A second image, which may be magnified
or diminished, is formed by the intermediate lens, the
current through which controls overall magnification
(magnification control). This secondary image, formed in
the objective plane of the projector lens, is then further
magnified, and the overall magnification is determined by
the position of the fluorescent screen or film.
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Image Recording System

The final image is projected onto a viewing screen coated
with a phosphorescent zinc-activated cadmium sulfide
powder. This powder is attached to the screen with a
binder, such as cellulose nitrate. Most electron microscopes
provide for an inclination of the viewing screen so that the
image may be conveniently examined either with the unaided
eye or through a stereomicroscope (the binoculars). Although
the stereomicroscope image may appear to be rough due to
the 100mm sized phosphorescent particles that make up the
screen, it is necessary to view a magnified image in order to
focus accurately. Some microscopes may provide a second,
smaller screen that is brought into position for focusing. In
this case, the main screen remains horizontal, except during
exposure of the film. All viewing screens will have areas
marked to indicate where to position the image so that it will
be properly situated on the film. Preevacuated films are
placed into an air lock (camera chamber) under the viewing
screen and the chamber evacuated to high vacuum. The
chamber is then opened to the column to permit exposure
of the film. In modern electron microscopes (Fig. 5), exposure
is controlled by an electrically operated shutter placed below
the projector lens. As one begins to raise the viewing screen,
the shutter blocks the beam until the screen is in the appro-
priate position for exposure. The shutter is then opened for
the proper interval, after which the beam is again blocked
until the screen is repositioned.

DESIGN OF THE SCANNING ELECTRON MICROSCOPE

The SEM is made up of two basic systems, and the speci-
men is at their boundary. The first system is the electron
optical column that provides the beam of illumination that
is directed to the specimen. The second system consists of
the electron collection, signal amplification, and image
display units, which converts the electrons emitted from
the specimen into a visible image of the specimen.

Electron Optical Column

The electron gun and electron lenses are present in the
electron optical column of the SEM in an analogous fashion
to their presence in the TEM.

1. Electron Gun: The electron source is most commonly
the hairpin tungsten filament located in a triode
electron gun. The electrons are emitted by the fila-
ment (also called the cathode), and accelerated by a
field produced by the anode. The anode is usually at a
positive potential on the order of 15 kV with respect
to the cathode. A third electrode, the shield, lies
between the anode and cathode and is negative with
respect to the cathode. After leaving the bias shield
and forming an initial focused spot of electrons of
� 50 mm in diameter, a series of two to three con-
denser lenses are used to successively demagnify this
spot sometimes down to � 2 nm. These small spot
sizes are essential for the resolutions required at
high magnifications. A heated tungsten filament is
the conventional electron source for most SEMs;
other special sources are lanthanum hexaboride
(LaB6) and the field emission guns (FEG). Both of
these latter sources produce bright beams of small
diameter and have much longer lifetimes than
heated tungsten filaments. Schottky emission has
largely replaced earlier source technologies based
on either tungsten and LaB6 emission or cold-field
emission in today’s focused electron beam equipment
including SEM, TEM, Auger systems, and semicon-
ductor inspection tools. Schottky and cold-field emis-
sion are superior to thermionic sources in terms of
source size, brightness and lifetime. Both are up to
1000 times smaller and up to 100 times brighter than
thermionic emitters.

2. Electron Lenses: Most SEMs have three magnetic
lenses in their column: the first, second, and final
condenser lenses. The first condenser lens begins the
demagnification of the 50mm focused spot of elec-
trons formed in the region of the electron gun. As the
amount of current running through the first conden-
ser lens is increased, the focal length of the lens
becomes progressively shorter and the focused spot
of electrons becomes smaller. In our earlier discus-
sion of electron lenses, it was noted that focusing
takes place by varying the focal length. This is
accomplished by changing the intensity of the lens
coil current, which in turn alters the intensity of the
magnetic field that is generated by the lens. As the
lens current increases, the lens strength increases
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Figure 5. Image of a 300 kV TEM (FEI-Tecnai G2 Polara) for
cryoapplications at liquid nitrogen and liquid helium temperatures.
(Reproduced by courtesy of FEI Company.)



and the focal length decreases. A short focal length
lens consequently causes such a wide divergence of
the electrons leaving the lens that many electrons are
not able to enter the next condenser lens. The overall
effect of increasing the strength of first condenser
lens is to decrease the spot size, but with a loss of
electrons. An aperture is positioned in the lenses to
decrease the spot size and reduce spherical aberra-
tion by excluding the more peripheral electrons. Each
of the condenser lenses behaves in a similar manner
and possesses apertures.

In designing the final condenser lens, several per-
formance characteristics must be considered:

(a) Aberrations. Since the intermediate images of the
crossover produced by the condenser lenses have
significantly larger diameters than the final spot
size, the effect of aberrations on these lenses are
relatively small. It is thus the effects of spherical
and chromatic aberration as well as the astigma-
tism of the final condenser lens that are critical in
the design and performance of the objective lens
of SEM.

(b) Magnetic Field. As a result of electron bombard-
ment, secondary electrons in the SEM are
emitted over a wide solid angle. These have ener-
gies of only few electron volts, yet they must be
able to reach the detector to produce the neces-
sary signal. As a result, the magnetic field at the
specimen must be designed so that it will not
restrict effective secondary electron collection.

(c) Focal Length. The extent of lens aberrations is
dependent upon the focal length. Thus, it is desir-
able to keep the latter as short as possible in order
to help minimize the effects of aberrations.

The final lens usually has externally adjustable
apertures. Normally, final apertures on the order
of 50–70mm are used to generate smaller, less elec-
tron dense spots for secondary electron generation
and imaging. Larger apertures, for example, 200mm,
are used to generate larger spots with greater num-
bers of electrons. These large spots contain a great
deal of energy and may damage fragile specimens.
They are used primarily to generate X rays for ele-
mental analysis rather than for imaging purposes.

Specimen Manipulation System

The specimen is normally secured to a metal stub and is
grounded to prevent the build up of static high voltage
charges when the beam electrons strike the specimen.
In order to orient the specimen precisely, relative to the
electron beam and electron detectors, all SEMs have con-
trols for rotating and traversing the specimen in x, y, and
z directions. It is also possible to tilt the specimen in order
to enhance the collection of electrons by a particular
detector. These movements have a large effect on magni-
fication, contrast, resolution and depth of field. Some
improvement can be made in imaging by reorientation
of the specimen.

Interaction Of Electron Beam With Specimen

Three basic possibilities exist as to the nature of the beam–
specimen interaction used to generate the image:

1. Some primary electrons, depending on the accelerat-
ing voltage, penetrate the solid to depths as much as
10mm. The electrons scatter randomly throughout
the specimen until their energy is dissipated by
interaction with atoms of the specimen.

2. Some primary electrons collide with or pass close to
the nucleus of an atom of the specimen such that
there is a change in the electron’s momentum. This
results in electron scatter through a large angle and
electron reflection from the specimen. Such elasti-
cally reflected primary electrons are known as back-
scattered electrons.

3. Some primary electrons interact with the host atoms
so that as a result of collisions, a cascade of secondary
electrons is formed along the penetration path. Sec-
ondary electrons have energy ranges of 0–50 eV and
are the electrons most commonly used to generate
the 3D image. The mean path length of secondary
electrons in many materials is �1 nm. Thus,
although electrons are generated throughout the
region excited by the incident beam, only those elec-
trons that originate <1 nm deep in the sample escape
to be detected as secondary. The shallow depth of
production of detected secondary electrons makes
them very sensitive to topography.

In addition to producing backscattered and secondary
electrons, specimen–beam interactions also produce
photons, specimen currents, Auger electrons and X rays
that are characteristic of the probed specimen. These
emanations can be detected by X ray or electron spectro-
scopy for elemental analysis of the specimen surface. How-
ever, it is rarely used for biological specimens.

Signal Versus Noise

The signals generated as a result of the electron beam
striking a specimen are used to convey different types of
information about the specimen. In the usual SEM imaging
mode, signals consist of the secondary electrons generated
from the spot struck by the electron beam and noise con-
sists of secondary electrons originating at locations away
from where the beam struck the specimen. The image
quality is eventually expressed by the signal-to-noise
(S/N) ratio. In a poor quality image the signal to noise
ratio is low. One may achieve a better image by either
reducing the noise or raising the signal. Since it is more
difficult to reduce the noise level, the signal is usually
raised by increasing the electron emissions from the
gun. Several methods to accomplish increased electron
emissions include: altering the bias settings, decreasing
the distance between the anode and the filament, decreas-
ing the distance between the filament and the shield
aperture, and using either a lanthanum hexaboride fila-
ment or a cold-field emissions gun. A second method to
increase the signal is to use slower scan rates on the
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specimen. Longer dwell times of the beam on the specimen
will generate more secondary electrons from the spot where
the beam strikes the specimen. This increase in current,
however, carries with it an increased risk of damage to
sensitive specimens (9).

Secondary Electron Detection

To collect the secondary electrons, a suitable electrode is
held at a positive potential and serves to attract them and
produce an emission current. The strength of this signal is
proportional to the number of electrons striking the col-
lector. This signal is used, after amplification; to modulate
the intensity of the cathode-ray tube (CRT) beam as it
moves across the tube face, synchronously with the path of
the electron probe across the specimen surface.

Typically, the secondary electron collector is based on
the original 1960 scintillator-photomultiplier design of
Everhart and Thoronley. In this system, the secondary
electrons are accelerated towards the scintillator by a
potential difference of a few hundred to a few thousands
volts. Upon hitting the scintillator, each electron produces
many photons that are guided by the light pipe to the
photomultiplier. Each photoelectron triggers a release of
two or more secondary electrons at the first electrode
(dynode) and process cascades, yielding from 100,000 to
50 million additional electrons. Thus, the photomultiplier
reconverts the light to an electron current and provides a
high degree of amplification that can be controlled by
variation of the voltage applied to the dynodes (8).

Image Recording System

The final magnified image in the SEM is formed on a CRT
or monitor. Unlike TEM, in which the electrons interact
directly with the photographic medium, SEM images are
most often photographed directly from the monitor through
the lens of either a 35 mm roll film camera or a larger
4 in.�5 in. (10.6 cm� 12.7 cm) sheet film camera. The cam-
era shutter remains open as the electron beam slowly scans
across the specimen. A valuable addition to most SEMs is
the automatic data display that permits the generation of
informational data on the viewing and recording monitors.
With this accessory, experiment numbers, dates, acceler-
ating voltages and magnifications may be displayed.

DIAGOSTIC ELECTRON MICROSCOPY

Electron microscopy excels as a diagnostic tool with
respect to the detection and identification of both abnor-
mal tissue anatomy and the pathogens responsible for the
disease. The value of electron microscopy in difficult diag-
nostic situations has been demonstrated repeatedly, par-
ticularly when there is close coordination between the
pathologist and the attending clinician. Ultrastructural
study may be applied to a variety of substances including
biological materials. By examination of specially prepared
tissue sections, changes not perceived by light microscopy
can be identified, leading to improved diagnostic interpreta-
tions. For example, in certain kidney diseases, such as
nephrotic syndrome and Nil disease, the correct diagnosis
can be made only by these means, and this in turn affects the

selection of therapy. Similarly, certain neoplasms can be
identified definitively only through ultrstructural studies,
with obvious implications for treatment and prognosis.
Another area of growing importance is the identification of
viral particles in biological material. In some instances,
ultrastructural study is the only way to establish the pre-
sence of a viral infection, and in other instances a diagnosis
may be made earlier than by serological methods. The costs
of diagnostic electron microscopy are relatively small in light
of the benefits to patient care. The following are examples
highlighting the use of electron microscopy in the diagnosis
of certain diseases.

Neoplasms

Many neoplasms appear undifferentiated by light micro-
scopy, but most show differentiation along one cell line or
another at the ultrastructural level. However, it is note-
worthy that not all of the ultrastructureal criteria for iden-
tifying the cell type may be present in every neoplasm. As
expected, the more differentiated the neoplasm, the more
likely will its cells contain a broad complement of diagnostic
morphologic features. Usually, the ultrastructural findings
do allow the pathologist to make a definitive diagnosis when
interpreted in conjunction with the light microscopic pic-
ture, and in some cases with the histochemical and immu-
nohistochemical results. The example that follows will
highlight the use of diagnostic electron microscopy in the
identification of carcinomas. Various types of carcinomas
have a number of distinguishing features, but one common
characteristic of all carcinomas is the presence of intracel-
lular junctions, usually desmosomes and/or intermediate
junctions. The presence of lumens, microvilli, tight junc-
tions, junctional complexes, basal lamina, secretory gran-
ules, prominent Golgi apparatus, and moderately
prominent rough endoplasmic reticulum are all suggestive
of adenocarcinoma in the differential diagnosis of a neo-
plasm (10). Figure 6 shows a pancreatic carcinoma, which
may arise from acinar cells, centrocinar cells, intercalated
duct cells, interlobular duct cells, interlobular duct cells and
main pancreatic duct cells. Adenocarcinomas arising from
main and interlobular ducts (mucinous cystadenocarcino-
mas) have cells similar to those of bile ducts and intestinal
epithelium; that is, the cytoplasm contains mucin granules,
and the free surface has microvilli filled with thin filaments
that anchor into the subjacent cytoplasm (11–13).

Infectious Diseases

Bacteria. Diagnostic criteria for bacterial rods and cocci
are (1) the presence of an outer-cell wall, (2) the presence
flagella or pili (fimbria) on the outer surface of the cell, (3)
the presence of an inner-cell membrane, (4) a central
nuclear region (nucleoid), without a limiting membrane,
(5) dense cytoplasm composed mostly of ribosomes, and (6)
a varying number of vesicles formed from the inner-cell
membrane (mesosomes), storage vacuoles and endospores
(14). Figure 7 shows the bacteria in Whipple disease. The
rods are present both free and within macrophages.

Viruses. The distinct morphology of members of differ-
ent viral families usually allows an agent to be assigned to
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a particular family. This morpho-diagnosis, combined with
clinical information is often sufficient to permit a provi-
sional diagnosis and to initiate treatment and containment
protocols while waiting for other test results. Diagnostic
criteria that apply to viruses in general are (1) the presence
of intracellular and/or extracellular elliptical, stand-like,
round or polygonal structures measuring 20–300 nm in
diameter; and (2) the identification of viral morphology,
consisting of a central, electron dense core (DNA-containing
nucleoid) and an outer shell (capsid), which may have more
than one layer (Fig. 8) (15).

Fungi. The electron microscopic diagnostic criteria for
fungi include the identification of mononucleated oval
yeast forms measuring 2–4 mm in diameter, with a thin
cell wall and no true capsule. These can be located either
extracellularly or intracellularly (16). A representative
fungus, Histoplasma capsulatum, is shown in Fig. 9. The
organisms have a clear halo between their visible cyto-
plasm and their thin cell wall.

Skeletal Muscle Diseases

The skeletal muscle responses to injury that are visible
with the electron microscope can be categorized as follows:
(1) alterations in the sarcolemma (e.g., discontinuities of

the plasma membrane or the basement membrane); (2)
alterations in myofilaments; (3) Z-band alterations (e.g.,
streaming and nemaline bodies); (4) nuclear changes (e.g.,
abnormal location of the nucleus within the muscle fiber
and nuclear inclusions); (5) abnormalities of the sarcoplas-
mic reticulum and the T-system (e.g., tubular aggregates),
(6) abnormal accumulations of metabolites (e.g., glycogen
and lipids); (7) abnormal cytoplasmic structures (e.g.,
vacuoles, cytoplasmic bodies, concentric laminated bodies,
fingerprint bodies, curvilinear bodies). In general, many of
these ultrastructural abnormalities are not specific for a
single disease. Electron microscopy can be a valuable
adjunct to help the pathologist arrive at the proper inter-
pretation of a muscle biopsy when taken together with all
other available clinical, electrophysiologic, and histopatho-
logical data. In addition to the pathologic changes that
might involve the muscle fibers themselves, many diseases
of muscle also simultaneously affect adjoining connective
tissue components, blood vessels and intramuscular
nerves. It is therefore important to pay particular attention
to these structures when examining muscle with the light
and electron microscope (10). The light micrograph shown
in Fig. 10 demonstrates centrally placed nuclei in the
majority of the muscle fibers. The central nuclei often
are surrounded by a clear area that is devoid of adenosine
triphosphatase (ATPase) activity. Ultrastructural features
of the paranuclear clear zone in Fig. 11 include (1) the
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Figure 6. Ductal, mucinous cystadenocarcinoma (pancreas). In
this field, the neoplastic cells form a cystic lumen (L) lined by
innumerable microvilli. An intracytoplasmic lumen (IL), without
junctional com- plexes, is present in one cell. Some of the cells
lining the lumen have a rich collection of mucinous granules (M)
in their apical cytoplasm. Lateral cell borders show a switch-backing
pattern of interdigitation (arrows). (6800�) (From Ref. 10.
Reproduced by courtesy of Springer-Verlag GmbH.)

Figure 7. Whippl’s disease. The lamina propria of the jejunal
mucosa contained numerous Whipple’s type macrophages [M¼
macrophage nucleus) and bacteria rods (B)]. Most of the intact
bacilli are extracellular, whereas those in the macrophage are
in various stages of degeneration, including the end-stage of
serpiginous membrane (�). (16,500 �) (From Ref. 10. Reproduced
by courtesy of Springer-Verlag GmbH.)



absence of myofilaments, (2) numerous mitochondria, (3)
glycogen accumulation. In some patients, especially
infants, the central clear zone may be more evident than
the nuclei within that zone when examining the tissue in
cross-section (10).

Peripheral Nerve Diseases

Wallerian Degeneration. Ultrastructural changes
detected in peripheral nerve specimens include either the
general pathologic responses of the peripheral nerve to
either the injury or the specific disease entity that afflicts
the patient. The general pathologic processes involving
peripheral nerve can be divided into two broad categories:
those that indicate a process primarily affecting the axon
and those that indicate a process primarily affecting the
myelin sheath. Examination of peripheral nerve biopsies by
electron microscopy therefore must include evaluation of the
axons, the interstitium, and the myelin and Schwann cells.

The sequence of structural changes following nerve
injury that are collectively called Wallerian degeneration
is shown in Fig. 12. Wallerian degeneration specifically
refers to degeneration of the distal segments of a peripheral
nerve after severance of the axons from their cell bodies
(17). When the nerve injury is a contusion, the basement
membrane of the Schwann cell is preserved, allowing
regeneration within the endoneurial tube. In contrast,
when the nerve injury is a transection, the endoneurial
tube (composed of denervated Schawnn cells and extra-
cellular matrix) may not be appropriately aligned with the
regenerating axons. Axonal regeneration is therefore less
efficient after nerve degeneration that follows a transection
injury compared to that following a crush injury (10,17).

PROSPECTS OF ELECTRON MICROSCOPY

In the 1980s, electron microscopy lost much of its former
role in the life sciences due to the introduction of modern,
highly effective molecular analytical techniques, such as
immunohistochemistry, chip technology, and confocal
laser scan microscopy. In recent years, however, substan-
tial technical improvements were made in specimen pre-
paration, instrumentation and software, allowing the
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Figure 8. Herpes simplex encephalitis (cerebrum). Virions (V)
have a central dense nucleoid and an outer three-layered capsid.
(63,800�) (From Ref. 10. Reproduced by courtesy of Springer-
Verlag GmbH.)

Figure 9. Histoplasma capsulatum (supra-
clavicular lymph node). High magnification
of parasitic yeast forms illustrates details
of their internal structure. N¼nucleus;
*¼ clear, peripheral, cytoplasmic halo;
arrows¼parasitic cell membrane. (20,000�)
(From Ref. 10. Reproduced by courtesy of
Springer-Verlag GmbH.)



electron microscope to reemerge as a valuable tool for
analyzing molecular complexes.

Electron microscopy as an imaging technique allows a
direct view of biological objects, while some of the other
available techniques are indirect and in some instances
nonspecific. Using electron microscopy, all components of
the object and their mutual relationships at the molecular
level can be analyzed. This information provides insight
toward an understanding of structure–function relations.

The possibility of 3D reconstruction of cellular compo-
nents via electron microscopy, along with the ease and
speed with which newer instruments can provide data,
have given the way to what many in the field are refer-
ring as a revolution. Recent technological advancements

have made automated data acquisition possible, and have
thus allowed a reduction of the total electron dose needed
to image a specimen. Specimen preparation advances,
such as embedding biological specimens in vitreous ice,
have enabled studies of the macromolecular organization
of cells. Whole prokaryotic and small eukaryotic cells can
be directly grown and hydrated frozen on electron micro-
scopy grids. Examination of the naturally preserved
cells delivers images of the cellular structures in their
functional environment. Such so-called tomograms con-
tain all available information about the spatial relation-
ships of macromolecular structures within the cell.
However, due to their poor S/N and the generally highly
crowded nature of the cytoplasm, the interpretation of
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Figure 10. Centronuclear (myotubular)
myopathy. The majority of small fibers
contain centrally placed nuclei. (H&E,
150�) (From Ref. 10. Reproduced by
courtesy of Springer-Verlag GmbH.)

Figure 11. Muscle fiber with degenerated
nucleus. Note absence of myofilaments
and accumulation of glycogen in the para-
nuclear region to the right (15,000�). (From
Ref. 10. Reproduced by courtesy of Springer-
Verlag GmbH.)



these tomograms remains difficult. To get significant
information about specific structures in the cell, the
images have to be evaluated using advanced pattern
recognition methods. Existing structural models of cellu-
lar constituents at lower resolutions can guide the sys-
tematic evaluation of the tomograms. The aim is to
visualize the complete 3D organization of the cell at
molecular resolution. Structural evaluation by single par-
ticle analysis, electron crystallography and electron tomo-
graphy is slow compared to other structure determination
technologies, in particular X-ray crystallography. Proces-
sing time for the electronic technique is typically in the
range of several months per solved structure, depending
on the resolution achieved. The same task can be accom-
plished in the range of hours or days for X-ray crystal-
lography, once suitable crystals are available. Continued
joint efforts between the research community and man-
ufacturers to develop user-friendly, universal interfaces
between electron crystallography, single-particle analysis
and electron tomography would improve this situation, and
further expand the usefulness of of these electronic tech-
nologies.
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INTRODUCTION

Fluorescence microscopy quantifies the distribution of
fluorophores and their biochemical environment on the
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Figure 12. Ultrathin sections of opossum’s optic nerve fibers 24 h
after crash. Normal fibers (n) are seen among some altered fibers,
which exhibit watery degeneration (star) and myelin sheath
breakdown (thick arrow). Note demyelinated fibers (thin arrows)
with an apparently intact axoplasmic cytoskeleton. Asterisk, astro-
cytic processes. (From Ref. 17. Reproduced by courtesy of Anais da
Academia Brasileira de Ciencias.)



micron length scale and allows In vivo measurement of
biological structures and functions (1–3). Heimstädt devel-
oped one of the earliest fluorescence microscopes in 1911.
Some of the first biochemical applications of this technique
include the study of living cells by the protozoologist Pro-
vazek in 1914.

Fluorescence microscopy is one of the most ubiquitous
tools in biomedical laboratories. Fluorescence microscopy
has three unique strengths. First, the fluorescence micro-
scope has high biological specificity. Based on endogenous
fluorophores or exogenous probes, fluorescence microscopy
allows the association of a fluorescence signal with a speci-
men structural and biochemical state. While fluorescence
microscopy has comparable resolution to white light micro-
scopes, their range of applications in biomedicine is much
broader.

Second fluorescence microscopy is highly sensitive in
the imaging of cells and tissues. The high sensitivity of
fluorescence microscopy originates from two factors. One
factor is the significant separation between the fluoro-
phores’ excitation and emission spectra. This separation
allows the fluorescence signal to be detected by efficiently
rejecting the excitation radiation background using band-
pass filters. The fluorescence microscope has the sensitivity
to image even a single fluorophore. The other factor is the
weak endogenous fluorescence background in typical bio-
logical systems. Since there is minimal background fluor-
escence, weak fluorescence signal from even a few
fluorescent exogenous labels can be readily observed.

Third, fluorescence microscopy is a minimally invasive
imaging technique. In vivo labeling and imaging proce-
dures are well developed. While photodamage may still
result from prolonged exposure of shorter excitation radia-
tion, long-term observation of biological processes is pos-
sible. Today, a single neuron in the brain of a small animal
can be imaged repeatedly over a period of months with no
notable damage.

SPECTROSCOPIC PRINCIPLES OF FLUORESCENCE
MICROSCOPY

Fluorescence Spectroscopy

An understanding of spectroscopic principles is essential to
master fluorescence microscopy (4–6). Fluorescence is a
photon emission process that occurs during molecular
relaxation from electronic excited states. Historically,
Brewster first witnessed the phenomenon of fluorescence
in 1838 and Stokes coined the term fluorescence in 1852.
These photonic processes involve transitions between elec-
tronic and vibrational states of polyatomic fluorescent
molecules (fluorophores) by the absorption of either one
or more photons. Electronic states are typically separated
by energies on the order of 10,000 cm�1 and vibrational
sublevels are separated by � 102–103 cm�1. In a one-photon
excitation process, photons with energies in the ultraviolet
(UV) to the blue–green region of the spectrum are needed to
trigger an electronic transition, whereas photons in the
infrared (IR) spectral range are required for two-photon
excitation. The molecules from the lowest vibrational level
of the electronic ground state are excited to an accessible

vibrational level in an electronic excited state. The mole-
cule is quickly relaxed to the lowest vibrational level of the
excited electronic state after excitation on the time scale of
femtoseconds to picoseconds via vibrational processes. The
energy loss in the vibrational relaxation process is the origin
of the Stoke shift where fluorescence photons have longer
wavelengths than the excitation radiation. The coupling of
the ground and excited – state both for the absorption and
emission process is governed by the Franck–Condon prin-
ciple, which states that the probability of transition is
proportional to the overlap of the initial and final vibra-
tional wave function. Since the vibrational level structures
of the excited and ground states are similar, the fluores-
cence emission spectrum is a mirror image of the absorp-
tion spectrum, but shifted to lower wavelengths. The shift
between the maxima of the absorption and emission spec-
tra is referred to as the Stokes’ shift. The residence time of a
fluorophore in the excited electronic state before returning
to the ground state is called the fluorescence lifetime. The
fluorescence lifetime is typically on the order of nanose-
conds. The Jablonski diagram represents fluorescence exci-
tation and deexcitation processes (Fig. 1).

Fluorescence deexcitation processes can occur via radia-
tive and nonradiative pathways. Radiative decay describes
molecular deexcitation processes accompanied by photon
emission. Molecules in the excited electronic states can also
relax by nonradiative processes where excitation energy is
not converted into photons, but are dissipated by thermal
processes, such as vibrational relaxation and collisional
quenching. Let G and k be the radiative and nonradiative
decay rates, respectively, and N be the number of fluor-
ophore in the excited state. The temporal evolution of the
excited state can be described by

dN

dt
¼ �ðGþ kÞN (1)

N ¼ N0e�ðGþkÞt ¼ N0e�t=t (2)
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Figure 1. A Jablonski diagram describing fluorescence (F) and
phosphorescence (P) emission and excitation processes based on
one-photon (1p) and two-photon (2p) absorption. The parameters
S0, S1, and T1 are the electronic singlet ground state, singlet
excited state, and triplet excited state, respectively. Here VL
denotes vibrational levels, IC denotes internal conversion, and
IS denotes intersystem crossing.



The fluorescence lifetime, t, of the fluorophore is
the combined rate of the radiative and nonradiative
pathways:

t ¼ 1

Gþ k
(3)

One can define the intrinsic lifetime of the fluorophore in
the absence of nonradiative decay processes as, t0:

t0 ¼ 1

G
(4)

The efficiency of the fluorophore can then be quantified by
the fluorescence quantum yield, Q, which measures the
fraction of excited fluorophore relaxing via the radiative
pathway:

Q ¼ G

Gþ k
¼ t

t0
(5)

Environmental Effect on Fluorescence

A number of factors contributes to the nonradiative decay
pathways of the fluorophores and reduces fluorescence
intensity. In general, the nonradiative decay processes
can be classified as

k ¼ kic þ kec þ ket þ kis (6)

where kic is the rate of internal conversion, kec is the rate
of external conversion, ket is the rate of energy transfer,
and kis is the rate of intersystem crossing.

Internal conversion describes the process where the
electronic energy is converted to thermal energy via a
vibrational process. The more interesting process is exter-
nal conversion, where fluorophores lose electronic energy
in collision process with other solutes. Several important
solute molecules, such as oxygen, are efficient fluorescence
quenchers. The external conversion process provides a
convenient mean to measure the concentration of these
molecules in the microenvironment of the fluorophore. The
fluorophore is deexcited nonradiatively upon collision. The
collisional quenching rate can be expressed as

kec ¼ k0½Q� (7)

where [Q] is the concentration of the quencher and k0 is
related to the diffusivity and the hydrodynamics radii of
the reactants.

When collisional quenching is the dominant non-
radiative process, equation 1 predicts that fluorescence
lifetime decreases with quencher concentration.

t0

t
¼ ð1 þ k0t0½Q�Þ (8)

Collision quenching also reduces the steady-state fluores-
cence intensity, F, relative to the fluorescence intensity in
the absence of quencher, F0. The Stern–Volmer equation
describes this effect:

F0

F
¼ 1 þ k0t0½Q� (9)

A related process is steady-state quenching, where fluor-
escence signal reduction is due to ground-state processes. A

fluorophore can be chemically bound to a quencher to form
a dark complex, a product that does not fluoresce. In this
case, steady-state fluorescence intensity also decreases
with quencher concentration as

F0

F
¼ 1 þ Ks½Q� (10)

where Ks is the association constant of the quencher and
the fluorophore. However, since steady-state quenching is
a ground-state process that only reduces the fraction of
fluorophores available for excitation, fluorescence lifetime
is not affected.

Resonance energy-transfer rate, ket, becomes significant
when two fluorophores are in close proximity within �5–
10 nm as during molecular binding. The energy of an
excited donor can be transferred to the accepted molecule
via an induced dipole–induced dipole interaction. Let D
represents the donor and A, the acceptor. Under illumina-
tion at the donor excitation wavelength, the number of
excited donors and acceptors are ND, NA, respectively.
Further, define the donor and acceptor deexcitation rates
as kD and kA. The excited-state population dynamics of the
donor and acceptor can be described as

dND

dt
¼ �ðkD þ ketÞND (11)

dNA

dt
¼ �kANA þ ketN

D (12)

Solving these equations provides the dynamics of donor
and acceptor fluorescence:

ND ¼ ND
0 exp½ð�kD � ketÞt� (13)

NA ¼ ND
0

ket

kA�kD�ket
½expð�kDt � kettÞ � expð�kAtÞ� (14)

The donor decay is a shortened single exponential, but the
acceptor dynamics is more complex with two competing
exponential processes.

The intersystem crossing rate, kis, describes transitions
between electronic excited states with wave functions of
different symmetries. The normal ground state is a singlet
state with an antisymmetric wave function. Excitation of
the ground-state molecule via photon absorption results in
the promotion of the molecule to an excited state with an
antisymmetric wavefunction, another singlet state. Due to
spin–orbit coupling, the excited molecule can transit into a
triplet sate via intersystem crossing. The subsequent
photon emission from the triplet state is called phosphor-
escence. Since the decay of the triplet state to the singlet
ground state is forbidden radiatively, the triplet excited
state has a very long lifetime on the order of microseconds
to milliseconds.

FLUORESCENCE MICROSCOPE DESIGNS

The components common to most fluorescence microscopes
are the light sources, the optical components, and the
detection electronics. These components can be configured
to create microscope designs with unique capabilities.
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Fluorescence Excitation Light Sources

Fluorescence excitation light sources need to produce
photons with sufficient energy and flux level. The ability
to collimate the emitted rays from a light source further
determines its applicability in high resolution imaging.
Other less critical factors, such as wavelength selectivity,
ease of use, and cost of operation, should also be considered.

Mercury arc lamps are one of the most commonly used
light sources in fluorescence microscopy. The operation of a
mercury arc lamp is based on the photoemission from
mercury gas under electric discharge. The photoemission
from a mercury arc consists of a broad background punc-
tuated by strong emission lines. A mercury lamp can be
considered as a quasimonochromatic light source by utiliz-
ing one of these strong emission lines. Since mercury lamps
have emission lines throughout the near-UV and visible
spectrum, the use of a mercury lamp allows easy matching
of the excitation light spectrum with a given fluorophore by
using an appropriate bandpass filter. Mercury arc lamps
are also low cost and easy to use. However, since the
emission of mercury lamps are difficult to collimate, they
are rarely used in high resolution techniques, such as
confocal microscopy. The advent of high power, energy
efficient, light-emitting diodes (LEDs) with a long opera-
tion life allows the design of new light sources that are
replacing arc lamps in some microscopy applications.

Laser light sources are commonly used in high resolu-
tion fluorescence microscopes. Laser light sources have a
number of advantages including monochromatcity, high
radiance, and low divergence. Due to basic laser physics,
the laser emission is almost completely monochromatic.
For fluorescence excitation, a monochromatic light source
allows very easy separation of the excitation light from the
emission signal. While the total energy emission from an
arc lamp may be higher than some lasers, the energy
within the excitation band is typically a small fraction of
the total energy. In contrast, lasers have high radiance: the
energy of a laser is focused within a single narrow spectral
band. Therefore, the laser emission can be more efficiently
used to trigger fluorescence excitation. Furthermore, laser
emission has very low divergence and can be readily col-
limated to form a tight focus at the specimen permitting
high resolution imaging. Gas lasers, such as the argon–ion
laser and helium–neon lasers, are commonly used in fluor-
escence microscopy. Nowadays, they tend to be replaced by
solid-state diode lasers that are more robust and fluctuate
less. Lasers can further be characterized as continuous
wave and pulsed. While continuous wave lasers are suffi-
cient for most applications, pulsed lasers are used in two-
photon microscopes where high intensity radiation is
required for efficient induction of nonlinear optical effects.

Microscope Optical Components

The optical principle underlying fluorescence microscopes
can be understood using basic ray tracing (7,8). The ray
tracing of light through an ideal lens can be formulated into
four rules: (1) A light ray originated from the focal point of a
lens will emerge parallel to the optical axis after the lens.
(2) A light ray propagating parallel to the optical axis will
pass through the focal point after the lens. (3) Light rays

originated from the focal plane of a lens will emerge
collimated. (4) Collimated light rays incident upon a lens
will focus at its focal plane (Fig. 2). From these rules, one
can see that a simple microscope can be formed using two
lenses with different focal lengths (Fig. 3). The lens, L1,
with focal length, f1, images the sample plane and is called
the objective. The lens, L2, with focal length, f2, projects
the image onto the detector plane and is called the tube
lens. From simple geometry, two points P1 and P2
separated by x in the sample plane will be separated by
x(f2/f1) at the detector plane, where the ratio M¼ f2/f1 is
called the magnification. One can see that the image in the
sample plane is enlarged by the magnification factor at the
detector.

By using the common wide-field fluorescence microscope
as an example, we can further examine the components of a
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Figure 2. Four basic rules of optical ray tracing. (1) Light
emerging from the focal point will become collimated parallel to
the optical axis after the lens. And inversely (2) a collimated beam
parallel to the optical axis will be focused at the focal plane of the
lens. (3) A light source in the focal plane of the lens will become
collimated after passing through the lens with an oblique angle
determined by the distance from the optical axis and inversely (4)
An oblique collimated beam will be focused in the focal plane by the
lens. The numerical aperture of an imaging system is a function of
the maximum convergence angle, a, as defined in rule 2. The
maximum convergence angle is a function of the lens property
and its aperture (AP) size.
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Figure 3. The detection path of a microscope. Lenses L1 and L2
are the objective and the tube lens, respectively. L1 has focal
length f1 and L2 has focal length f2. For two points, P1 and P2
with separation, x, on the sample plane (S), these points are
projected to points P1’ and P2’ on the detector plane (D).



complete fluorescence microscope system (Fig. 4a) (9). In
addition to the detection optical path, fluorescence micro-
scope requires an excitation light source. The excitation
light source is typically placed in the focal point of a third
lens, L3. The lens collimates the excitation light and pro-
jects it uniformly on the specimen (Koehler illumination).
The lens, L3, is called the condenser. Since the excitation
light is typically much stronger than the fluorescence
emission, a bandpass filter is needed to block the excitation
light. In this trans-illumination configuration, it is often
difficult to select a bandpass filter with sufficient blocking
power without also losing a significant portion of the
fluorescence signal. To overcome this problem, an alter-
native geometry, epi-illumination, is commonly used
(Fig. 4b). In this geometry, lens L1 functions both as the
imaging objective and the condenser for the excitation
light. A couple of relay lenses (L4, L4’) are used to focus
the excitation light at the back aperture plane of the
objective via a dichroic filter that reflects the excitation
light but transmits the fluorescence signal. The excitation
light is collimated by L1 and uniformly illuminates the
sample plane. The fluorescence signal from the sample is
collected by the objective and projected onto the detector
via the tube lens L2. Since the excitation light is not
directed at the detector, the task of rejecting excess excita-
tion radiation at the detector is significantly easier. A
barrier filter is still needed to eliminate stray excitation
radiation from the optical surfaces.

From Fig. 2, one may assume that arbitrarily small
objects can be imaged by increasing the magnification
ratio. However, this is erroneous as the interference of
light imposes a resolution limit on an optical system (10).
The smallest scale features that can be resolved using
fluorescence microscopy are prescribed by the Abbe limit.

For an infinitely small emitter at the sample plane, the
image at the detector, the point spread function (PSF), is
not a single point. Instead, the intensity is distributed
according to an Airy function with a diameter, d:

d ¼ M
1:22l
NA

(15)

where M is the magnification of the system, l is the emis-
sion wavelength, and NA is the numerical aperture of the
objective, which is defined as (Fig. 2):

NA ¼ n sina (16)

where a is the half-convergence angle of the light and n is
the index of refraction of the material between the lens and
the sample. Therefore, the images of two objects on the
sample plane will overlap if their separation is <1.22l/NA.
Since NA is always on the order of 1, an optical system can
only resolve two separate objects if their separation is on
the order of the wavelength of light.

Fluorescence Detectors and Signal Processing

Since the fluorescence signal is relatively weak, sensitive
detectors are crucial in the design of a high performance
fluorescence microscope. For a wide field microscope, the
most commonly used detectors are charged couple device
(CCD) cameras, which are area detectors that contain a
rectilinear array of pixels. Each pixel is a silicon semicon-
ductor photosensor called a photodiode. When light is
incident upon an individual photodiode, electrons are gen-
erated in the semiconductor matrix. Electrodes are orga-
nized in the CCD camera such that the charges generated
by optical photons can be stored capacitatively during the
data acquisition. After data acquisition, manipulating
the voltages of the electrodes on the CCD chip allows
the charges stored in each pixel to be extracted from the
detector sequentially and read out by the signal condition-
ing circuit. These cameras are very efficient devices with a
quantum efficiency up to �80% (i.e., they can detect up to 8
out of 10 incident photons). Furthermore, CCD cameras
can be made very low noise such that even four to five
photons stored in a given pixel can be detected above
the inherent electronic noise background of the readout
electronics.

While CCDs are the detector of choice for wide-field
microscopy imaging, there are other microscope configura-
tions (discussed below) where an array detector is not
necessary and significantly lower cost single element detec-
tors can be used. Two commonly used single element
detectors are avalanche photodiodes (APDs) and photo-
multiplier tubes (PMTs).

Avalanche photodiodes and photomultiplier tubes have
been used in confocal and multiphoton microscopes. Ava-
lanche photodiodes are similar to the photodiode element
in a CCD chip. By placing a high voltage across the device,
the photoelectron generated by the photon is accelerated
across the active area of the semiconductor and collide with
other electrons. Some of these electrons gain sufficient
mobility from the collision and are accelerated toward
the anode of the device themselves. This results in an
avalanche effect with a total electron gain on the order
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Figure 4. Two configurations of fluorescence microscopy (a)
trans-illumination and (b) epi-illumination. The objective and
detection tube lenses are L1 and L2. The condenser is L3. The
excitation relay lenses are L4 and L40. The sample and detector
planes are S and D respectively. The light source is LS. The
dichroic filter and the barrier filter are DC and BR.



of hundreds to thousands. A sizable photocurrent is gen-
erated for each input photon. A normal photodiode or a
CCD camera does not have single photon sensitivity
because the readout electronic noise is higher than the
single electron level. The gain in the avalanche photodiode
allows single photon detection. Photomultiplier tubes oper-
ate on a similar concept. A photomultiplier is not a solid-
state device, but a vacuum tube where the photons impact
the cathode and generates a photoelectron using the photo-
electric effect. The electron generated is accelerated by a
high voltage toward a second electrode, called a dynode.
The impact of the first electron results in the generation of
a cascade of new electrons that are then accelerated toward
the next dynode. A photomultiplier typically has �5–10
dynode stages. The electron current generated is collected
by the last electrode, the anode, and is extracted. The
electron gain of a photomultiplier is typically >1–10
million. While APDs and PMTs are similar devices, they
do have some fundamental differences. The APD are silicon
devices and have a very high quantum efficiency (� 80%)
from the visible to the near-IR spectral range. The PMT
photocathode material has a typical efficient of 20%, but
can reach � 40% in the blue–green spectral range. How-
ever, PMTs are not sensitive in the red–IR range with
quantum efficiency dropping to a few percent. On the other
hand, PMT have significantly higher gain and better tem-
poral resolution.

Advanced Fluorescence Microscopy Configurations

In addition to wide-field imaging, fluorescence microscopy
can be implemented in other more advanced configurations
to enable novel imaging modes. We will cover four other
particularly important configurations: wide-field deconvo-
lution microscopy, confocal microscopy, two-photon micro-
scopy, and total internal reflection microscopy.

Wide-Field Deconvolution Microscopy. Wide-field
microscopy is a versatile, low cost, and widely used tech-
nique. However, cells and tissues are inherently three
dimensional (3D). In a thick sample, the signals from
multiple sample planes are integrated to form the final
image. Since there is little correlation between the struc-
tures at different depths, the final image becomes fuzzy.
The need for 3D resolved imaging has long been recog-
nized. The iterative deconvolution approach has worked
well for relatively thin specimen, such as in the imaging of
organelle structures in cultured cells (11) (Fig. 5). In terms
of instrument modifications, the main difference between
deconvolution microscopy and wide-field microscope is the
incorporation of an automated axial scanning stage allow-
ing a 3D image stack to be acquired from the specimen. An
initial estimate of the 3D distribution of fluorophores is
convoluted with the known PSF of the optical system. The
resultant image is then compared with the measured 3D
experimental data. The differences allow a better guess of
the actual fluorophore distribution. This modified fluoro-
phore distribution is then convoluted with the system PSF
again and allows another comparison with experimental
data. This process repeats until an acceptable difference
between the convoluted image and the experimental data

is achieved. The deconvolution process in a wide-field
fluorescence microscope belongs to the class of mathema-
tical problems called ill-posed problems (12–14). An ill-
posed problem does not have a unique solution, but
depends on the selection of approach constraints to reach
a final solution. One should consider the deconvoluted
images only as the best estimate of the real physical
structure given the available data. Furthermore, deconvo-
lution algorithm is computationally intensive and often
fails in thick specimens.

Confocal Fluorescence Microscopy. Confocal fluores-
cence microscopy is a powerful method that can obtain
3D resolved sections in thick specimens by completely
optical means (15–18). The operation principle of confocal
microscopy is relatively straightforward. Consider the fol-
lowing confocal optical system in the transillumination
geometry (Fig. 6). Excitation light is first focused at an
excitation pinhole aperture. An excitation tube lens colli-
mates the rays and projects them toward the condenser.
The excitation light is focused at the specimen. The emitted
light from the focal point is collected by the objective and
collimated by the emission tube lens. The collimated light
is subsequently refocused at the emission pinhole aperture.
The detector is placed behind the aperture. As it is clear in
the ray tracing illustration, the fluorescence signal pro-
duced at the specimen position defined by the excitation
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Figure 5. A comparison between (a) normal wide-field images
and (b) deconvoluted images (11). Green fluorescent protein
labeled mitochondria of a cultured cell was imaged by a wide-
field fluorescence microscope as a 3D image stack. The image stack
is deconvoluted and the significantly improved result is shown.
The axial position of the image stack is shown below in units of
micrometers.

L1L3 SLS L2 DL3′
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Figure 6. The configuration of a simple confocal microscope. The
objective and the detection tube lenses are L1, L2. The light source
is LS. The excitation aperture placed in front of the light source is
EXA. The relay lens that images the excitation aperture and
projects the image of the pinhole onto the specimen (S) are L3
and L30. The fluorescence emission from the focal point (red rays)
are projected onto the emission aperture (EMA) by L1 and L2. The
signal is transmitted through EMA and is detected by the detector
(D). Fluorescence generated outside the focal plane in the
specimen (blue rays) are defocused at EMA and are mostly blocked.



pinhole aperture is exactly transmitted through the con-
jugate pinhole in the emission light path. However, for a
fluorescence signal generated above or below the focal
plane, the light is defocused at the emission pinhole aper-
ture and is largely rejected. Hence, a pair of conjugate
pinholes allows the selection of a 3D defined volume. One
can show that a confocal microscope can image structures
in 3D with a volume resolution of 0.1 fl. This system
achieves 3D resolution, at the cost of obtaining fluorescence
signal from only a single point in the specimen. It is
necessary to raster scan the excitation focus to cover a
3D volume. Confocal microscopy has been used extensively
to investigate microstructures in cells and in the imaging of
tissues (19) (Fig. 7).

Two-Photon Fluorescence Microscopy. A two-photon
microscope is an alternative to confocal microscopy for
the 3D imaging of thick specimens. Denk, Webb, and co-
workers in 1990 introduced two-photon excitation micro-
scopy (18,20). Fluorophores can be excited by the simulta-
neous absorption of two photons each having one-half of the
energy needed for the excitation transition. Since the two-
photon excitation probability is significantly less than the
one-photon probability, two-photon excitation occurs only
at appreciable rates in regions of high temporal and spatial
photon concentration. The high spatial concentration of
photons can be achieved by focusing the laser beam with a
high numerical aperture objective to a diffraction-limited
spot. The high temporal concentration of photons is made
possible by the availability of high peak power pulsed
lasers (Fig. 8). Depth discrimination is the most important
feature of multiphoton microscopy. In the two-photon case,
>80% of the total fluorescence intensity comes from a 1 mm
thick region about the focal point for objectives with
numerical aperture of 1.25. For a 1.25 NA objective using
excitation wavelength of 960 nm, the typical point spread
function has a fwhm of 0.3mm in the radial direction and
0.9mm in the axial direction (Fig. 8). Two-photon micro-
scopy has a number of advantages compared with confocal
imaging: (1) Since a two-photon microscope obtains 3D
resolution by limitation the region of excitation instead
of the region of detection as in a confocal system, photo-
damage of biological specimens is restricted to the focal
point. Since out-of-plane chromophores are not excited,

they are not subject to photobleaching. (2) Two-photon
excitation wavelengths are typically redshifted to about
twice the one-photon excitation wavelengths in the IR
spectral range. The absorption and scattering of the exci-
tation light in thick biological specimens are reduced.
(3) The wide separation between the excitation and emis-
sion spectra ensures that the excitation light and Raman
scattering can be rejected without filtering out any of the
fluorescence photons. An excellent demonstration of the
ability of two-photon imaging for deep tissue imaging is in
the neurobiology area (21) (Fig. 9).

Total internal reflection microscopy. Confocal and two-
photon microscopy can obtain 3D resolved images from
specimens up to a few hundred micrometers in thickness.
However, both types of microscopy are technically challen-
ging, require expensive instrumentation, and only can
acquire data sequentially from single points. Total internal
reflection microscopy (TIRM) is an interesting alternative
if 3D-resolved information is only required at the bottom
surface of the specimen, such as the basal membrane of a
cell (22–24). Total internal reflection occurs at an interface
between materials with distinct indices of refraction
(Fig. 10). If light ray is incident from a high index prism,
n2, toward the lower index region, n1, at an angle u, the
light will be completely reflected at the interface if u is >uc,
the critical angle.

sin uc ¼
n1

n2
(17)

While the light is completely reflected at the interface, the
electric field intensity right above the interface is nonzero,
but decays exponentially into the low index medium. The
decay length of the electric field is on the order of tens to
hundreds of nanometers. Compared with other forms of 3D
resolved microscopy, TIRM allows the selection of the
thinnest optical section, but only at the lower surface of
the sample. While prism launch TIRM as described is
simpler to construct, the bulky prism complicates the
routine use of TIRM for cell biology studies. Instead,
ultrahigh numerical aperture objectives have been pro-
duced (1.45–1.6 N). Light rays focus at the back aperture
plane of the objective that are sufficiently off axis will
emerge collimated, but at an oblique angle. If a specimen
grown on a high index coverglass is placed upon the
objective, total internal reflection can occur at the speci-
men-coverglass interface if the oblique angle is sufficiently
large. This approach has been described as the objective
launch TIRM and has been very successful in the study of
exocytosis processes (23) (Fig. 11).

FLUORESCENT PROBES

Fluorescence microscopy has found many applications in
biomedicine. This wide acceptance is a direct result of the
availability of an ever growing set of fluorescence probes
designed to measure cell and tissue structure, metabolism,
signaling processes, gene expression, and protein distribu-
tion (25,26). The synthesis of fluorescent probes dates back
to 1856, when William Perkin made the first synthetic
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Figure 7. A comparison between confocal (a) and wide field (b)
imaging of a plasmacytoma cell labeled with fluorescent
antiendoplasmin that binds mainly to the endoplasmic reticulum.
In the wide-field image, it is not possible to determine whether the
central nucleic region contains endoplasmin end the structure of the
cisternae are unclear (19).



probe from coal tar dye. Thereafter, many more synthetic
dyes became available: pararosaniline, methyl violet,
malachite green, safranin O, methylene blue, and numer-
ous azo dyes. While most of these early dyes are weakly fluo-
rescent, more fluorescent ones based on the xanthene and
acridine heterocyclic ring systems soon became available.

Optical Factors in the Selection of Fluorescent Probes

Before providing a survey of the wide variety of fluorescent
probes, it is important to first discuss the optical properties
of fluorescent probes that are important for microscopic
imaging: extinction coefficient, quantum yield, fluorescent
lifetime, photobleaching rate, and spectral characteristics.

One of the most important characteristic of a fluorescent
probe is its extinction coefficient. Extinction coefficient, e,
measures the absorption probability of the excitation light
by the fluorophore. Consider excitation light is transmitted
through a solution containing fluorophore at concentration
c with a path length l. The light intensities before and after
the solution are I0 and I. The extinction coefficient can then

be defined by Beer’s law:

log10
I0

I
¼ ecl (18)

Fluorescent probes with high extinction coefficients can
be excited by lower incident light intensity allowing the use
of lowest cost light sources and reducing the background
noise of the images originated from scattered excitation
light.

Quantum yield, Q, measures the relative contributions
of the radiative versus nonradiative decay pathways. High
quantum efficiency maximizes the fluorescent signal for
each photon absorbed. The combination of probe extinction
coefficient and quantum efficiency quantifies the total
conversion efficiency of excitation light into fluorescent
signal.

While e and Q determines excitation light conversion
efficiency, the maximum rate of fluorescent photon gen-
eration also depends on the lifetime, t, of the probe. Since a
molecule that has been excited cannot be reexcited until it
returns to the ground state, fluorescent lifetime
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Figure 8. Two-photon microscopy optically sections and produces a fluorescent signal originating
only from the focal point (a) the geometry of two-photon fluorescence. In traditional one-photon
excitation, fluorescence is generated throughout the double inverted cones (blue arrow). Two-photon
excitation generates fluorescence only at the focal point (red arrow). (b) The submicron PSF of two-
photon excitation at 960 nm: The full-widths at half maximum (fwhm) are 0.3 mm radially and 0.9
mm axially. (c) An experimental visualization of the small excitation volume of two-photon
fluorescence. One- and two-photon excitation beams are focused by two objectives (equal
numerical aperture) onto a fluorescein solution. Fluorescence is generated all along the path in
the one-photon excitation case (blue arrow), whereas fluorescence is generated only in a 3D confined
focal spot for two-photon excitation (red arrow) The reduced excitation volume is thought to lead to
less photodamage. (Please see online version for color figure)



determines the rate at which a single probe molecule can be
recycled. In general, for fluorescent probes with equal e and
Q, fluorescent photon production rate is an inverse func-
tion of probe lifetime. Further intersystem cross-rate also
plays a role in determining photon generation rate. Since
the triplet state has a very long lifetime, probes with high
intersystem cross-rates are trapped in the triplet state with
a relatively lower photon generation rate.

Photobleaching rate measures the probability that a
probe will undergo an excited-state chemical reaction
and become nonfluorescent irreversibly. Therefore, the
photobleaching rate of a probe limits the maximum num-
ber of fluorescence photons that can be produced by a single
fluorophore. Photobleaching rates of fluorophores vary
greatly. For example, rhodamine can survive up to
100,000 excitation, fluorescein a few thousand, and tryp-
tophan can only sustain a few excitation events. Photo-
bleaching can be caused by a variety of processes.
Generally, it is the result of a photochemical reaction in
the excited state of the probe. For example, a common
bleaching pathway is the generation of a triplet state that
reacts with oxygen dissolved in solution to generate singlet
oxygen and an oxidized molecule incapable of undergoing
the same electronic transition as before.

Spectral properties are also important in probe selection
for a number of reasons. First, selecting fluorescent probes
with well-separated excitation and emission spectra allow
more efficient separation of the fluorescence signal from
the excitation light background. Second, fluorescent probes
should be selected to match the detector used in the micro-
scope that may have very different sensitivity across the
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Figure 9. Fluorescein dextran labeled blood vessels in the
primary vibrissa cortex of a living rat brain imaged using two-
photon microscope down to a depth of >500mm, which
demonstrates the ability of this technique to image deep into
tissue (21).

L1

L2

D

BR

ΘP

Figure 10. The configuration of a total internal reflection
fluorescence microscope. L1 and L2 are objective and tube lens,
respectively. The barrier filter is BR and the detector is D. The
prism is P. The excitation light (green) is incident up the prism at
angle, u, greater than the critical angle. The excitation light is
totally internally reflected from the surface. A magnified view is
shown on the left. The evanescence electric field induced by the
excitation light above the prism surface decays exponentially and
only induces strong fluorescence signal for probes close to the
surface of the prism. Please see online version for color figure.

Figure 11. Epi-illuminated wide field (EPI) and total internal
reflection (TIR) microscopy of bovine chromaffin cells containing
secretory granules marked with GFP atrial naturetic protein (23).
Only the lower plane of the cells contributes to the fluorescence
signal in TIR set-up.



spectral range. For example, most PMTs have maximum
efficiency in the green spectral range, but very low effi-
ciency in the red. Therefore, green emitting probes are
often better matches for microscopes using PMTs as detec-
tors. Third, probes with narrow emission spectra allow a
specimen to be simultaneously labeled with different colors
providing a method to analyze multiple biochemical com-
ponents simultaneously in the specimen.

Classification of Fluorescent Probes

There is no completely concise and definitive way to classify
the great variety of fluorescent probes. A classification can
be made based on how the fluorophores are deployed in
biomedical microscopy: intrinsic probes, extrinsic probes,
and genetic expressible probes.

Intrinsic Probes. Intrinsic probes refer to the class of
endogenous fluorophores found in cells and tissues. Many
biological components, deoxyribonuclic acid such as (DNA),
proteins, and lipid membrane are weakly fluorescent. For
example, protein fluorescence is due to the presence of
amino acids: tryptophan, tyrosine, and phenylalanine.
Among them, tryptophan is the only member with mar-
ginal quantum yield for microscopic imaging. However,
fluorescent imaging based on tryptophan provides very
limited information due to the prevalence of this amino
acid in many proteins distributed throughout cellular sys-
tems and provides no specificity or contrast. The most
useful intrinsic probes for microscopy imaging are a num-
ber of enzymes and proteins, such as reduced pyridine
nucleotides [NAD(P)H], flavoproteins, and protoporphyrin
IX. Both NAD(P)H and favoproteins are present in the
cellular redox pathway. The NAD(P)H becomes highly
fluorescent when reduced, whereas flavoprotein becomes
fluorescent when oxidized, while their redox counterparts
are nonfluorescent. These enzymes thus provide a powerful
method to monitor cell and tissue metabolism. Protopor-
phyrin IX (PPIX) is a natural byproduct in the heme
production pathway that is highly fluorescent. Certain
cancer cells have been shown to have upregulate PPIX
production relative to normal tissue and may be useful in
the optical detection of cancer. Another class of important
intrinsic fluorophores includes elastin and collagen, which
resides in the extracellular matrix allowing structural
imaging of tissues. Finally, natural pigment molecules,
such as lipofuscin and melanin, are also fluorescent and
have been used in assaying aging in the ocular system and
malignancy in the dermal system respectively.

Extrinsic Probes. Many extrinsic fluorescent probes
have been created over the last century. A majority of
these extrinsic fluorophores are small aromatic organic
molecules (25–28). Many probe families, such as
xanthenes, canines, Alexas, coumarines, and acrinides
have been created. These probes are designed to span
the emission spectrum from near UV to the near-IR range
with optimized optical properties. Since these molecules
have no intrinsic biological activity, they must be conju-
gated to biological molecules of interest, which may be
proteins or structure components, such as lipid molecules.

Most common linkages are through reactions to amine and
thiol residues. Reactions to amine are based on acylating
reactions to form carboxamides, sulfonamides, or thiour-
eas. Targeting thiol residue in the cysteines of proteins can
be accomplished via iodoacetamides or maleimides. Other
approaches to conjugate fluorophores to biological compo-
nents may be based on general purpose linker molecules,
such as biotin-avidin pairs or based on photoactivable
linkers. A particularly important class of fluorophores
conjugated proteins is fluorescent antibodies that allow
biologically specific labeling.

In addition to maximizing the fluorescent signal, the
greater challenge in the design of small molecular probes is
to provide environmental sensitivity. An important class of
environmentally sensitive probes distinguishes the hydro-
philic versus hydrophobic environment and results in a
significant quantum yield change or spectral shift based on
solvent interaction. This class of probes includes DAPI,
laurdan, and ANS, which have been used to specifically
label DNA, measure membrane fluidity, and sense protein
folding states, respectively. Another important class of
environmentally sensitive probes senses intracellular ion
concentrations, such as pH, Ca2þ, Mg2þ, Zn2þ. The most
important members of this class of probes are calcium
concentration sensitive because of the importance of cal-
cium as a secondary messenger. Changes in intracellular
calcium levels have been measured by using probes that
either show an intensity or a spectral response upon cal-
cium binding. These probes are predominantly analogues
of calcium chelators. Members of the Fluo-3 series and
Rhod-2 series allow fast measurement of the calcium level
based upon intensity changes. More quantitative measure-
ment can be based on the Fura-1 and Indo-1 series that are
ratiometric. These probes exhibit a shift in the excitation or
emission spectrum with the formation of isosbestic points
upon calcium binding. The intensity ratio between the
emission maxima and the isosbestic point allows a quanti-
tative measurement of calcium concentration without
influence from the differential partitioning of the dyes
into cells.

Quantum dots belong to a new group of extrinsic probes
that are rapidly gaining acceptance for biomedical imaging
due to a number of their very unique characteristics (29–
31). Quantum dots are semiconductor nanoparticles in the
size range of 2–6 nm. Photon absorption in the semicon-
ductor results in the formation of an exciton (an electron-
hole pair). Semiconductor nanoparticles with diameters
below the Bohr radius exhibit strong quantum confinement
effect, which results in the quantization of their electronic
energy level. The quantization level is related to particle
size where smaller particles have a larger energy gap. The
radiative recombination of the exciton results in the emis-
sion of a fluorescence photon with energy corresponding to
the exciton’s quantized energy levels. The lifetime for the
recombination of the exciton is long, typically on the order
of a few tens of nanoseconds. Quantum dots have been
fabricated from II–VI (e.g., as CdSe, CdTe, CdS, and ZnSe)
and III–V (e.g., InP and InAs) semiconductors. Due to the
compounds involved in the formation of these fluorescent
labels, toxicity studies have to be realized prior to any
experiments. Recent research works have been devoted
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to the better manufacture of these semiconductor crystals
including methods to form a uniform crystalline core and to
produce a surface capping layer that enhances the bio-
compability of these compounds, prevents their aggrega-
tion, and can maximize their quantum efficiency.
Furthermore, coating the surface of quantum dots with
convenient functional groups, including common linkages,
such as silane or biotin, has been accomplished to facilitate
linkage to the biological molecules. Quantum dots are
unique in their broad absorption spectra, very narrow
(�15 nm) emission spectrum, and extraordinary photo-
stability. In fact, quantum dots have been shown to have
photobleaching rates orders of magnitude below that of
organic dyes. Quantum dots also have excellent extinction
coefficients and quantum yield. While there are significant
advantages in using quantum dots, they also have a num-
ber of limitations including their relative larger size com-
pared with organic dyes and their lower fluorescence flux
due to their long lifetime. Quantum dots have been applied
for single receptor tracking on cell surface and for the
visualization of tissue structures, such as blood vessels.

Genetic Expressible Probes. The development of geneti-
cally expressible probes has been rapid over the last decade
(32). The most notable of these genetic probes is green
fluorescent protein, GFP (33). The GFP was isolated and
purified from the bioluminescent jellyfish Aequorea
Victoria. Fusion proteins can be created by inserting
GFP genes into an expression vector that carries a gene
coding for a protein of interest. This provides a completely
noninvasive procedure and perfectly molecular specific
approach to track the expression, distribution, and traf-
ficking of specific proteins in cells and tissues. In order to
better understand protein signaling processes and protein–
protein interactions, fluorescent proteins of different colors
have been created based on random mutation processes.
Today, fluorescent proteins with emission spanning the
spectral range from blue to red are readily available.
Expressible fluorescent proteins that are sensitive to cel-
lular biochemical environment, such as pH and calcium,
have also been developed. Novel fluorescent proteins with
optically controllable fluorescent properties, such as photo-
activatable fluorescent proteins, PA-GFP, photoswitchable
CFP, and pKindling red have been created and may be used
in tracing cell movement or protein transport. Finally,
protein–protein interactions have been detected based on
a novel fluorescent protein approach in which each of the
interacting protein pairs carries one-half of a fluorescent
protein structure that is not fluorescent. Upon binding of
the protein pairs, the two halves of the fluorescent protein
also recombine, which results in a fluorescent signal.

ADVANCED FUNCTIONAL IMAGING MODALITIES AND
THEIR APPLICATIONS

A number of functional imaging modalities based on fluor-
escent microscopy have been developed. These techniques
are extremely versatile and have found applications ran-
ging from single molecular studies to tissue level experi-
ments. The implementation of the most common imaging

modalities will be discussed with representative examples
from the literature.

Intensity Measurements

The most basic application of fluorescence microscopy con-
sists in mapping fluorophore distribution based on their
emission intensity as a function of position. However, this
map is not static. Measuring intensity distribution as a
function of time allows one to follow the evolution of
biological processes. The fastest wide-field detectors can
have a frame rate in the tens of kilohertz range, unfortu-
nately at the expense of sensitivity and spatial resolution.
They are used to study extremely fast dynamics, such as
membrane potential imaging in neurons. For 3D imaging,
point scanning techniques are typically slower than wide-
field imaging, but can reach video rate speed using multi-
foci illumination.

Dynamic intensity imaging has been used at the tissue
level to follow cancer cells as they flow through blood
vessels and extravasate to form metastases, or in embryos
to track the expression of a regulatory protein at different
developmental stages. One commonly used technique to
follow the movements of protein in cellular systems is
fluorescent recovery after photobleaching (FRAP). In
FRAP studies, a small area of a cell expressing a fluores-
cently labeled protein is subjected to an intense illumina-
tion that photobleaches the dye and leads to a drastic drop
in fluorescence intensity. The rate at which the intensity
recovers provides a measure of the mobility of the protein of
interest.

An important aspect of the fluorescent microscopy tech-
nique lies also in the image analysis. Particle tracking
experiments are an excellent example. Zuhang and co-
workers (34) studied the infection pathway of the influenza
virus labeled with a lipophilic dye in CHO cells. Each frame
of the movie recorded was analyzed to extract the position
of the virus particles with 40 nm accuracy. Three different
stages of transport after endocytosis of the virus particle
were separated, each involving different transport
mechanisms transduced by a different protein as shown
on Fig. 12. The first stage is dependant on actin and results
in an average transport distance of 2 mm from the initial
site of binding at the cell periphery. The second stage is
characterized by a sudden directed displacement that
brings the virus close to the nucleus with a speed of 1–4
mm s�1 that is consistent with the velocity of dynein motors
on microtublues. The last stage consists of back and forth
motion in the perinuclear region. This is followed by the
fusion of the endosome with the virus and the liberation of
the genetic material. This event is identified by a sudden
increase in the fluorescence intensity due to the dequench-
ing of the fluorescent tags on the virus.

Spectral Measurements

An extremely important feature of fluorescent microscopy
is the ability to image many different fluorescent species
based on their distinct emission spectra. Dichroic bandpass
filters optimized for the dyes used in the experiment can
discriminate efficiently between up to four or five different
fluorophores.
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In a study of connexin trafficking, Ellisman and co-
workers (35) used a dual labeling scheme to highlight
the dynamics of these proteins. Using a recombinant pro-
tein fused to a tetracystein receptor domain, the connexin
was stably labeled with a biarsenical derivate of fluorescein
or resorufin (a red fluorophore). The cells expressing these
modified proteins were first stained with the green fluor-
ophore and incubated 4–8 h. The proteins produced during
this incubation period are fluorescently tagged in a second
staining step with the red fluorophore. The two-color
images highlight the dynamics of the connexin refurbish-
ing at the gap junction. As shown on Fig. 13, the older
proteins are found in the center and are surrounded by the
newer proteins.

For wide-field fluorescence imaging using a CCD cam-
era, spectral information is collected sequentially while
position information is collected at once. Bandpass filters
can be inserted to select the emission wavelength in
between image frames. This procedure is relatively slow
and can result in image misregistration due to the slight
misalignment of the filters. This problem can be overcome
by the use of electronically tunable filter. Two types of
electronically tunable filters are available based either on
liquid-crystal technology or on electrooptical crystals.
Liquid-crystal tunable filters are made of stacks of bire-
fringent liquid-crystal layers sandwiched between polariz-
ing filters. Polarized light is incident upon the device. The
application of a voltage on the liquid-crystal layer produces
a wavelength dependent rotation of the polarization of light
as the light is transmitted through the liquid-crystal
layers. After cumulative rotations through the multiple
layers, only the light at a specific spectral range is at the
correct polarization to pass through the final polarizer
without attenuation. The second type is acoustooptics tun-
able filters (AOTFs). An AOTF works by setting acoustic
vibration at radio frequency (rf) through an electrooptical
crystal to create a diffraction grating that singles out the
appropriate wavelength with a few nanometer bandwidth.
The main advantage of AOTF is that the wavelength
selection is realized by tuning the acoustic wave frequency,
which can be done in a fraction of a millisecond while the
liquid-crystal tunable filters operate with a time constant
of hundreds of milliseconds. The latter, however, have a
larger clear aperture and selectable bandwidth ranging

from a fraction of a nanometer up to tens of a nanometer.
Liquid-crystal filters are more often used for emission
filtering while the acoustooptic filters are more commonly
used for excitation wavelength selection.

Typical emission spectra from molecular fluorophores
have a sharp edge at the blue end of the spectrum, but have
a long tail extending far into the red due to electronic
relaxation from the excited state into a vibrationally
excited ground state. When imaging with a few color
channels, where each channel represents a single chromo-
phore, one has to be careful to take into account the
spectral bleedthrough of each dye into the neighboring
channels. Collecting signal in a larger number of channels
allows the use of a linear unmixing technique to account for
the real shape of the emission spectra of each dye and
accounts more precisely for their contributions in each
pixel of the image. This technique can be implemented
using tunable filters with a narrow bandwidth and CCD
camera detectors. It has also been shown that an inter-
ferometer can be used to encode the spectral information in
the image on the CCD camera. An image is then recorded
for each step of the interferometer and a Fourier transform
analysis allows the recovery of the spectral information.
Although it requires more advanced postprocessing of the
image data, this approach offers a large spectral range and
a variable spectral resolution unmatched by the tunable
filters.
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Figure 12. Particle tracking of virus
infecting a cell. (a) Trajectory of the
virus. The color of the trajectory codes
time from 0 s (black) to 500 s (yellow).
The star indicates the fusion site of the
virus membrane with the vesicle. (b)
Time trajectories of the velocity
(black) and fluorescence (blue) of the
virus particle (34). Please see online
version for color figure.

Figure 13. Connexin trafficking at gap junction. The newly
produced proteins are labeled in red after 4 h (a and b) or 8 h (c
and d) hours after the first staining step with green. The older
proteins occupy the periphery of the gap junction, while the new
ones are localized in its center (35). Please see online version for
color figure.



In scanning systems, such as confocal microscopes, the
use of dichroic beamsplitters can be readily constructed to
simultaneously resolve two or three spectral channels in
parallel at each scan position. If more spectral channels are
desired for spectral decomposition measurement, the emis-
sion can be resolved in a multichannel detector using a
grating or a prism to separate the different wavelength
components. This has been used to separate the contribu-
tion of dyes with very similar emission spectra like GFP
and fluorescein, or resolve the different intrinsic fluoro-
phores contained in the skin where many fluorophores with
overlapping spectra are present.

A particularly promising class of probes for spectral
imaging are quantum dots. As discussed previously, the
emission spectra of quantum dots are very narrow and can
be tuned by changing their size. Further, all quantum dots
have a very broad excitation spectrum and a single excita-
tion wavelength larger than the band gap energy can lead
to the efficient excitation of many different colored quan-
tum dots simultaneously. In their report, Simon and co-
workers (36) used these particles to track metastatic cells
injected in the tail of a mouse as they extravasate into lung
tissue. Using spectrally resolved measurements, they
demonstrate their ability to recognize at least five different
cell populations each labeled with different quantum dots.
Figure 14 shows an image of cells labeled with different
quantum dots and the emission spectra from each of these
particles. The difference in emission spectra allows an easy
identification of each cell population.

Lifetime Resolved Microscopy

Measurement of the fluorescence lifetime in a microscope
provides another type of contrast mechanism and can be
used to discriminate dyes emitting in the same wavelength
range. It is also commonly used to monitor changes in the
local environment of a probe measuring the pH or the
concentration of cations In situ. The fluorescence lifetime
can be shortened by interaction of the probe with a
quencher, such as oxygen. Another type of quenching is
induced by the presence of the transition dipole of other
dyes, which are in close vicinity and lifetime measure-
ments can be used to quantify energy-transfer processes
(discussed further in a later section).

There are two methods to measure the fluorescence
lifetime in a microscope. One is in the time domain and
the other is in the frequency domain. In the time domain, a
light pulse of short duration excites the sample and the
decay of the emission is timed. The resulting intensity
distribution is a convolution between the instrument
response and the exponential decay of the fluorophore.

IðtÞ ¼ I0

Z t

0
Gðt � TÞ 
 exp

T

t

� �
dT (19)

In the frequency domain, the excitation light is modulated at
frequency v. The intrinsic response time of the fluorescence
acts as a low pass filter and the emitted signal is phase
shifted and demodulated. Both the demodulation and the
phase shift can be linked to the fluorescence lifetime.

Df ¼ a tanðvtÞ (20)

M ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ v2t2

p (21)

In order to obtain a measurable phase shift and modula-
tion, the frequency has to be on the same order of
magnitude as the lifetime (i.e., 108 Hz). However, it is
difficult to measure these two parameters at such high
frequencies. Therefore, one typically uses a heterodyne
detection to lower the frequency to the kilohertz range by
modulating the detector at a frequency close to the
excitation frequency.

For wide-field microscopy, an image intensifier is placed
in front of the CCD camera to modulate the gain of detection.
In the time domain, a short time gate is generated to collect
the emission at various times after the excitation. In the
frequency domain, the image intensifier is modulated at
high frequencies and a series of images at different phases
are acquired. In laser scanning confocal and multiphoton
microscopes, time correlated single-photon counting is the
method of choice for lifetime measurements in the time
domain because it offers an excellent signal/noise ratio at
low light levels. Every time a photon is detected, the time
elapsed since the excitation of the sample is measured. A
histogram of all the times of arrival yields a decay curve of
the fluorescence in each pixel of the image. For brighter
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Figure 14. Spectral imaging of cells labeled by quantum
dots. Cells were labeled with five different quantum dots
and imaged in a multiphoton microscope. Each symbol
represents a different quantum dot. The symbols on the
image match the emission spectra seen on the graph. The
spectral imaging set-up allows to discriminate between
the different cell populations (36).



samples, a frequency domain approach using modulated
detectors can also be used to measure the lifetime.

To measure the pH in the skin of a mouse, Clegg and co-
workers (37) used a modified fluorescein probe whose life-
time varies from 2.75 ns at pH 4.5 to 3.9 ns at pH 8.5. As
they image deeper in the skin, they observe that the
average pH increases from 6.4 at the surface up to >7 at
15 mm depth. The extracellular space is mostly acidic (pH
6), while the intracellular space is at neutral pH. Typically,
pH is measured in solution by correlating fluorescence
intensities with specific pH levels. This approach is not
suitable for tissues, as in the skin, since the dye is unevenly
distributed throughout the tissue (Fig. 15) due to differ-
ential partitioning. A measurement of pH based on fluor-
escence lifetime is not dependent on probe concentration
and thus the pH can be measured in the intra and extra-
cellular space at various depths in the skin.

Polarization Microscopy

Polarization microscopy is a technique that provides infor-
mation about the orientation or the rotation of fluoro-
phores. Linearly polarized excitation light results in
preferential excitation of molecules with their transition
dipole aligned along the polarization. If the molecule is in a
rigid environment, the emitted fluorescence will mostly
retain a polarization parallel to the excitation light. How-
ever, if the molecule has time to rotate before it emits a
photon, this will randomize the emission polarization. The
anisotropy r is a ratio calculated from the intensity parallel
Ik and perpendicular I? to the incident polarization and is a
measure of the ability of the molecule to rotate.

r ¼
Ik � I?
Ik þ 2I?

(22)

This ratio is mostly governed by two factors, which are
the fluorescence lifetime t and the rotational correlation
time u.

r ¼ r0

1 þ ðt=uÞ (23)

where r0 is the fundamental anisotropy. Molecules with a
short fluorescence lifetime and a long rotational correla-
tion time (t < u) will have a high anisotropy. In the
opposite case, where molecules can freely rotate during
the time they reside in the excited state, the anisotropy
will be low. An approximate measurement of the mobility
of a molecule can be obtained by exciting the sample at
different polarization angles. A proper measurement of
the anisotropy requires both a linearly polarized excita-
tion light source and the detection of the parallel and
perpendicular component of the fluorescence light using a
polarizer. This technique has been used to measure
viscosity and membrane fluidity In vivo. It has been
applied to quantify enzyme kinetics, relying on the fact
that the cleavage of a fluorescently labeled substrate leads
to a faster tumbling and thus a decrease in anisotropy.

Goldstein and co-workers (38) used polarization micro-
scopy at the single-molecule level to study the orientation of
the kinesin motor on a microtubule. A thiol reactive rhoda-
mine dye was attached to cysteines on the motor protein.
Microtubules decorated with the modified kinesin were
imaged under a different polarization angle. In the presence
of adenosine monophosphate (AMP)–(PNP) [a nonhydroly-
able analogue of adenonine triphosphats (ATP)], the fluor-
escence intensity depends strongly on the angle of
polarization of the excitation light (Fig. 16) proving that
the kinesin maintains a fixed orientation. In the presence of
adenonine5–diphosphate (ADP), however, the anisotropy is
lower (no dependence on excitation polarization angle),
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Figure 15. Quantification of the pH
of the skin by lifetime imaging. (a)
Intensity, (b) modulation, (c) lifetime,
and (d) pH maps of a mouse skin at
different depth. The lifetime
measurements allow a determination
of the pH independently of the
intensity changes recorded between
different imaging depth (37).



leading to the conclusion that the kinesin is very mobile,
while still attached to the microtubule.

Fluorescence Resonance Energy Transfer

Förster resonance energy transfer (FRET) is a technique
used to monitor interaction between two fluorophores on
the nanometer scale. When a dye is promoted to its excited
state, it can transfer this electronic excitation by dipole–
dipole interaction to a nearby molecule. Due to the nature
of this interaction, Förster predicted a dependence of the
FRET efficiency on the sixth power of distance that was
demonstrated experimentally by Stryer with a linear poly-
peptide of varying length (39). The efficiency E of the
process varies as function of the distance, R, between
the two molecules as

E ¼
R6

0

R6
0 þ R6

(24)

Where R0 is called the Förster distance, which depends on
Avogadro’s number NA, the index of refraction of the
medium n, the quantum yield of the donor molecule QD,
the orientation factor k, and the overlap integral J.

R6
0 ¼ 9000 lnð10Þk2QD

128p5NA n4
J (25)

k represents the relative orientation of the transition dipole
of the donor and acceptor molecules. In most cases, a
random interaction is presumed and this factor is set to
two-thirds. The overlap integral J represents the energy
overlap between the emission of the donor and the absorp-
tion of the acceptor. For well-matched fluorophore pairs, R0

is on the order of 4–7 nm.

Most FRET experiments are based on the measurement
of the intensity of the donor and of the acceptor because the
presence of FRET in a system is characterized by a
decrease in the emission of the donor and an increase in
the acceptor signal. Thus, in principle, a two color channel
microscope is sufficient to follow these changes. However,
experimental artifacts, such as concentration fluctuation
and spectral bleed, complicate the analysis of these images
and many different correction algorithms have been
developed.

FRET measurements have been used in molecular stu-
dies to measure distances and observe dynamic conforma-
tional changes in proteins and ribonuclic acid (RNA). In
cellular studies, FRET is often used to map protein inter-
actions. By labeling one protein with a donor dye and its
ligand with an acceptor dye, energy transfer will occur only
when the two proteins are bound such that the dyes come in
close proximity of each other.

The addition of fluorescence lifetime imaging provides
the additional capability of retrieving the proportion of
fluorophore undergoing FRET in each pixel of an image
independently of concentration variations. This is possible
because the fluorescence lifetime of a FRET construct is
shorter than the natural decay of the dye. Thus if one has a
mixture of interacting and free protein, fitting a double
exponential to the fluorescence decay allows us to retrieve
the proportion of interacting protein. This has been applied
by Bastiaens and co-workers (40) to the study the phos-
phorylation of the EGF receptor ErB1. The transmem-
brane receptor is fused with a GFP protein. The
phosphrylation of the protein is sensed by an antibody
labeled with a red dye (Cy3). When the Erb1 is phosphory-
lated, the antibody binds to the protein and FRET occurs
due to the short distance between the antibody and the
GFP. The ErB1 receptors can be stimulated by EGF coated
beads leading to phosphorylation and FRET. The time
course of the stimulation is followed and for each cell
and the fraction of phosphorylated receptors at various
time interval is shown in Fig. 17. After 30 s, the FRET
events are localized at discrete locations. But after 1 min,
the whole periphery of the cell displays high FRET, demon-
strating the lateral signaling of the receptor after activa-
tion at discrete location by EGF coated beads.
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Figure 16. Mobility of single kinesin motors on microtubules
probed by polarization microscopy. (a) Image of microtubules
sparsely decorated with kinesin motors in presence of AMP–
PNP and ADP. (b) Time course of the fluorescent intensity
recorded from single molecule excited with linearly polarized
light at four different angles. The large fluctuations of the
fluorescence intensity as function of the excitation polarization
in the AMP–PNP case demonstrate the rigidity of the kinesin
motor on the microtubule (38).

Figure 17. Time course of the phosphorylation of EGF receptors
ERB1 after stimulation by EGF coated beads observed by FRET
between a GFP modified EGF receptor and a phosphorylation
antibody labeled with Cy3. While the GFP intensity is remains
relatively constant, the concentration of the Cy3 tagged antibody
clearly increases after the stimulation. This leads to an increase
FRET signal as function of time (40).



CONCLUSION

The utility of fluorescence microscopy lies in its ability to
study biological structure and function In vivo. The exqui-
site sensitivity and image contrast of fluorescence micro-
scopy allow biological structures to be imaged on the
submicron length scale. The greatest power of fluorescence
microscopy lies in its ability to determine biochemical
functions using assays based on fluorescence spectroscopy.
With the availability of more versatile instruments, more
fluorophores unit greater molecular and environmental
specificity, the impact of fluorescence microscopy technol-
ogy on biomedical science will only increase.
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INTRODUCTION

Recent advances in technology have allowed us to study our
world at molecular, even subatomic, resolution. One of the
devices in the forefront of such studies is the atomic force
microscope (AFM), which is a relatively complex device
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with two major applications. It can be used as an imaging
device, which allows for the acquisition of atomic-level
images of biological structures as well as to measure forces
of interactions between two opposing surfaces down to the
single-molecule level.

Imaging AFM

The AFM was originally designed as an imaging tool (1). It
was modified from the design of the scanning tunneling
microscope (STM). The AFM acquires topographic images
by methodically scanning a sample with a flexible probe,
called a cantilever, which bends according to the contours
of the sample’s surface. The bending of the cantilever is
translated into an image map, which reveals the height
differences in the surface being scanned. It is possible to
image biological samples under physiological conditions as
imaging can be done in both air and liquid. The resulting
resolution of such maps is at the atomic level (2,3).

The imaging AFM has been used to image many biolo-
gical samples ranging from genetic material to cells to
bone. A few of these studies will be highlighted. One of
the earliest biological materials to be imaged was DNA,
which has been imaged in many forms to date, including
double- and single-stranded forms as well as more complex
structures. The AFM has also been used for many applica-
tions including DNA sizing, previously only achieved using
gel electrophoresis, DNA mapping, hybridization studies,
and examinations of protein-DNA interactions (4). AFM
studies of RNA were also conducted. Unlike DNA, which
mainly forms a double-helical structure, RNA has the
ability to form more advanced structures that do not rely
solely on Watson–Crick base pairing. One example are the
so-called kissing-loop structures imaged by Hansma et al.
(4) (Fig. 1). Not only was the AFM used in imaging of such
structures, many of them 3D, but also played an important
role in designing them (5). Unlike other imaging techni-
ques, AFM sudies can be done under physiological condi-
tions allowing for the imaging of biological processes.
Images of transcription complexes have been obtained,
for example, E.coli RNA polymerase in complex with
DNA. These studies are the only of their kind that can
answer certain specific questions as to how the RNA tran-
scription process takes place. One is able to visualize how
the DNA does not get entangled in the nascent RNA
strands. Such studies detailing the structure-function rela-
tionship of the transcription process are key in furthering
our understanding of gene expression (6,7).

Also, imaging of cells was conducted to examine the
structure of the cellular cortex in detail. The cell cytoske-
leton is known to be involved in affecting cell shape as well
as movement and other cellular responses to biochemical
and biophysical signals. At present, relatively little is
known about the mechanical organization of cells at a
subcellular level. Pesen et al. (8) studied the cell cortex
of bovine pulmonary artery endothelial cells (BPAECs)
using AFM and confocal fluorescence microscopy (CFM).
They were able to identify a coarse and fine mesh that
make up the cortical cytoskeleton. These two types of mesh
appear to be intertwined (Fig. 2) (8). Such details are not
distinguished in imaging studies using fixed cells.

Other imaging studies have looked at tendon and bone,
both of which are composed of type I tropo-collagen, which
was done by acquisition of high resolution AFM images of
type I collagen in conjunction with force spectroscopy
studies, namely protein unfolding, which is described in
the following section. Figure 3 reveals these high resolu-
tion collagen type I images. They were acquired using two
different concentrations of collagen, which resulted in
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Figure 1. Kissing-loop RNA structures. (a,c) Kissing-loop RNAs
at low concentrations. The three arms of the individual RNAs are
visible. (B) Kissing-loop RNAs at a concentration 10-fold higher
than in a and c. The individual structures are less well-defined.
Scale bars¼ 100 nm for all images.



slightly different orientations of collagen: random at the
lower concentration (Fig. 3a) and oriented unidirectionally
in the higher concentration (Fig. 3b). In these studies, the
AFM was used to investigate the mechanical properties of
this collagenous tissue, which are altered in diseases such
as osteoporosis. Being familiar with such properties is
important for gaining further understanding as well as
preventing and curing bone diseases (9).

Force Spectroscopy

The AFM can also be operated in the force scan mode,
which allows for the measurement of adhesion forces

between receptors and their corresponding binding part-
ners, or ligands. In studies of ligand-receptor forces, the
receptor is immobilized on the surface of a flexible AFM
cantilever whereas the ligand is attached to a suitable
substrate. The deflection of the cantilever during the
approach and withdrawal of the cantilever from the sub-
strate allow for the force of the interaction to be measured.
These type of experiments provide information simulating
the influence of internal and external forces that these
receptors would experience in the body, for example, the
shear stress experienced by a blood cell attached to the
endothelium while blood rushes past it. Such information
was previously unavailable when receptor-ligand interac-
tions were examined using more traditional biochemical
techniques. AFM has made it possible to acquire measure-
ments that reveal the mechanical properties of biomole-
cules under applied force. Measurements of the unbinding
force of a single ligand-receptor interaction can now be
acquired with the AFM (10–12).

The AFM can also be used in adhesion studies involving
whole cells (13,14). In these studies, the interaction
between a cell expressing a particular receptor of interest
and its ligand protein or another cell expressing the ligand
is measured. The cell adhesion experiments allow for the
acquisition of both single-molecule measurements, like in
the above-mentioned studies, as well as multiple-bond
interactions. The advantage of using the AFM in cell
adhesion studies is the high specificity and wealth of
information that is obtained. The AFM force scans provide
information about the individual bond strengths as well as
the force and work that is required to separate the entire
complex. Combining single-molecule and multiple-bond
data allows us to describe the thermodynamic model of
the separation of a particular complex in addition to the
mechanism of its action on the cellular scale (15,16).

The AFM can also serve as a microindenter that probes
soft samples, including cells revealing information about
their mechanical properties. The mechanical properties of
cells play an important role in such essential physiological
processes such as cell migration and cell division. Under-
standing these properties can later help scientists to iden-
tify when certain processes may be taking place. The
mechanical properties of cells are chiefly determined by
their actin cytoskleleton, which is the cell’s ‘‘backbone.’’
This type of information, which cannot be obtained using
standard cell biology methods, allows for the estimation of
the Young’s modulus of living cells (16). The Young’s
modulus is a calculated value, which provides information
regarding the compliance or elasticity of a cell. Such
experiments may be done with either the imaging AFM
or using force spectroscopy. Manfred Radmacher’s group
has conducted such measurements with an imaging AFM
in force mapping mode. The advantage of such measure-
ments is the wealth of information that they provide. These
experiments reveal not only the elastic properties of the
cells being examined but also topographical information.
They can also be performed in conjunction with video
microscopy to further confirm what one is visualizing
and that cells are not undergoing damage (17,18). In force
spectroscopy experiments, the Young’s modulus is
obtained by poking the cell cantilever tip. This type of
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Figure 2. AFM Images of the cortical mesh of bovine pulmonary
artery endothelial cells (BPAEC). (a–d) High magnification
deflection AFM images of the cortical mesh of living BPAECs in
a physiological saline. The filamentous mesh appears to be
organized on two length scales, with coarse mesh (arrowheads)
and fine mesh filaments (arrows). The two meshes are likely to be
intertwined, although it is possible that the fine mesh is layered
over the coarse mesh. Lateral resolution in these images is
�125 nm.

Figure 3. Topographical images (height; tapping mode in air) of
type I collagen monomers on a mica substrate. (a) low (1mg/ml)
concentration of collagen, (b) high (10mg/ml) concentration of
collagen.



information can be correlated with adhesion data to deter-
mine whether elasticity changes in response to drugs or
other stimulation have an effect on the strength of cell
adhesion (19).

Another application allows scientists to study protein
folding. Proteins are composed of amino acid chains, which
constitute the primary protein structure. These amino acid
chains have to undergo folding into tertiary and secondary,
3D structures, which is essential for the proper functioning
of these proteins. Recently, advances in AFM have made it
possible to study this fascinating biological process and
bring new insight into the energy landscapes of protein
folding. Proteins involved in mechanical functions are
composed of multiple domains, which fold individually.
One of these domains is fibronectin. The most common
form of fibronectin is fibronectin type III (FN-III), which is
found in an estimated 2% of all animal proteins and has
thus been studied extensively. FN-III domains are found in
the muscle protein titin, which is responsible for the pas-
sive elasticity of muscle. These domains have been found to
unravel during forced extension. Understanding the forces
required in unfolding events as well as the time it takes for
unfolding to happen can be critical for the physiological
functions of mechanical proteins such as titin (9,20–22).

Now that a brief overview of the potential applications of
the AFM has been provided, it is important to understand
the principles behind its operation. The following section
focuses on the theory of data acquisition using AFM as well
as descriptions of the equipment itself. The last section of
this article provides a more in-depth evaluation of the
technique in addition to discussing the most recent
advances in the field.

THEORY AND EXPERIMENTAL APPROACH

This section focuses on the theory and experimental
approaches of AFM. The section begins with a description
of the imaging AFM as well as its different modes of
operation, which allow for its applications in various
experimental protocols. Later, force spectroscopy is
described. Focus is placed on the force apparatus used
in our laboratory, which relies on the same basic principals
as the commercially available AFMs. In addition to a
description of its operation, this section also discusses
the different applications of the force apparatus.

Imaging AFM

Optical Beam Deflection. An AFM has a force sensor
called a cantilever to measure the forces between a sharp
tip and the surface (23). Unlike the optical microscope that
relies on 2D images, the images acquired with the AFM are
obtained in three dimensions: the horizontal xy-plane and
the vertical z-direction. As shown in Fig. 4, the tip at the
end of the cantilever is brought in close proximity to the
sample mounted on a piezoelectric element. The AFM can
be compared with a record player such as an old stylus-
based instrument (1). It combines the principles of a scan-
ning tunneling microscope (STM) and the stylus profiler.
However, the probe forces in the AFM are much smaller
than those (� 104 N) achieved with a stylus profiler.

The AFM belongs to the family of scanning probe micro-
scopes (SPMs). Like all other SPMs, the AFM uses an
extremely sharp tip that moves over the sample surface
with a raster scan (like the movement of the electron beam
on the TV screen). In the first AFM, the bending of the
cantilever was detected using an STM, but now a sensitive
and simple optical method is used in most AFMs (24). As
shown in Fig. 4, a laser beam is reflected off the cantilever
onto a two-panel photodiode. As the cantilever bends, the
position of the reflected laser light changes. Measurements
are obtained as a result of the differences in the signal
between the two segments of this photo-detector.

Feedback Operation. The AFM uses a piezoelectric
element to position and scan the sample with high resolu-
tion. A tube-shaped piezoelectric ceramic that has a high
stability is used in most SPMs. Application of voltage
results in the stretching or bending of the piezoelectric
tube, allowing it to move in all three dimensions and to
position the cantilever probe with very high precision. For
example, by applying a voltage to one of the two electrodes
(xy-axis) the tube scanner expands and tilts away from a
center position (xy-origin). A corresponding negative vol-
tage applied to the same electrode causes the tube scanner
contract, resulting in movements on the xy-plane relative to
the origin. The magnitude of the movement depends on the
type of piezoelectric ceramic, the shape of the element, and
the applied voltage.

Feedback control is used for many common applications,
such as thermostats, which are used to maintain a parti-
cular temperature in buildings, and autopilot, commonly
used in airplanes. In the AFM, a feedback loop is used to
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Figure 4. Schematic illustration of an AFM. A force sensor
consists of a flexible cantilever with an extremely sharp tip at
its end. A ceramic (Si3N4) or semiconductor (Si) tip on the
cantilever can be brought into close proximity to a sample
surface. As the tip is close to the sample surface, it either
continuously touches or periodically vibrates on the surface, and
bends or changes in its vibration amplitude and frequency. A laser
spot is reflected off the top of the cantilever. When the cantilever
bends, the laser light is deflected onto a two-panel photodiode. The
detected signals are amplified and transformed by electronic
circuits and sent to an SPM controller. The SPM controller, the
computer, and their interfaces generate an image.



keep the force acting on the tip in a fixed relationship with
the surface while a scan is performed. The feedback loop
consists of the piezoelectric tube scanner, the cantilever
and tip, the sample, and the feedback circuit. The feedback
circuit consists of proportional and integral gain controls
and provides an immediate response to scanning para-
meter changes. A computer program acts as a compensa-
tion network that monitors the cantilever deflection and
attempts to keep it at a constant level.

Contact Mode (Static Mode). The AFM operates by
measuring the intermolecular forces between the tip and
sample. The most common method used in imaging AFM is
contact mode, where the piezoelectric element slightly
touches the tip to the sample. The experimental setup is
shown in Fig. 4. As a result of the close contact, the tip and
sample remain in the repulsive regime of the tip-sample
interaction shown in Fig. 5. Thus, the AFM measures
repulsive force between the tip and sample. As the raster
scan moves the tip along the sample, the two-panel photo-
diode measures the vertical deflection of the cantilever,
which reveals the local sample height. Each contour of the

surface results in a movement of the tip in the xyz-direction,
resulting in a change in the deflection angle of the laser
beam. This change is measured through the photodiode
and translated finally to an image.

Tip-sample Interaction: The cantilever in the AFM is a
critical component (1). The force produced by a spring
always tends to restore the spring to its equilibrium posi-
tion. When the spring is pushed upward by a distance z, it
has to be pulled downward. This restoring force is given by
Hooke’s Law as:

FðzÞ ¼ �k � ðz � z0Þ ()

where k is a spring constant and depends on the material
and dimensions of the cantilever, z is the vertical position of
the cantilever, and z0 is the equilibrium position. As a
cantilever with a spring constant of 0.1 newton/meter (N/
m) is moved by 1 nm, the resulting force is 0.1 nanonewton
(nN). The first tip used by the inventors of the AFM was
made from diamond glued to a lever of gold foil (1). Micro-
fabricated cantilever tips are now commercially used.

Electromagnetic forces determine the properties of
solids, liquids, and gases; the behavior of particles in
solution; and the organization of biological structures
(25). These forces are also the source of all intermolecular
interactions including covalent bonds, Coulomb forces,
ionic forces, ion-dipole interaction, and dipole-dipole inter-
action. In the AFM, the intermolecular interactions
between the tip and the sample surface include van der
Waals forces, electrostatic forces, water capillary force, and
material properties including elasticity. The most common
force in the tip-sample interaction is the van der Waals
force. The force is calculated using the Lennard–Jones
potential, which combines the attractive van der
Waals and the repulsive atomic potentials (25). The force
depends on the distance between the tip and the sample, as
shown in Fig. 5. This calculated force is an estimate of the
van der Waals forces and is usually a few nanonewtons in
magnitude.

Force-distance Curve: Since the invention of the AFM,
many researchers have used it to measure the tip-sample
interaction force on the atomic scale. The AFM records the
force as the tip is brought in close proximity to the sample
surface, even indented into the surface, and then pulled off.
The measured force curve is a plot of cantilever deflection
versus the extension of the z-piezoelectric scanner
(z-piezo). A force-distance curve is a kind of interpretation
of the force measurements. It needs a simple relationship
between the cantilever deflection and the tip-sample dis-
tance. Thus, the force-distance curve describes the tip-
sample interaction force as a function of the tip-sample
distance rather than as a function of the z-piezo position. It
is difficult to measure the quantitative forces with this
technique because the spring constant of the cantilever and
the shape of the tip are not accurately known. However,
this technique has been used to study adhesion, elasticity,
bond rupture length, and even thickness of adsorbed
layers. These studies of the fundamental interactions
between the sample surfaces have extended across basic
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Figure 5. Relationship between the operating modes of AFM and
the force regions. The x-axis of the graph is the tip-sample distance
and the y-axis is the force or potential. The graph shows the force or
potential, as a function of the distance, simply calculated by the
Lennard–Jones potential and the DMT approximation. In contact
mode AFM, the tip-sample interaction lies in the repulsive region
of the curve above the x-axis. As the cantilever is pushed upward, a
resulting restoring force occurs, which can be given by Hooke’s
Law. The difference between this graph and the measured force-
distance curve occurs when the force measurement is not static but
dynamic and is quickly affected by the capillary force in the thin
surface water layer. In intermittent contact mode, the cantilever is
operated by a vibration of an amplitude of 10 to 100 nm. The tip is
still in contact with the surface, but it just contacts or ‘‘taps’’ on the
surface for a very small fraction of its oscillation period. In this
operation mode, the tip-sample interaction is broad, ranging from
the repulsive region of the curve to the attractive region due to the
long-range van der Waals force. The tip-sample interaction in
noncontact mode is much weaker than the one in contact and
intermittent contact mode. The force between the tip and sample is
several orders of magnitude weaker than in the contact regime. As
the cantilever in noncontact mode is vibrated near its resonance
frequency with an amplitude less than 10 nm, the spacing between
the tip and sample is on the order of several to tens of nanometers.



science, chemistry, biology, and even material science. The
interaction force between tip and sample is typically on the
order of tens of pN for biomolecular interactions. Force
measurements in solution have the advantages of the AFM
due to the lower tip-sample interaction.

Constant Force and Constant Height: In contact mode, the
tip is scanned across the surface in contact either at a
constant force or at a constant height above the sample.
Constant force mode is achieved by use of a z-feedback loop
from the deflection signal. The feedback circuits serve to
maintain a constant force between the tip and the sample
while the tip follows the contours of the surface. The
piezoelectric tube can respond to any changes in the canti-
lever deflection. A computer program acts to keep the
cantilever deflection at a constant level. Then, the tip-
sample interaction can be kept at a predetermined restor-
ing force. This technique is used to observe the precise
topography of the sample surface. If the z-feedback loop is
switched off, then the z-direction of the piezoelectric tube is
kept constant, and an image is generated based on the
cantilever deflection. Using constant height can be useful
for imaging very flat samples.

Lateral Force Microscopy: Lateral force microscopy
(LFM) is an extension of contact mode, where an additional
detected parameter is the torsion of the cantilever, which
changes according to the friction force (26). This lateral
force induces a torsion of the cantilever, which, in turn,
causes the reflected laser beam to undergo a change in a
perpendicular direction to that resulting from the surface
corrugation. The LFM uses a photodiode with four seg-
ments to measure the torsion of the cantilever. When the
cantilever is scanned across the surface in contact, differ-
ences in friction between tip and sample cause the tip to
stick-slip on the surface. This stick-slip behavior creates a
characteristic saw-tooth waveform of atomic level in the
friction image (27). The LFM can provide material-sensi-
tive contrast because different components of a composite
material exert different friction forces. Researchers often
call this operation mode friction force microscopy (27,28).
Increasing wear with decreasing sliding velocity on the
nanometer scale has been observed with this technique. It
has been demonstrated with LFM that, on the atomic scale,
frictional properties are sensitive to changes in surface
properties on chemical modification. The LFM can also be
applied to chemical force microscopy (CFM) by a modified
tip with chemical functionality (29). It has been demon-
strated with CFM that mapping the spatial arrangement of
chemical functional groups and their interactions is of
significant importance to problems ranging from lubrica-
tion and adhesion to recognition in biological systems.

Capillary Force: The thin surface water layer that exists
on the sample surface will form a small capillary bridge
between the tip and the sample. The capillary force is
important when the AFM is operated in air. Examine
the effect of surface tension on AFM measurements. At
the moment of tip contact with a liquid film on a flat
surface, the film surface reshapes producing a ring around
the tip. The water layer wets the tip surface because the

water-tip contact (if it is hydrophilic) is energetically
advantageous as compared with the water-air contact. If
the tip radius is 10 nm and the contact angle is small (i.e.,
hydrophilic), a capillary force of about 10 nN can result.
Thus, the capillary force is the same order of magnitude as
the van der Waals interaction. An AFM tip has been used to
write alkanethiols with a 30 nm line-width resolution on a
gold thin film in a manner analogous to that of a dip pen
(30). Recently, this dip-pen nanolithography has also been
applied to direct nanoscale patterning of biological materi-
als such as DNA, peptides, and proteins on glass sub-
strates.

Vibration Mode (Dynamic Mode). In dynamic mode, the
cantilever is oscillated close to its resonance frequency.
This vibration mode operates at a frequency-modulation
(FM) mode or the more common amplitude-modulation
(AM) mode, which are basically the same as the frequencies
used in radio communication. In the FM mode, a z-feedback
loop keeps a constant force between the tip and the sample
while the tip follows the contours of the surface by main-
taining the resonance frequency. In the AM mode, the z-
feedback loop keeps the constant tip-sample interaction by
maintaining the amplitude of oscillation.

Intermittent Contact Mode: The cantilever in dynamic
mode can easily be vibrated by a piezoelectric ceramic
called a bimorph actuator. In air, the cantilever is oscil-
lated close to its resonance frequency and positioned above
a sample surface. When the vibrating cantilever comes
close to the surface, its oscillation amplitude may change
and can be used as the control signal. In this AM mode, the
tip is still in contact with the surface, but it just contacts or
‘‘taps’’ on the surface for a very small fraction of its oscilla-
tion period. This operation mode is best known as tapping
mode in commercial AFMs and, more generally, as inter-
mittent contact mode.

As a raster scan moves the tip on the sample, the four-
segment photodiode measures the vibration signal of the
cantilever. The detected signal can be changed to root mean-
square values by an analog-to-digital converter. In constant
force mode, the z-feedback loop adjusts so that the averaged
amplitude of the cantilever remains nearly constant. Each
contour of the surface causes a movement of the tip in the
xyz-direction, resulting in a change of the oscillation ampli-
tude of the cantilever. This change is measured through a
photodiode and finally translated to an image. In air, friction
forces due to the surface water layer are dramatically
reduced as the tip scans over the surface. Tapping mode
may be a far better choice than contact mode for imaging of
biological structures due to their inherent softness. In tap-
ping mode, the cantilever can be vibrated at an amplitude of
less than 100 nm. Additionally, changes in the phase of
oscillation under tapping mode can be used to discriminate
between different types of materials on the surface.

Tip-Sample Interaction: The mechanical resonance of
the cantilever plays a major role in the response of the
system for an interaction between a tip mounted on a
vibrating cantilever and a non-homogeneous external force
(23). Although basic equations governing the operation of a
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bimorph actuator used to vibrate the cantilever are not
introduced here, the position of the bimorph is given by:

u ¼ u0 þ Aex cosðvtþÞ

where u0 is the equilibrium position and the excitation is
done with amplitude Aex, a frequency v, and a phase shift
f. The fundamental resonance frequency of the cantilever
can be approximately calculated from equating its strain
energy at the maximum deflection to the kinetic energy at
the point of zero deformation. A more accurate method,
which takes into consideration all the resonance frequen-
cies of the cantilever together with the modes of vibration,
can be obtained by solving the equation of motion subject to
the boundary conditions (23). A basic equation to describe
the motion of the cantilever is briefly introduced. If the tip-
sample interaction is uniform and includes dissipative
force in Newton’s second law, the vibration system includ-
ing the cantilever can be described as follows:

FðzÞ ¼ kðz � uÞ þ yðdz=dtÞ þ mðd2z=dt2Þ ()

where F(z) is the tip-sample interaction force, k is a spring
constant of the cantilever, z is the vertical position of the
cantilever, u is the motion of the bimorph, g is the dissipa-
tion term (i.e., the friction coefficient of the material or the
environment), and m is the effective mass of the cantilever.
For the constant amplitude mode, we assume that the
frictional force g (dz/dt) is compensated for by the driving
force Fex¼ k Aex cos(vtþf). Then, the equation of motion is
reduced to F(z)¼ k zþm(d2z/dt2). If a strong tip-sample
interaction occurs only at the point of contact, the motion
of the cantilever tip can be almost perfect harmonic oscilla-
tion, z¼ zoþA sinvt.

Resolution and Tip Effects: The resolution obtained by
an AFM depends greatly on the sharpness of the cantilever
tip. Broadening effects usually develop when imaging bio-
logical structures having extremely small surface features
like a DNA strand (4). If a tip with a radius of curvature of
about 20 nm is used to image DNA on a substrate surface,
the observed width is about 20 nm, which is considerably
greater than the expected value of 2.4 nm deduced from the
van der Waals radii of DNA. When the tip radius is
comparable with the size of the feature being imaged, it
is important to evaluate the radius of the tip end. As such,
the development of sharper tips is currently a major con-
cern for commercial vendors, which is also of interest for
biologists whose work would greatly benefit from much
faster scanning. Recently, improvement of the scanning
speed in AFM is one of the most important topics. The tip-
sample interaction also tends to distort biological struc-
tures because they are relatively soft (31).

Phase Imaging: Phase imaging is an extension of tap-
ping mode based on the measurement of the cantilever
phase lag (32). The dependence of phase angles in tapping
mode AFM on the magnitude of tip-sample interactions has
been demonstrated. The phase images of several hard and
soft samples have been recorded as a function of the free
amplitude and the reference of the tapping amplitude. It is
thought that the elastic deformation associated with the

tip-sample repulsive force can be estimated by the repul-
sive contact interaction. In many cases, phase imaging
complements the LFM and force modulation techniques,
often providing additional information along with a topo-
graphic image. Phase imaging like LFM can also be applied
to CFM by using a modified tip with chemical functionality.

Pulsed Force Mode: Pulsed force mode (PFM) is a non-
resonant and intermittent contact mode used in AFM
imaging (33). It is similar to tapping mode in that the
lateral shear forces between the tip and the sample are
also reduced. In contrast to tapping mode, the maximum
force applied to the sample surface can be controlled, and it
is possible to measure more defined surface properties
together with topography. This mode is similar to the force
modulation techniques of CFM in that a chemically mod-
ified tip is used. A series of pseudo force-distance curves
can be achieved at a normal scanning speed and with much
lower expenditure in data storage. A differential signal can
be amplified for imaging of charged surfaces in terms of an
electrical double-layer force.

Noncontact Mode: A reconstructed silicon surface has
been imaged in a noncontact mode by AFM with true
atomic resolution (34). The operation of the AFM is based
on bringing the tip in close proximity to the surface and
scanning while controlling the tip-sample distance for the
constant interaction force. The tip-sample interaction
forces in noncontact mode are much weaker than those
in contact mode, as shown in Fig. 5. The cantilever must be
oscillated above the sample surface at such a distance as is
included in the attractive regime of the intermolecular
force. Most surfaces are covered with a layer of water,
hydrocarbons, or other contaminants when exposed to
air, which makes it very difficult to operate in ambient
conditions with noncontact mode. Under ultrahigh
vacuum, clean surfaces tend to stick together, especially
when the materials are identical. The FM mode used in
noncontact mode can keep the constant tip-sample inter-
action by maintaining the resonance frequency of oscilla-
tion through the z-feedback loop. Nearly ten years
following the invention of the AFM, a few groups achieved
true atomic resolution with a noncontact mode (35). After
that, several groups succeeded in obtaining true atom-
iclevel resolution with noncontact mode on various sur-
faces. Many important yet unresolved problems, such as
determining the tip-sample distance where atomic-level
resolution can be achieved, still remain. Experimentally,
atomic-level resolution can be achieved only between 0 and
0.4 nm. A stiff cantilever vibrates near resonance fre-
quency (300–400 kHz) with amplitude of less than 10 nm.

In covalently bound materials, the charge distribution
of surface atoms reflects their bonding to neighboring
atoms (36). These charge distributions have been imaged
by noncontact mode with a light-atom probe such as a
graphite atom. This process revealed features with a lat-
eral distance of only 77 picometers (pm). However, all of the
atomic-scale images have been generated in ultrahigh
vacuum, which has limited applications in biology.
Recently, several groups have reported obtaining
atomic-scale images with FM mode in ambient conditions

MICROSCOPY, SCANNING FORCE 509



and liquid environments. In the near future, true atomic-
level imaging by AFM will be commercially available in
various environments.

Force Spectroscopy

Equipment
AFM Instrumentation. The AFM that is used in the

author’s laboratory is a homemade modification of the
standard AFM design that is used for imaging and is shown
in Fig. 5 (19). It operates on the same basic principles as a
commercial AFM. In the author’s design, improvement of
the signal quality by reducing mechanical and electrical
noise and improvement of the instrument’s sensitivity by
uncoupling the mechanisms for lateral and vertical scans
was achieved. The cantilever is moved vertically up and
down using a piezoelectric translator (Physik Instrumente,
model P-821.10) that expands or contracts in response to
applied voltage. The vertical range of the piezo is 0–15mm.
A dish coated with substrate is placed below the cantilever,
and the cantilever with a cell or protein attached can be
lowered onto that dish using the piezo allowing for the
receptor-ligand interaction to take place. During the acqui-
sition of a force scan, the cantilever is bent (Fig. 6) causing
the beam of a 3 mW diode laser (Oz Optics; em. 680 nm)
that is focused on top of the cantilever to be deflected. A
two-segment photodiode (UDT Sensors; model SPOT-2D)
monitors these deflections of the laser beam. An 18 bit
optically isolated analog-to-digital converter (Instrutech
Corp., Port Washington, NY) then digitizes the signal from
the photodiode. Custom software is used to control the
piezoelectric translator and to time the measurements.
The AFM is shielded inside of an acoustic/vibration isola-
tion chamber in order to reduce vibration and aid in keep-
ing a stable temperature. The detection limit of the AFM
system is in the range of 20 pN.

Cantilever Calibration. It is necessary to determine the
spring constant of the cantilever kC (i.e., F¼ kCx) in order to
translate the deflection of the cantilever x to units of force
F. Calibrating the cantilever can be achieved through
theoretical techniques that provide an approximation of
kC (37) or through empirical methods. Using empirical
methods to determine kC involves taking measurements
of cantilever deflection with application of a constant
known force (38) or measuring the cantilever’s resonant
frequency (39). The method the author’s use for calibrating
cantilevers is based on Hutter and Bechhoefer (39). The

author’s use triangleshaped unsharpened gold-coated sili-
con-nitride cantilever tips that have spring constants ran-
ging from 10 mN/m to 50 mN/m for ligand-receptor force
measurements (TM Microscopes, Sunnyvale, CA). The
cantilever tip can be treated as a simple harmonic oscillator
whose power spectrum of thermal fluctuation can be used
to derive the spring constant, which can be achieved by
raising the cantilever a few microns from the surface of the
experimental dish and monitoring its natural vibrational
frequency for 2–3 s. Each vibration mode of the cantilever
receives the thermal energy commensurated to one degree
of freedom, kB T/2. The measured variance of the deflection
hxi2, can then be used to calculate the spring constant (i.e.,
kBT¼ kChxi2, where kB and T are Boltzmann’s constant and
temperature, respectively). To separate deflections belong-
ing to the basic (and predominant) mode of vibration from
other deflections or noise in the recording system, the
power spectral density of the temperature-induced deflec-
tion is determined. The spring constant is estimated using
only the spectral component corresponding to the basal
mode of vibration. The spring constant can be calibrated in
either air or solution using this approach. The calculated
spring constant kC can then be used to calculate rupture
force F by F¼ kCCD V. DV is the change in voltage detected
by the photodiode just prior to and immediately after the
rupture event. C is a calibration constant that relates
deflection and photodiode voltage and is determined
from the deflection of the cantilever when it is pressed
against a rigid surface, such as the bottom of a plastic petri
dish (19).

Applications
Receptor-Ligand Adhesion Measurements. Bell Model:

AFM force measurements (Fig. 7) of ligand-receptor inter-
actions can be used to determine the dynamic strength of a
complex and characterize the changes in free energy that
the particular complex undergoes (i.e., energy landscape)
during its breakage. The Bell model can be used to inter-
pret these measurements (40). The Bell model is based on
the assumption that the application of an external mechan-
ical force to a receptor-ligand interaction bond will reduce
the activation energy that needs to be overcome in order to
break this bond. This unbinding force should increase with
the logarithm of the rate at which an external mechanical
force is applied toward the unbinding of adhesion
complexes (i.e., loading rate), which was confirmed by a
number of studies. For example, studies using the biomem-
brane force probe (BFP) (40) and the AFM have shown that
increases in loading rate cause an increase in rupture force
between individual complexes of streptavidin/biotin
(12,15,41).

AFM Measurements of Adhesive Forces: In order to carry
out force measurements, a cell is first attached to a canti-
lever tip and another cell or substrate proteins are plated
on a dish. The method employed to attach cells to the
cantilever tip works best on nonadherent items. A cell is
attached to the AFM cantilever via concanavalin A (con A)-
mediated linkages (15). Most cells have receptors for con A
on their surface and will attach to the tip. To prepare the
con A-functionalized cantilever, the cantilevers are soaked
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Figure 6. AFM experimental set-up. (a) Schematic diagram of the
AFM. (b) Photograph of the author’s AFM setup. The CCD camera
is not in view.



in acetone for 5 min, UV irradiated for 30 min, and incu-
bated in biotinamidocaproyl-labeled bovine serum albumin
(biotin-BSA, 0.5 mg/ml in 100 mM NaHCO3, pH 8.6; Sigma)
overnight. The cantilevers are then rinsed three times with
phosphate-buffered saline (PBS, 10 mM PO4

3�, 150 mM
NaCl, pH 7.3) and incubated in streptavidin (0.5 mg/ml
in PBS; Pierce, Rockford, IL) for 10 min at room tempera-
ture. Following the removal of unbound streptavidin, the
cantilevers are incubated in biotinylated Con A (0.2 mg/ml
in PBS; Sigma) and then rinsed with PBS.

The actual process of attaching a cell to a cantilever tip
is reminiscent of fishing. A cantilever tip is positioned
above the center of the cell. The largest triangular canti-
lever (320mm long and 22mm wide) with a spring constant
of 0.017 N/m on the cantilever chip is usually used in our
measurements. The cell is brought into focus, with the
cantilever slightly out of focus. Then, the tip is lowered
onto the center of the cell and held there motionless for
approximately 1 s. When attached, the cell is positioned
right behind the AFM cantilever tip. The force required to
dislodge the cell from the tip is greater than 2 nN, which is
much greater than the forces measured in the receptor-
ligand studies that were, at most, 300 pN (15).

A piezoelectric translator is used during measurement
acquisition to lower the cantilever with an attached cell onto
the sample. The interaction between the attached cell and
the sample is given by the deflection of the cantilever. This
deflection is measured by reflecting a laser beam off the
cantilever into a position sensitive two-segment photodiode
detector, as described in the instrumentation section above.

As a result of this process, a force scan is obtained. The
studies shown in Fig. 8 (42,43) were conducted on cells
expressing the adhesion receptor LFA-1 (leukocyte func-
tion-associated antigen-1), an integrin expressed on the
surface of T-cells, and its ligand ICAM-1 (intercellular
adhesion molecule-1), expressed on the surface of APCs.
In these experiments, LFA-1-expressing cells and ICAM-1
protein were used. An example of a few force scans from
multiple bond cell adhesion studies can be seen in Fig. 8a.
The red trace is the approach trace and the black is the
retract trace. As the cantilever is lowered and contact is
made between the cell and substrate, an initial increase in
force occurs. As the cantilever is retracted back up, the
force returns to zero and becomes negative as bonds are
stretched and begin to break. The jumps in the force scan,
which are pointed out by the arrows, represent bonds
breaking. Two parameters can be used in such measure-
ments to assess the level of cell adhesion. One is the
detachment force, which is the maximum force required
to dislodge the cell. Another is the work of deadhesion,
which is the amount of work required to pull and stretch
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Figure 7. Steps in the acquisition of an AFM force measurement.
The first step is the approach of the cantilever with a cell bound to
the substrate, followed by contact between the cell and substrate
and retraction of the cantilever, which results in the separation of
the cell from the substrate. The cantilever is bent during this
process. The arrows indicate the direction of cantilever movement.

Figure 8. AFM force versus displacement traces of the
interaction between cells expressing LFA-1 and immobilized
ICAM-1. (a) Multiple-bond measurements acquired with a
compression force of 200 pN, 5 s contact, and a cantilever
retraction speed of 2mm/s. The measurements were carried out
with a resting, untreated cell (1st trace), a Mg2þ-treated cell (2nd
trace), and a PMA-stimulated cell (3rd trace). The 4th trace
corresponds to a measurement acquired from a PMA-stimulated
cell in the presence of LFA-1 (20mg/ml FD441.8) and ICAM-1
(20mg/ml BE29G1) function-blocking monoclonal antibodies
(mAbs). Arrows point to breakage of LFA-1/ICAM-1 bond(s). fde

is the detachment force, and the shaded area estimates the work of
de-adhesion. (b) Single-molecule measurements of LFA-1/ICAM-1
unbinding forces. Traces 2 and 5 show adhesion. Measurements
were obtained under conditions that minimized contact between
the LFA-1-expressing cell and the ICAM-1-coated surface. The
compression force was reduced to � 60 pN and the contact time to
50 ms. An adhesion frequency of less than 30% in the force
measurements ensured that a >85% probability exists that the
adhesion event is mediated by a single LFA-1/ICAM-1 complex
(42,43). The frequency of adhesion in test and control experiments
was examined to confirm the specificity of the interaction. The
addition of monoclonal antibodies against either LFA-1 or ICAM-1
significantly lowered the frequency of adhesion of both resting cells
and activated cells under identical experimental conditions.



the cell and for the bonds to break. It is derived by inte-
grating the adhesive force over the distance traveled by the
cantilever. In this example, Mg2þ and PMA are used, which
enhance the adhesion of the cells studied through various
mechanisms. It is easily observed that a very pronounced
increase occurs in the area under the curve as well as the
number of bonds that were broken following the applica-
tion of these adhesion stimulators (16).

FM Force Measurements of Individual Receptor/Ligand
Complexes: A different set of information can be derived
from single-molecule adhesion measurements. These type
of studies offer insight into the dissociation pathway of a
receptor-ligand interaction and the changes in free energy
that are associated with this process, which is achieved by
measuring single-bond interactions between a receptor
and ligand at increasing loading rates (20 pN/s–
50,000 pN/s). In the author’s setup, it translates to using
rates of retraction of the cantilever from 0.1 to 15mm/s.

In order to obtain unbinding forces between a single
receptor-ligand pair, the experiments have to be carried
out in conditions that minimize contact between the canti-
lever tip and substrate. A > 85% probability exists that the
adhesion event is mediated by a single bond if the fre-
quency of adhesion is maintained below 30% (15,42). An
example of such measurements can be seen in Fig. 8b.

Depending on the speed at which the cantilever is
retracted during the measurements, the collected data
usually needs to be corrected for hydrodynamic drag,
which is due to the hydrodynamic force that acts in the
opposite direction of cantilever movement, and its mag-
nitude is proportional to the cantilever movement speeds.
The hydrodynamic force may be determined based on the
method used by Tees et al. and Evans et al. (42,43). In
single-bond AFM studies, it is found that the data
obtained with cantilever retraction speeds higher than
1mm/s needed to be corrected by adding the hydrodynamic
force.

The damping coefficient can be determined by plotting
the hydrodynamic force versus the speed of cantilever
movement. The damping coefficient is the slope of the
linear fit and was found to be about 2 pN &s/mm in the
author’s work (15).

AFM Measurements of Cell Elasticity. The AFM can also
be used as a microindenter that probes the mechanical
properties of the cell. In these measurements, which enable
assesment of cell elasticity, a bare AFM tip is lowered onto
the center of the cell surface at a set rate, typically 2mm/s.
Following contact, the AFM tip exerts a force against the
cell that is proportional to the deflection of the cantilever.
The indentation force used is below 1 nN (� 600 pN) in
order to prevent damage to the cell. The deflection of the
cantilever is recorded as a function of the piezoelectric
translator position during the approach and withdrawal
of the AFM tip. The force-indentation curves of the cells are
derived from these records using the surface of the tissue
culture dish to calibrate the deflection of the cantilever.
Then, one can estimate the Young’s modulus, which is a
measure of elasticity. Estimates of Young’s modulus are
made on the assumptions that the cell is an isotropic elastic

solid and the AFM tip is a rigid cone (44–46). According
to this model, initially proposed by Hertz, the force (F)
indentation (a) relation is a function of Young’s modulus of
the cell, K, and the angle formed by the indenter and the
plane of the surface, u, as follows:

F ¼ K

2ð1 � v2Þ
4

p tan u
a2 ð1Þ

Young’s modulus are obtained in the author’s laboratory by
least square analysis of the forceindentation curve using
routines in the Igor Pro (WaveMetrics, Inc., Lake Oswego,
OR) software package. The indenter angle u and Poisson
ratio n are assumed to be 558 and 0.5, respectively.

In order to determine the cell’s elasticity, the force
versus indentation measurements are fitted to the curves
of the Hertz model. Figure 9 (44–46) illustrates an example
of such measurements acquired on cells of varying elasti-
city. Cells with the greatest degree of indentation at a
particular applied force will have the lowest Young’s mod-
ulus values and will therefore be the ‘‘softest.’’

Protein Folding/Unfolding. The AFM can also be used to
study protein unfolding. A cantilever tip is used to pick up
proteins attached to a surface, which is followed by retrac-
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Figure 9. Acquisition of cell compliance measurements. (a) Tip of
the AFM cantilever indenting a 3A9 cell. The cell compliance
measurements were based on the assumption that the cell is an
isotropic elastic solid and the AFM tip is a rigid cone (44–46).
According to this model, initially proposed by Love and Hertz, the
force (F)-indentation (a) relation (shown) is a function of Young’s
modulus of the cell, K, and the angle formed by the indenter and
the plane of the surface, u, as in equation (1). The indenter angle, u,
is assumed formed by the AFM tip and the 3A9 cell to be 558 and
the Poisson ratio n to be 0.5. (b) Force versus indentation traces of
resting, PMA-stimulated and Mg2þ-treated 3A9 cells.



tion of the cantilever, which results in protein unfolding.
The length of the unfolded protein can be over ten times its
folded length, depending on the protein being studied (9).

This forced protein unfolding generates an opposing
force due to the sudden drop in entropy as the protein is
unfolded. Although a lower force is required to begin
unfolding the protein, the force required to continue the
unfolding is increased rapidly as the protein approaches its
full, unfolded length. This phenomenon has been described
by the worm-like chain model (WLC) of elasticity. The WLC
model is based on two parameters, the total or contour
length of the polymer being stretched and the persistence
length. The persistence length reflects the polymer flex-
ibility and is the length attained when a polymer is bent. A
smaller persistence length is an indication of higher
entropy and a polymer that is more difficult to unfold
(47). When a multidomain protein is extended using the
AFM, the first domain is unfolded at a certain pulling force,
followed by a return of the cantilever to zero. Further
unfolding meets with resistance once again, resulting in
a characteristic saw-tooth profile of the unfolding, with
each domain that was unfolded being represented by a
peak. Figure 10 from Andreas F. Oberhauser illustrates
this process. It is the unfolding of a titin polyprotein, which
is composed of FNIII domains (22). The protein can also be
refolded following unfolding, which is done by bringing the
cantilever back down to the substrate and once again
retracting it. If force curves representative of unfolding
are observed once again, then refolding most likely took
place. It is a much slower process (on the order of seconds)
than the forced unfolding (48).

EVALUATION

Imaging AFM

The AFM is an exciting novel technology that enables the
study of biological structures under physiological condi-
tions. The AFM is probably the only technique of its kind

that enables image dynamic processes taking place in real
time. A number of other techniques are currently avail-
able in the biological sciences for imaging studies, how-
ever, most result in modifications to the biological sample.
One such technique is electron microscopy (EM), which,
until recently, provided images of the highest resolutions.
In recent years, a number of modifications to the AFM
have brought the resolution up to par and even surpassed
those of EM.

In recent years, many advances have been made in the field
of AFM. Significant improvements in resolution have been
gained through cantilever tip modification. The currently
available cantilevers are relatively ‘‘soft’’ and flexible with
spring constants of 0.01–0.5N/m. Tip deformation is one
aspect that limits resolution. Recently, stiffer cantilevers have
been designed improving resolution. One example are quartz
cantilevers with spring constants on the order of 1kN/m
allowing for possibly subatomic-level resolution (34). Smaller
cantilevers have been designed that increase the possible
scanning speed of the AFM. Images of 100
 100 pixels
(240nm scan size) have been achieved in 80ms. A sharper,
finer tip can also improve resolution, which has been achieved
through the use of carbonanotubes, probably the greatest
probe improvement to date, which are seamless cylinders
composed of sp2-bonded Carbon (49).

Several characteristics exist that make Carbon nano-
tubes improved AFM tip materials, including small dia-
meter, a high aspect ratio, large Young’s modulus, and
mechanical robustness. They are able to elastically buckle
under large loads. All these properties translate into
higher sample resolution. Chemical vapor deposition has
made it easier to grow Carbon nanaotubes on cantilever
surfaces, a process that replaces previously more laborious
and time-consuming attachment techniques (4,50).

A few techniques also exist worth mentioning that have
improved AFM imaging. One such method is cryoAFM.
This method addresses the previously mentioned problem
of tip and sample flexibility. In this case, samples are
imaged at extremely cold temperatures in their cryogenic
states, which provides a rigid surface that exhibits a high
Young’s modulus, thus reducing cantilever deformation
and increasing resolution. CryoAFM images match and
surpass EM images. Other improvements address the
problem resulting from the vibration induced by the com-
monly used piezoelectric translator. This vibration is trans-
lated to the cantilever holder and the liquid containing the
sample being imaged. Magnetic mode (MAC) eliminates
the cantilever holder entirely and replaces it with a mag-
netic cantilever. The cantilever is manipulated via a mag-
netic field. Photothermal mode (PMOD) uses a bimetallic
cantilever that is oscillated via a pulsed diode laser (50,51).

Advances have also been made in single-molecule
manipulation with a nanomanipulator. This method relies
on a force feedback pen that actually allows the user to
touch and manipulate the sample being studied. For exam-
ple, one can dissect DNA from a chromosome. The inter-
action forces involved during manipulation of samples can
also be studied through oscillating mode imaging. The
nanomanipulator can now measure forces in the pN–mN
range. For excellent reviews on this technique, see Yang
et al. (50) Fotiadis et al. (52).
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Figure 10. Consecutive unfolding peaks of a titin polyprotein,
composed of FNIII domains. The inset demonstrates the
corresponding steps of the unfolding process in correlation to
the AFM data.



Progress has also been made in imaging of membrane
proteins, which are not ideal candidates for X-ray crystal-
lography, as they do not readily form 3D crystals. Atomic-
level resolution images have been obtained of membrane
proteins complexed with lipids using EM. However, AFM
images of these proteins offer an improvement in that they
can be carried out in near physiological conditions and
allow for the acquisition of functional and structural infor-
mation (50,52).

The continued improvements leading to the enhanced
imaging capabilities of AFM are reflected in the most
recent work being done in the field. We would like to
highlight one area where a great deal of progress has been
made, which is the filed of DNA and RNA assembly of
nanostructures in which the imaging AFM plays a pivotal
role. Some of the earlier successes in this area included the
construction of 2D DNA arrays, which were assembled in a
predictable manner (53). Much progress has also been
made with RNA in an attempt to design self-assembling
building blocks. The goal of such studies is to generate
molecular materials, the geometry of which can be deter-
mined for applications in nanobiotechnology (54–56).
Chworos et al. were able to form stable RNA structures
termed ‘‘tectosquares’’ from RNA helices without the pre-
sence of proteins (5). ‘‘TectoRNAs’’ can be thought of as
RNA Lego blocks that can be used for the formation of
supramolecular structures. In order for these structures to
be assembled, the right conditions have to be met in terms
of divalent ion concentrations, temperature, as well as the
strength, length, and orientation of the RNA. The AFM is
an essential tool used in this process as it allows the
researcher to obtain detailed images of the assembled
tectosquares providing the opportunity to compare pre-
dicted structures with those that actually formed. The
structures formed by Chworos et al. were in good agree-
ment with the predicted structures. Figure 11 demon-

strates the amazing predictability of assembly of these
structures, where nine different types of RNA patterns
were created (5). Such DNA and RNA structures may
have applications in nanotechnology and the material
sciences as they could be used to generate nanochips,
nanocircuits, and nanocrystals (57). For an excellent recent
review of DNA nanomechanical devices, please see
Seeman (58).

Force Spectroscopy

Force spectroscopy allows us to measure interaction forces
between receptors and their respective ligands. These
studies can be carried out with purified proteins or cells,
or a combination of both. Traditionally, adhesion measure-
ments have been conducted using adhesion assays, which
involve the attachment of cells to dishes coated with sub-
strate. The cells are later dislodged manually or using a
centrifuge, which are older yet still viable techniques that
provide basic kinetic information about the interaction of a
receptor-ligand pair. More advanced techniques for con-
ducting force measurements include the use of micronee-
dles, optical tweezers, magnetic beads, and the
biomembrane force probe. These techniques, much like
the AFM, provide more advanced information from which
energy landscapes of an interacting receptor-ligand pair
may be determined (11).

The AFM is also a powerful tool for determining the
mechanical properties of cells, which was traditionally
done using micropipettes or the cell poker, which offered
much less precision than the AFM. More recently, methods
such as the scanning acoustic microscope, optical tweezers,
and magnetic tweezers have also been used in addition to
the AFM (59).

An important advantage of the AFM over other methods
is that it can be used in conjunction with other techniques
through relatively simple modifications. Recently, it has
been combined with the patch clamp technique to study the
mechanically activated ion channels of sensory cells of the
inner ear. This strategy allowed the researchers to use the
AFM tip to stimulate the mechanosensory hair bundles by
exerting force on them and measure the electrical output of
the patch clamp simultaneously (9,60). Another example is
combining an AFM with a confocal microscope, which could
allow one to monitor cellular responses to AFM measure-
ments using fluorescent reporter systems. One could moni-
tor calcium levels, expression of caspases, and so on (61,62).
The AFM could also be combined with RICM microsopy as
well as FRET.

Other recent advances involve modifications that would
allow for more efficient and effective receptor-ligand stu-
dies, including the use of more than one cantilever on the
same chip simultaneously. In this case, multiple proteins
could be attached and their interaction with their ligand
could be measured. So far, this approach has been done
with two cantilevers, which involves the use of two laser
beams. Further modifications could allow for measure-
ments with even more proteins. Improvements can also
be mad in plating of the ligands proteins. In the ideal
scenario, different proteins could be plated so that inter-
action between different receptor-ligand pairs cools be
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Figure 11. Diagram and AFM images of tectosquare
nanopatterns generated from 22 tectosquares. One micrometer
square scale AFM images obtained in solution (clockwise from the
upper leftmost image) for the ladder pattern, fish net pattern,
striped velvet pattern, basket weave pattern, cross pattern, tartan
pattern, polka dot pattern, lace pattern, and diamond pattern.
Scale bar, 20 nm.



carried out simultaneously. Current improvements also
involve finding better ways to attach cells and proteins
to the cantilever that would result in covalent attachment
to the tip. Another area that requires improvement is data
analysis. The currently available analysis program
involves days of rather tedious computer time. Automating
analysis would greatly reduce the time required to study a
particular interaction. Also, some improvements can be
made in data acquisition, where still frequent adjustments
of cantilever retraction speed and contact time are required
throughout the course of the experiment. Automating data
acquisition would allow experiments to be carried out
during the night, when noise levels are also minimal.

The applications of AFM technology are vast and too
numerous to describe in one review article. The author’s
have attempted to summarize the technology that was
deemed to be of great importance in the developing field
of AFM. AFM technology is still limited to a relatively small
number of laboratories, which is most likely due to the lack
of familiarity with the field, limited expertise in operation,
as well as the expense involved in acquiring an AFM.
However, it is changing as more and more people are dis-
covering the possibilities that become open to them if they
acquire and familiarize themselves with this technology.

BIBLIOGRAPHY

1. Binnig G, Quate CF, Gerber C. Atomic force microscope. Phys
Rev Lett 1986;56:930–933.

2. Heinz WF, Hoh JH. Spatially resolved force spectroscopy of
biological surfaces using the atomic force microscope. Trends
Biotechnol 1999;17(4):143–150.

3. Engel A, Lyubchenko Y, Muller D. Atomic force microscopy: A
powerful tool to observe biomolecules at work. Trends Cell
Biol 1999;9(2):77–80.

4. Hansma HG. Surface biology of DNA by atomic force micro-
scopy. Annu Rev Phys Chem 2001;52:71–92.

5. Chworos A, et al. Building programmable jigsaw puzzles with
RNA. Science 2004;306(5704):2068–2072.

6. Kasas S, et al. Escherichia coli RNA polymerase activity
observed using atomic force microscopy. Biochemistry
1997; 36(3):461–468.

7. Rivetti C, et al. Visualizing RNA extrusion and DNA wrapping
in transcription elongation complexes of bacterial and eukar-
yotic RNA polymerases. J Mol Biol 2003;326(5):1413–1426.

8. Pesen D, Hoh JH. Modes of remodeling in the cortical cytos-
keleton of vascular endothelial cells. FEBS Lett 2005;579(2):
473–476.

9. Horber JKH. Local probe techniques. Methods Cell Biol
2002;68:1–32.

10. Lee GU, Kidwell DA, Colton RJ. Sensing discrete streptavidin-
biotin interactions with AFM. Langmuir 1994;10(2):354–361.

11. Zhang X, Chen A, Wojcikiewicz E, Moy VT. Probing ligand-
receptor interactions with atomic force microscopy. In:
Protein-Protein Interactions: A Molecular Cloning Manual.
Cold Spring Harbor, NY: Cold Spring Harbor Laboratory
Press; 2002. p 241–254.

12. Yuan C, et al. Energy landscape of streptavidin-biotin com-
plexes measured by atomic force microscopy. Biochemistry
2000;39(33):10219–10223.

13. Benoit M, et al. Discrete interactions in cell adhesion mea-
sured by single molecule force spectroscopy. Nat Cell Biol
2000;2(6):313–317.

14. Benoit M. Cell adhesion measured by force spectroscopy on
living cells. Methods Cell Biol 2002;68:91–114.

15. Zhang X, Wojcikiewicz E, Moy VT. Force spectroscopy of
the leukocyte function-associated antigen-1/intercellular
adhesion molecule-1 interaction. Biophys J 2002;83(4):2270–
2279.

16. Wojcikiewicz EP, et al. Contributions of molecular binding
events and cellular compliance to the modulation of leukocyte
adhesion. J Cell Sci 2003;116(12):2531–2539.

17. Matzke R, Jacobson K, Radmacher M. Direct, high-resolution
measurement of furrow stiffening during division of adherent
cells. Nat Cell Biol 2001;3(6):607–610.

18. Hassan AE, et al. Relative microelastic mapping of living
cells by atomic force microscopy. Biophys J 1998;74(3):1564–
1578.

19. Wojcikiewicz EP, Zhang X, Moy VT. Force and compliance
measurements on living cells using atomic force microscopy
(AFM). Biol Proced Online 2004;6:1–9.

20. Rief M, et al. Reversible unfolding of individual titin immu-
noglobulin domains by AFM [see comments]. Science
1997;276(5315):1109–1112.

21. Oesterhelt F, et al. Unfolding pathways of individual bacter-
iorhodopsins [see comments]. Science 2000;288(5463):143–
146.

22. Li H, et al. Reverse engineering of the giant muscle protein
titin. Nature 2002;418(6901):998–1002.

23. Sarid D. Scanning Force Microscopy. New York: Oxford
University Press; 1991.

24. Meyer G, Amer NM. Novel optical approach to AFM. Appl
Phys Lett 1988;53:1045–1047.

25. Israelachvili JN. Intermolecular and Surface Forces. 2nd ed.
London: Academic Press; 1992.

26. Meyer G, Amer NM. Simultaneous measurement of lateral
and normal forces with an optical-beam-deflection AFM. Appl
Phys Lett 1990;57(20):2089–2091.

27. Mate CM, et al. Atomic-scale friction of a tungsten tip on a
graphite surface. Phys Rev Lett 1987;59(17):1942–1945.

28. Overney RM, et al. Friction measurements on phasesegre-
gated thin films with a modified atomic force microscope.
Nature 1992;359:133–135.

29. Frisbie CD, et al. Functional group imaging by chemical force
microscopy. Science 1994;265:2071–2074.

30. Piner RD, et al. ‘‘Dip-Pen’’ nanolithography. Science 1999;
283(5402):661–663.

31. Kwak KJ, et al. Topographic effects on adhesive force map-
ping of stretched DNA molecules by pulsed-force-mode
atomic force microscopy. Ultramicroscopy 2004;100(3–
4):179–186.

32. Magonov SN, EV, Whango MH. Phase imaging and stiffness
in tapping mode AFM. Surf Sci 1997;375:L385–L391.

33. Miyatani T, Horii M, Rosa A, Fujihira M, Marti O. Mapping of
electrical double-layer force between tip and sample surfaces
in water with pulsed- forcemode atomic force microscopy.
Appl Phys Lett 1997;71:2632–2634.

34. Giessibl FJ, et al. Subatomic features on the silicon (111)-
(7
 7) surface observed by atomic force microscopy. science
2000;289(5478):422–426.

35. Morita SR, Wiesendanger R, Meyer E. Noncontact AFM. New
York: Springer; 2002.

36. Hembacher S, Giessibl FJ, MJ. Force microscopy with light-
atom probes. Science 2004;305(5682):380–383.

37. Sader JE. Parallel beam approximation for V-shaped atomic
force micrscope cantilevers. Rev Sci Instrum 1995;66:4583–
4587.

38. Senden TJ, Ducker WA. Experimental determination of
spring constants in atomic force microscopy. Langmuir
1994;10: 1003–1004.

MICROSCOPY, SCANNING FORCE 515



39. Hutter JL, Bechhoefer J. Calibration of atomic-force
microscope tips. Rev Sci Instrum 1993;64(7):1868–
1873.

40. Bell GI. Models for the specific adhesion of cells to cells.
Science 1978;200:618–627.

41. Merkel R, et al. Energy landscapes of receptor-ligand bonds
explored with dynamic force spectroscopy [see comments].
Nature 1999;397(6714):50–53.

42. Tees DFJ, Woodward JT, Hammer DA. Reliability theory for
receptorligand bond dissociation. J Chem Phys 2001;114:
7483–7496.

43. Evans E. Probing the relation between force—lifetime—and
chemistry in single molecular bonds. Ann Rev Biophys Bio-
molec Struc 2001;30:105–128.

44. Hoh JH, Schoenenberger CA. Surface morphology and
mechanical properties of MDCK monolayers by atomic force
microscopy. J Cell Sci 1994;107:1105–1114.

45. Radmacher M, et al. Measuring the viscoelastic properties of
human platelets with the atomic force microscope. Biophys
J 1996;70(1):556–567.

46. Wu HW, Kuhn T, Moy VT. Mechanical properties of
L929 cells measured by atomic force microscopy: Effects of
anticytoskeletal drugs and membrane crosslinking. Scanning
1998;20(5): 389–397.

47. Fisher TE, et al. The study of protein mechanics with the
atomic force microscope. Trends Biochem Sci
1999;24(10):379–384.

48. Altmann SM, Lenne P-F. Forced unfolding of single proteins.
Methods Cell Biol 2002;68:312–336.

49. Hafner JH, et al. Structural and functional imaging with
carbon nanotube AFM probes. Prog Biophys Molec Biol
2001;77(1):73–110.

50. Yang Y, Wang H, Erie DA. Quantitative characterization of
biomolecular assemblies and interactions using atomic force
microscopy. Methods 2003;29(2):175–187.

51. Sheng S, Zhifeng S. Cryo-atomic force microscopy. Methods
Cell Biol 2002;68:243–256.

52. Fotiadis D, et al. Imaging and manipulation of biological
structures with the AFM. Micron 2002;33(4):385–397.

53. Winfree E, et al. Design and self-assembly of two-dimensional
DNA crystals. Nature 1998;394(6693):539–544.

54. Hansma HG, Kasuya K, Oroudjev E. Atomic force microscopy
imaging and pulling of nucleic acids. Curr Opin Struct Biol
2004;14(3):380–385.

55. Jaeger L, Westhof E, Leontis NB. TectoRNA: Modular assem-
bly units for the construction of RNA nano-objects. Nucl Acids
Res 2001;29:455–463.

56. Seeman NC. DNA in a material world. Nature 2003;421:427–
431.

57. Yan H, et al. DNA-templated self-assembly of protein arrays
and highly conductive nanowires. Science 2003;301(5641):
1882–1884.

58. Seeman NC. From genes to machines: DNA nanomechanical
devices. Trends Biochem Sci 2005;30(3):119–125.

59. Radmacher M. Measuring the elastic properties of living cells
by AFM. Methods Cell Biol 2002;68:67–90.

60. Langer MG, Koitschev A. The biophysics of sensory cells of
the inner ear examined by AFM and patch clamp. Methods
Cell Biol 2002;68:142–171.

61. Charras GT, Lehenkari P, Horton M. Biotechnological appli-
cations of AFM. Methods Cell Biol 2002; 68.

62. Charras GT, Horton MA. Single cell mechanotransduction
and its modulation analyzed by atomic force microscope
indentation. Biophys J 2002;82(6):2970–2981.

See also BIOMAGNETISM; NANOPARTICLES.

MICROSCOPY, SCANNING TUNNELING

VIRGINIA M. AYRES

Michigan State University
East Lansing, Michigan

INTRODUCTION

Four years after its invention in 1982 (1), the scanning
tunneling microscope (STM) was awarded the 1986 Nobel
Prize for physics, one of only four such prestigious awards
given for a truly significant contribution to scientific
instrumentation. Since then, the family of scanning probe
microscopy (SPM) techniques, which includes scanning
tunneling microscopy, atomic force microscopy (2–4), mag-
netic force microscopy (5), near-field optical microscopy (6),
scanning thermal microscopy (7), and others, has revolu-
tionized studies of semiconductors, polymers, and biologi-
cal systems. The key capability of SPM is that, through a
controlled combination of feedback loops and detectors
with the raster motion of piezoelectric actuator, it enables
direct investigations of atomic-to-nanometer scale phe-
nomena.

Scanning probe microscopy is based on a piezoelectric-
actuated relative motion of a tip versus sample surface,
while both are held in a near-field relationship with each
other. In standard SPM imaging, some type of tip-sample
interaction (e.g., tunneling current, Coulombic forces, mag-
netic field strength) is held constant in z through the use of
feedback loops, while the tip relative to the sample under-
goes an x–y raster motion, thereby creating a surface map
of the interaction. The scan rate of the x–y raster motion
per line is on the order of seconds while the tip-sample
interaction is on the order of nanoseconds or less. The SPM
is inherently cable of producing surface maps with atomic
scale resolution, although convolution of tip and sample
artifacts must be considered.

Scanning tunneling microscopy is based on a tunneling
current from filled to empty electronic states. The selectiv-
ity induced by conservation of energy and momentum
requirements results in a self-selective interaction that
gives STM the highest resolution of all scanning probe
techniques. Even with artifacts, STM routinely produces
atomic scale (angstrom) resolution.

With such resolution possible, it would be highly desir-
able to apply STM to investigations of molecular biology
and medicine. Key issues in biology and medicine revolve
around regulatory signaling cascades that are triggered
through the interaction of specific macromolecules with
specific surface sites. These are well within the inherent
resolution range of STM.

The difficulty when considering the application of STM
to molecular biology is that biological samples are non-
conductive. It may be more accurate to describe biological
samples as having both local and varying conductivities.
These two issues will addressed in this article, and
examples of conditions for the successful use of STM for
biomedical imaging will be discussed. We begin with an
overview of successful applications of STM in biology and
medicine.
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SCANNING TUNNELING MICROSCOPY IN BIOLOGY AND
MEDICINE: DNA AND RNA

The STM imaging for direct analysis of base pair arrange-
ments in DNA was historically the first biological applica-
tion of the new technique. An amusing piece of scientific
history is that the first (and widely publicized) images (8–
12) of (deoxyribonucleic acid) DNA were subsequently
shown to correspond to electronic sites on the underlying
graphite substrate! However, more careful investigations
have resulted in an authentic body of work in which the
base pairings and conformations of DNA and RNA are
directly investigated by STM. One goal of these investiga-
tions is to replace bulk sequencing techniques and crystal
diffraction techniques, which both require large amounts of
material, with the direct sequencing of single molecules of
DNA and RNA. Two examples of DNA and RNA investiga-
tion by STM are presented here. One is an investigation of
DNA and RNA structures, and the other is an investigation
of DNA biomedical function.

Recently reported research from the group at The Insti-
tute for Scientific and Industrial Research at Osaka Uni-
versity in Japan (13) has shown detailed STM images of
well-defined guanine-cytosine (G-C) and adenine-thymine
(A-T) base pairings in double- and single-stranded DNA.
Four simple samples involving only G-C and only A-T base
pairs in mixed (hetero) and single sided (homo) combina-
tions were chosen for analysis (Fig. 1). These were depos-
ited on a single-crystal copper (111)-orientation [Cu(111)]
substrate using a technique developed specially by this
group to produce flat, extended strands for imaging. An
STM image showing the individual A-T base pairs in the
hetero A-T sample is shown in Fig. 2. Images of the overall
structures indicated repeat distances consistent with inter-
pretation as the double helix. Images from mixed samples
of hetero G-C and hetero A-T are shown in Fig. 3. The
larger structure is interpreted as hetero G-C and the
smaller as hetero A-T, which is consistent with X-ray
diffraction data that indicates the A-T combination is more
compact.

Only the double helix structure was observed for the
hetero G-C samples. However, the homo G-C structures,

hetero A-T structures, and homo A-T structures were
observed in two types, and the spot spacings and sizes of
the second type would be consistent with interpretation as
single-stranded DNA. The observed presence or lack of
single-stranded configurations among the samples is con-
sistent with the fact that hetero G-C has a higher melting
(unraveling) temperature than the homo G-C and thus is
more difficult to unwind. Both hetero and homo A-T pairs
have lower melting temperatures than either of the G-C
pairs. Images of both hetero A-T and Homo A-T samples
often showed sizing and spacings consistent with inter-
pretation as single-stranded DNA, in addition to observed
double helix specimens. Thus, the presence/lack of single-
stranded versus double helix images is consistent with
known melting temperature data for the C-G and A-T base
pairings.

The same group has also reported successful STM
investigations of transfer-ribonuclic acid (t-RNA) (14). In
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Figure 1. (a) Homo A-T, (b) Hetero A-T, (c) Homo G-C, and (d)
Hetero G-C. (Figure adapted from Ref. 9, used with permission.)

Figure 2. STM image of portion of Hetero A-T double helix of
showing base pairs. (Reproduced from Ref. 9, used with
permission.)

Figure 3. Hetero G-C and Hetero A-T mixed sample. The larger
specimens are identified as Hetero G-C, and the smaller specimens
are identified as Hetero A-T. Both are in a double helix
configuration. (Reproduced from Ref. 9, used with permission.)



RNA, the base pairing is adenine-uracil (A-U) instead of
adenine-thymine (A-T). Also the backbone sugars are
ribose rather than deoxyribose, but are still linked by
phosphate groups. The RNA is very difficult to synthesize
as a single crystal and consequently there is a very limited
amount of X-ray diffraction data available for RNA. Little
is known about its variations, and therefore direct inves-
tigations of single molecule RNA would add much to our
knowledge.

Transfer RNA is a small RNA chain of � 74–93 nucleo-
tides that transfers a specific amino acid to a growing
polypeptide chain at the ribosomal site of protein synthesis
during translation (15). It has sites for amino acid attach-
ment, and an anticodon region for codon recognition that
binds to a specific sequence on the messenger RNA (m-
RNA) chain. It has a partial double-helix structure even
though it has only one chain, because the single RNA chain
folds back, and loops back, on itself, as shown in Fig. 4a.

X-ray diffraction studies (16) have indicated that the
t-RNA structure may often assume an L-shaped conforma-
tion with a long and a short arm. A model of the Escherichia
Coli lysine t-RNA macromolecule used by the group for its
STM studies is shown in Fig. 4a and b. It shows both the
L conformation and the underlying loop and base pair
chemistry.

Using STM, the group was able to directly image the L
conformation as shown in Fig. 4c. In addition to the first
direct statistical data on the lengths of the long and short
arms, obtained from analysis of several STM images, an
analysis of the influence of pH on conformation was also
carried out. Current investigations are focusing on biofunc-
tion research issues in addition to structural research
issues, using STM to directly image the coupling of the
important amino acid molecules at specific t-RNA sites.

The STM investigations of nanobiomedical rather than
structural issues are an important emerging research area.
One example is the recently reported research from the
University of Sydney group in which the local binding of
retinoic acid, a potent gene regulatory molecule, to plasmid
p-GEM-T easy (596 base pair Promega) DNA fragments on
a single-crystal graphite substrate, was directly imaged
and reported (17). Retinoic acid has been documented as
responsible for a number of profound effects in cell differ-
entiation and proliferation, and is known to accomplish its
functions through selective site binding during the tran-
scription process. The STM images of retinoic acid by itself

on a single-crystal graphite substrate were investigated
first. These showed sizes consistent with the retinoic acid
molecular structure, and a bright head area with a darker
tail area. A molecular model of retinoic acid, also shown in
Fig. 5a, shows its aliphatic carbon ring head and polymeric
tail. For reasons further discussed below, the aliphatic ring
head may be expected to have a higher tunneling current
associated with it than the polymeric tail, and therefore the
observed bright and dark areas are consistent with the
expected structure.

At low concentrations, retinoic acid was observed to bind
selectively at minor groove sites along the DNA, with some
clustering of retinoic acid molecules observed, as shown in
Fig. 5b. High resolution STM imaging provided direct
evidence for alignment of the retinoic acid molecules
head-to-tail structure edge-on with the minor groove and
also in steric alignment with each other. From STM height
studies, it could also be inferred that the aliphatic ring
head was attached to a ring partner along the minor groove
surface, but that the tail was not attached. This may
suggest a loosely bound on–off functional mechanism. At
high concentrations, retinoic acid was observed to bind
along the whole length of the DNA double helix, but again
selecting the minor grooves. These first direct studies of
selective site binding of retinoic acid with the minor groove
of DNA should serve as a template for further direct
investigations of other known minor groove binders,
thereby opening up the direct investigation of an entire
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class of regulatory molecule–DNA interactions. The inter-
actions of related structures that are candidate therapeutic
drug molecules could be receive similar direct investiga-
tion.

Note that both of the above groups have also made
important contributions to sample preparation techniques
for successful STM analysis of DNA and RNA. These
sample preparation techniques will be discussed below
in the context of the basic physics of the STM interaction,
and the basic chemistry and conductivity of DNA and RNA
samples.

BASIC PHYSICS OF THE STM INTERACTION

The STM is based on tip–sample interaction via a tunneling
current between filled electronic states of the sample (or tip)
into the empty electronic states of the tip (or sample), in
response to an applied bias, as shown in Fig. 6. The bias may
be positive or negative, and different and valuable informa-
tion may often be obtained by investigation of the how the
sample behaves in accepting, as well as in giving up, elec-
trons. In STM imaging, it is important to recognize that the
feature map or apparent topography of the acquired image is
really a map of the local density of electronic states. Bright
does not correspond to a raised topography; it corresponds to
a region with a high density of electronic states. Therefore,
in STM imaging of biological samples, an important con-
sideration is that a differential conductivity will be observed
from regions, such as rings (usually high) versus regions,
such as alkane backbones (usually low). As in all SPM
techniques, a z-direction feedback loop maintains some
aspect of the tip samples interaction constant (Fig. 6).
The readily available choices on commercial machines are
to hold either the tunneling distance d constant (constant
height mode) or the magnitude of the tunneling current
content (constant current mode).

The current in question is a tunneling current, which is
a quantum mechanical phenomenon. It is well documented
that all electrons within the atomic planes of any material
are in fact in such tight quarters that they display the
characteristics of a wave in a waveguide, in addition to

their particle-likeness. An electron at the surface of a
material faces a wall (barrier) created by the dissimilar
material (e.g., air, vacuum, or a liquid). While a particle
would run into a wall and bounce back, a wave can pene-
trate into and indeed through a wall (as light goes through
glass). This is illustrated in Fig. 7. Additionally, all mate-
rials have precise energy levels within them, and therefore,
electrons will move by going from one energy level at
location 0 to another at location d, meeting conservation
of energy requirements.

In STM, a tip with empty electronic states is brought
physically close to a sample surface. The electrons are
given a direction through the application of the bias (posi-
tive in this example). Because they are wavelike, when
they reach the sample surface, they can tunnel through the
barrier created by the 0-to-d gap and reach the empty
states of the tip, where they are recorded as a current
proceeding from sample to tip. A tunneling current has the
known mathematical form: I � V exp�cd, where I is the
tunneling current, V is the bias voltage between the sample
and the tip, c is a constant and d is the tip-sample separa-
tion distance. The tunneling current depends sensitively
on the size of the 0-to-d gap distance. To observe a tunnel-
ing current, the gap must be on the order of tens of
nanometers. This is the case in any commercial STM
system. It is remarkable, that with the addition of a simple
feedback loop, a tip can be easily maintained within nan-
ometers of a sample surface without touching it. Typical
STM tunneling currents are on the order of 10�9–10�12 A.
With special preamplifiers, currents on the order of 10�14 A
can be detected.

Because STM is a current-based technique, some situa-
tions that can interfere with its current will be briefly
discussed. Very common in STM imaging of biological
samples is for the tip to acquire a layer of biological
material, possibly by going too close to the sample surface
while passing over an insulating region where the feedback
loop has little to work on. This usually just introduces
image artifacts, discussed below, but it can sometimes
insulate the tip from the sample, thus terminating the
tip–sample interaction. The problem can be minimized
through careful consideration of the expected chemistry
and local conductivity of the biological specimen to be
investigated.

CHEMISTRY, CONFORMATION, AND CONDUCTIVITY
OF BIOLOGICAL SAMPLES

Consideration of the basic chemistry involved in a biologi-
cal sample can help to determine its appropriateness for
STM imaging. The building blocks for DNA and RNA are
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shown Fig. 8. The sugar-phosphate backbone contains
negatively charged phosphate groups for both DNA and
RNA. The bases adenine, thymine, uracil, guanine, and
cytosine are all nitrogenous ring systems. Thymine, cyto-
sine, and uracil are six-member ring pyrimidine systems,
and adenine and guanine are purines, the fusion of a six-
member pyrimidine ring to a five-member imidazole ring.
Successful STM imaging of monolayers of the individual
bases has been reported (18,19). Examples of the high
resolution STM imaging that is possible for monolayers
of the individual bases are shown in Figs. 9 and 10.

The nitrogenous ring systems, like the classic benzene
ring system, which has also been imaged (20), contain p-
orbital electrons above and below the ring structure plane,
which create a conductive electron cloud. Hence, the suc-
cessful STM imaging of the DNA and RNA systems by the
Osaka University and University of Sydney groups might
be expected from the charged phosphate groups in the
backbones and the ring systems in the base pairs.

However, there are also very difficult issues to resolve in
making the local conductivity of, especially, the signature
DNA and RNA base pairs available to the STM tip. These
are enclosed within the sugar-phosphate backbones, and
only partially exposed by the twisting of the helix, as shown
in Fig. 11a and b (21,22). Also, the choice of substrate will
powerfully influence the molecular structure deposited on
it, especially if it is small. An example of this is shown in
Fig. 12, taken from Ref. 16. The behaviors of pyridine (a

single-nitrogen close relation to pyrimidine) and benzene
on a single crystal (001) orientation copper, Cu(001), sub-
strate were investigated. The pyrimidine monolayers (thy-
mine, cytosine, and uracil) in Figs. 9 and 10 had rings
oriented parallel to the substrate surface, but individual
pyridine molecules on Cu(001) had rings perpendicular to
the surface, due to the strong nitrogen-copper atom inter-
action, as shown in Fig. 12a. Also, if a single hydrogen atom
was dissociated from the pyridine molecule, as can happen
during routine scanning, the molecule would shift its posi-
tion on the copper substrate (Fig. 12b). The STM imaging of
an individual benzene molecule indicated a ring system
parallel to the copper substrate (Fig. 12c), but hydrogen
dissociation would cause the benzene molecule to become
perpendicular to the substrate surface (Fig. 12d). There-
fore both the substrate choice and interactions with the
imaging tip can influence the conformation of the biomo-
lecule and whether its locally conductive portions are
positioned to produce a tunneling current.

Now consider the situation of a molecule with a differ-
ence in local conductivity, like retinoic acid. The aliphatic
ring head would similarly be expected to have a high local
conductivity, and separate investigations of just retinoic
acid by the University of Sydney group confirmed that this
is the case (Fig. 5a). The polymeric tail is basically an
alkane system without any p-type orbitals. Its conductivity
is therefore expected to be less than the ring system and
this is experimentally observed. However, results such as
those shown in Fig. 13 from a group at California Institute
of Technology, demonstrate that high resolution STM
imaging even of low conductivity alkane systems is possible
(23–26). Therefore, one aspect of STM biomolecular ima-
ging is that there may be large differences in the conduc-
tivities of two closely adjacent regions. It then becomes an
issue of whether the STM feedback loop will be able to
sufficiently respond to the differences to maintain the tip-
sample tunneling current interaction throughout the
investigation. Prior consideration of the imaging para-
meters necessary for successful STM imaging of the least
conductive part of the bio molecule can help.
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Figure 8. (a) The deoxyribose (ribose) sugar/
phosphate backbone for DNA (RNA) is
negatively charged due to phosphate groups.
(b) DNA and RNA bases are nitrogenous ring
systems.

Figure 9. STM images of (a) guanine, (b) cytosine, and (c) adenine
monolayers on a single crystal (111)-orientation gold substrate.
(Reproduced from Ref. 14, used with permission.)



Biomolecules, with only nanometer dimensions, always
should be deposited on atomically flat single-crystal sub-
strates. Substrates can also be selected to supply electrons
to the biomolecule, for positive bias scanning, or to manip-
ulate the biomolecule into a desired position. Another
important sample preparation issue is that biomolecules
often have multiple available conformations, including
globular conformations that self-protect the molecule
under nonphysiological conditions. While STM imaging
may be performed in vacuum, air, and even in a liquid-
filled compartment (liquid cell), the best resolution may be
achieved in vacuum, which is a nonphysiological condition.
The less physiological the imaging conditions, the more it
will be necessary to use special molecular stretching tech-
niques to investigate an open conformation. A special
pressure jet injection technique was developed by the
Osaka University group to deposit stretched DNA and
RNA on single-crystal copper for vacuum STM imaging,
without giving them the chance to close into globular
conformations (13,14).
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Figure 10. STM images of (a) guanine, (b)
adenine, (c) uracil, and (d) thymine monolayers
on (e) a single crystal (0001)-orientation
molybdenum dissulfide substrate. (Adapted
from Ref. 15, used with permission.)

Figure 11. The three-dimensional conformation of DNA. (a) The
base pairs are positioned between the sugar-phosphate backbones.
(b) The overall structure is a double helix. (Reproduced from Refs.
17,18, used with permission.)

Pyridine on Cu(001)

–H

(a)

Benzene on Cu(001)

–2H

(c)

(b)

(d)

Figure 12. Influence of the sample-substrate interaction on
sample orientation. (a) An individual pyridine molecule on a
copper (001)-orientation, (Cu(001)) substrate is perpendicular to
the surface due to the strong nitrogen–copper atom interaction. (b)
An individual pyridine molecule from which a hydrogen atom has
dissociated is also perpendicular to a Cu(001) surface but has a
shifted location. (c) An individual benzene molecule on a Cu(001)
substrate is parallel to the surface but (d) may become
perpendicular if hydrogen dissociation occurs. (Adapted from
Ref. 16, used with permission.)

Figure 13. High resolution STM images of an alkane
(pentatracontane) monolayer on graphite. (Reproduced from
Ref. 19, used with permission.)



IMAGING ARTIFACTS AND DATA RESTORATION
USING DECONVOLUTION

Examination of Fig. 5a shows the ring head of retinoic acid
as a large blurred bright spot. Greater resolution of detail
would clearly be desirable. As in all SPM imaging systems,
tip artifacts versus the surface features will limit the
resolution of the experiments performed. This is often cited
as an ultimate barrier in STM studies of macromolecular
structures and in scanning probe microscopy in general
(27). It is therefore necessary to develop techniques for
deconvolution of STM tip artifacts for enhancing the reso-
lution of measured STM image data.

A commonly used approach for data restoration or
eliminating the smearing effect of tip sample interaction
is to assume that the observed signal is a convolution of the
true image and the probe response function (PRF). The
following equation gives a general degradation model due
to the convolution of tip artifacts with true data resulting in
the measurement g(x,y). Neglecting the presence of the
additive noise, the data can be modeled as

gðx; yÞ ¼ f ðx; yÞ � hðx; yÞ ¼
X
n;m

f ðn;mÞhðx � n; y � mÞ

where g(x, y), f(x, y), and h(x,y) are the observed or raw
signal, true image, and PRF, respectively. One can then
use deconvolution methods to extract the true image from
the knowledge of measured data and probe PRF.

Theoretically, the probe response function is derived
from the underlying physics of the tip sample interaction
process. Hence, there is a need for a theoretical model for
the tip sample interaction. Recent advances in formulation
and modeling of tip sample interactions allow development
of accurate compensation algorithms for deconvolving the
effect of tip-induced artifacts.

Figure 14 shows an example of applying a deconvolution
algorithm on synthetic degraded images. The degraded
image in Fig. 14c is generated from a synthetic image in
Fig. 14a blurred by a Gaussian PRF in Fig. 14b. Figure 14d
shows the enhanced result obtained using deconvolution.
Although the theoretical treatment of STM and related
SPM techniques provide major challenges because the
atomic structures of the tip and sample have to be modeled
appropriately, its potential is clear and this is a strongly
developing research area at the present time.

CONCLUSIONS

The STM imaging has the highest resolution of all SPM
imaging techniques. As such, it would be highly desirable
to apply STM to investigations of molecular biology and
medicine. An often described difficulty when considering
the application of STM to molecular biology is that biolo-
gical samples are nonconductive. It would be more accurate
to describe biological samples as having both local and
varying conductivities. Design of STM experiments in
which ring systems are exploited, and/or imaging para-
meters are set for the least conductive portion of the
biomolecules may help produce successful imaging results.
New research in applications of powerful deconvolution

techniques to STM imaging will also open up the field of
direct STM investigations of the structure and function of
important biomolecules.
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INTRODUCTION

Microsurgery is a specialized surgical technique whereby a
microscope is used to operate on tiny structures within the
body. Fine precision microinstruments are used to manip-
ulate tissue with or without robotic or computer control.

This technique has allowed for significant advances in
surgery especially for operations involving the inner ear,
eye, brain, nerves, and small blood vessels.

HISTORY OF THE SURGICAL MICROSCOPE

The compound microscope is generally agreed upon to have
been invented in the 1590s by the two Dutch opticians
Hans and Zacharias Janssen. Their device consisted of a
sliding tube with two aligned lenses. In 1624 Galileo
Galilei, the famous astronomer and mathematician,
demonstrated an inverted telescope to his colleagues of
the Lincean Academy. One of them, Giovanni Faber,
named it a microscope from the Greek words micro, mean-
ing small, and scope, meaning to aim or shoot. Microscope
lenses were improved in the seventeenth century by
Antonie van Leeuwenhoek, a Dutch linen draper who
originally was interested in counting the number of
threads per square inch in his reams of cloth. How he
constructed his spherical lenses still remains a mystery
to this day. In the eighteen century, fine and course adjust-
ments as well as tube inclination were added by Robert
Hooke, who first discovered the cell. The microscope was
further improved by Joseph Jackson Lister a British wine
merchant, school visitor, and histologist, the father of Lord
Joseph Lister whom is credited as stating the era of modern
surgery. His innovations included the developed achro-
matic objective lens corrected for chromatic and spherical
aberrations and stands designed to reduce vibrations. His
jointly published work with Dr. Joseph Hodgkins in 1827,
redefined the understanding at the time of arteries, mus-
cles, nerves, and the brain.

In 1848 Carl Zeiss, a German machinist opened a micro-
scope workshop. Ernst Abbé, a physicist working with
Zeiss, derived new mathematical formulas and theories
that allowed the optical properties to be mathematically
predicted for the first time. Prior lenses had always been
made by craftsmen who learned their trade by trial and
error. Abbé’s advancements enabled Zeiss to become the
first mass producer of high quality microscopes.

USE IN SURGERY

Edwin Theodor Saemisch, a German ophthamologist, used
loupes in surgery in 1876, but although the microscope was
being used in the laboratory medical research environment
it was not used the operating room. Zeiss manufactured a
binocular microscope specifically designed for dissecting
which was used for ophthalmological examinations of the
cornea and anterior chamber of the eye. It was not until
1921 that Carl Olof Nylen, a Swedish, otologist and tennis
olympian, used his homebuilt monocular microscope for
the first time in ear surgery on a case of chronic otis media,
a type of ear infection. His monocular microscope was
quickly replaced in 1922 by a binocular microscope devel-
oped by adding a light source to a Zeiss dissecting micro-
scope by his chief surgeon, Gunnar Holmgren. He used it to
treat diseases otosclerosis, the abnormal growth of tem-
poral bone in the middle ear.
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Despite these early successes the surgical microscope
was seldom used due to its limited field of vision, very short
focal distance, poor light quality, and instability. It was not
until the 1950s that the surgical microscope started to
become more widely adopted. In 1953, Zeis released the
Zeiss OpMi 1(Zeiss Operating Microscope Number One),
which was specially designed for otological procedures. Its
superior coaxial lighting, stability, and ease of operation
enabled the advent of tympanoplasty operations to repair
ruptured ear drums as well as widespread use in temporal
bone surgery.

The success the microscope was having in otology soon
spread to other disciplines as well. In the early 1950s, José
Ignacio Barraquer adapted a slip lamp to the Zeiss otolo-
gical surgical microscope for ocular microsurgery. By the
1960s, J. I. Barraquer, Joaquı́n Barraquer, and Hans Litt-
man of Zeiss, had further modified the surgical microscope
and refined microsurgical techniques to make ocular man-
euvers in glaucoma microsurgery easier to perform. During
this same time frame, Richard Troutman also had Zeiss
make a special microscope for his ophthalmic procedures.
He made many advances and is credited as adding electric
and hydraulic control to surgical microscopes, but possibly
his greatest innovation was the first variable magnifica-
tion, or zoom, surgical microscope.

Around this time neurosurgeons also began using the
surgical microscope in the operating room. In 1957, Theo-
dore Kurze removed a neuriloma tumor from the seventh
cranial nerve, and then later anastomized it to the hypo-
glossal nerve. He also developed techniques to use the
surgical microscope for aneurysm surgeries. Recognizing
that sterilization was a major problem, he developed the
use of ethylene oxide gas to sterilize his surgical micro-
scopes for use in the operating room. Dr. R. M. Peardon
Donaghy established the first microsurgical training lab at
the University of Vermont, where many surgeons were
trained. He collaborated with the vascular surgeon Julius
Jacobson to remove occlusions from cerebral arteries.
Jacobson and his colleague Ernesto Suarez, were respon-
sible for developing small vessel anastomoses techniques.
Their procedures required another surgeon’s assistance.
To meet this need Jacobson invented the diploscope that
allowed two surgeons to view the same operative field.
Later he and his colleagues worked with Hans Littman
of Zeiss to develop a commercial surgical microscope with a
beamsplitter enabling two surgeons to operate at the same
time. A modern day version of the Zeiss dual head micro-
scope is shown in Fig. 1.

Inspired by the work of the neuroscientists plastic sur-
geon also started using the surgical microscope. Harold
Buncke was one of the first plastic surgeons to use the
microscope for digit/limb replantation and free-flap autop-
lantation. Buncke also developed many of the tools micro-
surgeons use by borrowing technology from the jewelry,
watchmaking, and microassembly industries (Fig. 2.)

The 1960s saw the techniques applied to neurosurgery.
Breakthroughs in microneurosurgery included the repair
of peripheral nerve injuries, intracranial aneurysm sur-
geries, embolectomies of middle cerebral arteries, middle
cerebral artery bypasses. One on the visionaries of this
time was M. G. Yasargil a Turkish neurosurgeon from

Switzerland. Trained in Donaghy’s training lab he further
refined and improved the surgical techniques.

The next advancements came with the development of
minimally invasive surgical techniques. Traditional surgi-
cal techniques used relatively large incisions to allow the
surgeon full access to the surgical area. This type of opera-
tion, called open surgery, enables the surgeon’s hands and
instruments to come into direct contact with organs and
tissue, allowing them to be manipulated freely. These
operations are classified as first generation surgical tech-
niques and most surgeons are trained in this manner.
While the large incision gives the surgeon a wide range
of motion to do very fine controlled procedures, it also
causes substantial trauma to the patient. In fact, the
majority of trauma is caused by the incisions the surgeon
uses to get access to the surgical site instead of the actual
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Figure 1. Zeiss OpMi Vario S8 surgical microscope. (Courtesy of
Carl Zeiss.)

Figure 2. Modern day microsurgical tools. (Courtesy of WPI Inc.)



surgical procedure itself. For example, in a conventional
open-heart cardiac operation, the rib cage must be cracked
and split exposing the heart muscle. This trauma not only
increases pain to the patient, but adds to recovery times
increasing hospital stays, in turn increasing costs.

In 1985, Muhe performed the first laparoscopic chole-
cystectomy, or gallbladder removal surgery with a fiber-
optic scope. The technique he performed is commonly
called minimally invasive surgery but also goes by other
names, such as micro, keyhole, microscopic, telescopic, less
invasive, and minimal access surgery. This microsurgical
technique is based on learnings from gynecological pelvis-
copies and arthroscopic orthopedic operations along with
the previous advances made in otology, opthamology, neu-
rosurgery, and reconstructive microsurgeries. It has sub-
sequently been applied to many other surgical areas, such
as general surgery, urology, thoracic surgery, plastic sur-
gery, and cardiac surgery. These procedures are classified
as second generation surgeries as trauma to the patient is
drastically reduced by the reducing or eliminating inci-
sions. The shorter hospital stays and faster recovery times
for the patient reduce the cost of a minimally invasive
procedure 35% compared to its open surgery counterpart.

In a minimally invasive cardiac operation a few small
holes, access points, or ports are punctured into the patient
and trocars are inserted. A trocar consists of a guiding
cannula or tube with a valve–seal system to allow the body
to be inflated with carbon dioxide. This is done so that the
surgeon has enough room to manipulate his instruments at
the surgical site. An endoscope is inserted into one of the
trocar ports to allow the surgeon a view the surgical site.
Various other surgical instruments, such as clippers, scis-
sors, graspers, shears, cauterizers, dissectors, and irriga-
tors were miniaturized and mounted on long poles so that
they can be inserted and removed from the other trocar
ports to allow the surgeon to perform the necessary tasks at
hand.

While minimally invasive surgery has many advantages
to the patient, such as reduced postoperative pain, shorter
hospital stays, quicker recoveries, less scarring, and better
cosmetic results, there are a number of new problems for
the surgeon. The surgeon’s view is now restricted and does
not allow him to see the entire surgical area with his eyes.
While the operation is being performed he must look at a
video image on a monitor rather than at his hands. This is
not very intuitive and disrupts the natural hand–eye coor-
dination we all have been accustomed to since childhood.
The video image on the monitor is also only two dimen-
sional (2D) and results in a loss of our binocular vision
eliminating the surgeon’s depth perception. While per-
forming the procedure the surgeon does not have direct
control of his own field of view. A surgical assistant holds
and maneuvers the endoscopic camera. The surgeon has to
develop his own language to command the assistant
to position the scope appropriately, which often leads to
orientation errors and unstable camera handling, espe-
cially during prolonged procedures. Since the images from
the camera are magnified, small motions, such as the
tremor in a surgical assistant’s hand or even their heart-
beat can cause the surgical team to experience motion
induced nausea. To combat the endoscopic problems, some

surgeons choose to manipulate the endoscope themselves.
This restricts them to using only one hand for delicate
surgical procedures and makes procedures even more
complicated.

The surgeon also loses the freedom of movement he has
in open surgery. The trocar ports are fixed to the patient’s
body walls by pressure and friction forces. This constrains
the instrument’s motion in two directions and limits the
motion of the tip of the instrument to four degrees of
freedom (in–out, left–right, up–down, and rotation). The
trocars also act as pivot points and cause the surgical
instruments to move in the opposite direction to the sur-
geon’s hands. When the surgeon is moving left, the image
on the monitor is moving to the right. The amount of this
opposite movement also depends on the depth of the intro-
duction of the instrument. Again because of the pivot point
the deeper an instrument is inserted into the body the more
the surgeon’s movement is amplified. Even a small move-
ment made by the surgeon on the outside of the patient can
translate to a very large movement on the inside of the
patient. The seals and valves in the trocars also impede
movements which hinders the smoothness of motions into
and out of the patient and greatly reduces the already
limited tactile feedback the surgeon experiences. These
movement behaviors and lack of tactile feedback are coun-
ter to what the surgeon is used to in open surgery and
require long training to develop the technical skills to
perform these operations.

Performing a minimally invasive procedure has been
likened to writing your name holding the end of an 18 in.
(45.72 cm) pencil (1). The surgeon loses three-dimensional
(3D) vision, dexterity, and the sense of touch. The instru-
ments are awkward, counterintuitive, and restricted in
movement. The lack of tactile feedback prevents the sur-
geon from knowing how hard he or she is pulling, cutting,
twisting, suturing, and so on. These factors cause a number
of adjustments to be made by the surgeon, which requires
significant retraining on how to do the procedures in a
minimally invasive manner. These difficulties encountered
by the surgeon cause degradation in surgical performance
compared to open surgery which limits surgeons to per-
forming only simpler surgical procedures.

In an attempt to address some of these shortcomings
and allow the surgeon more control during operations a
third generation of surgical procedures, robotic surgery
was developed. Although these types of procedures are
commonly referred to as robotic surgery, the operations
themselves are not completely automated and are still
carried out by a surgeon. For this reason, robotic surgery
is also referred to as computer aided or computer assisted
surgery.

The robotic technology was originally developed for
telerobotic applications in the late 1980s for the Defense
Advanced Research Project Administration (DARPA) by
researchers at SRI International. The surgeon of the future
would allow surgeons from remote command centers to
operate on injured soldiers in the battlefield. In 1995, this
technology was spun off into a new company named Intui-
tive Surgical to commercialize the technology for use in the
hospital environment. Near the same time Dr. Yulan Wang
was developing robotic technology for NASA to allow
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surgeons on earth to deal with medical emergencies on the
international space station. He formed Computer Motion
in 1989. Both of these companies merged in 2003, and
Intuitive Surgical is now the leader in Robotic Surgery.
In 2002, Dr. Fredric Mol, one of the original founders
of Intuitive Surgical, founded Hansen Medical which
brings computerized robotic control of catheters to electro-
physiology and interventional cardiac procedures.

Current robotic surgery systems have a number of ben-
efits over conventional minimally invasive surgery. Figure 3
shows an Intuitive Surgical da Vinci robotic system. In this
arrangement the surgeon sits comfortably at a computer
console instead of having to stand throughout the entire
procedure, which can last up to 5 h long. A three-armed
robot takes his place over the patient. One arm holds an
endoscope while the other two hold a variety of surgical
instruments. The surgical team can also look at a video
monitor to see what the surgeon is seeing. The surgeon looks
into a stereo display in much the same way as looking
though a surgical microscope and manipulates joystick
actuators located below the display. This simulates the
natural hand–eye alignment he is used to in open surgery,
(Fig. 4). Since computers are used to control the robot and
are already in the operating room, they can be used to give
the surgeon superhuman like abilities. Accuracy is
improved by employing tremor cancellation algorithms to
filter the surgeon’s hand movements. This type of system
can eliminate or reduce the inherent jitter in a surgeon’s
hands for operations where very fine precise control is
needed. Motion scaling also improves accuracy by translat-
ing large, natural movements into extremely precise, micro-
movements. A wide variety of surgical instruments or end
effectors are available including graspers, cutters, cauter-
izers, staplers, and so on. Both companies provide end
effectors that have special wrist like joints at their tips
enabling full seven degree of freedom movements inside
the patient, (Fig. 5), but still lack tactile feedback.

These robotic advances allow surgeons to perform more
complex procedures, such as reconstructive cardiac opera-
tions like coronary bypass and mitral valve repair that cannot
be performed using other minimally invasive techniques.
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Figure 3. Intuitive Surgical da Vinci robotic surgery system.
(Copyright #2005 Intuitive Surgical, Inc.)

Figure 4. Intuitive Surgical stereo display and joysticks.
(Copyright #2005 Intuitive Surgical, Inc.)

Figure 5. Multidegrees-of-freedom end effector. (Copyright
#2005 Intuitive Surgical, Inc.)



MEMS

Around the same time that minimally invasive surgery was
being developed, there was a turning point in microelec-
tromechanical systems (MEMS). This a technology was
developed from the integrated circuit industry to create
miniature sensors and actuators. Originally, these semi-
conductor processes and materials were used to build
electrical and mechanical systems, but have now expanded
to include biological, optical, fluidic, magnetic, and other
systems as well. The term MEMS originated in the United
States and typically contain a moving or deformable object.
In Europe, this technology goes by the name microsystems
technology or microstructures technology (MST) and also
encompasses the method of making these devices, which is
referred to as micromachining. In Japan and Asia MEMS
are called micromachines when mechanisms and motion
are involved. The MEMS devices first were used in medical
applications in the early 1970s with the advent of the
silicon micromachined disposable blood pressure sensor
(2), but it was not until the mid-1980s when more compli-
cated mechanical structures, such as gears and motors,
were able to be fabricated.

FABRICATION TECHNOLOGIES

The fabrication of MEMS devices is based on the merger of
semiconductor microfabrication processes and microma-
chining techniques to create the desired microstructural
components. There are four major processes that are used
to fabricate MEMS devices: bulk micromachining, surface
micromachining, LIGA, and precision machining. Combi-
nations of these technologies are what allow MEMS to be
highly miniaturized and integratable with microelectro-
nics. These processes are very sensitive to impurities and
environmental conditions such as temperature, humidity,
and air quality. Typically, these fabrication steps are per-
formed inside a cleanroom (Fig. 6). Bulk micromachining,
surface micromachining, and LIGA have the added advan-
tage of being able to be batch fabricated. This allows many
devices to be made in parallel at the same time greatly
reducing device cost.

Bulk micromachining utilizes wet- or dry-etch processes
to form 3D structures out of the substrate. These subtrac-
tive processes produce isotropic or anisotropic etch profiles
in material substrates, which are typically but not limited
to silicon wafers. Bulk micromachining can create large
MEMS structures on the micrometers (mm) to millimeters
(mm) scale (tens of mm-to-mm thick). Commercial applica-
tions of bulk micromachining have been available since the
1970s. These applications include pressure sensors, iner-
tial sensors such as accelerometers and gyros, and micro-
fluidic channels and needles for drug delivery.

In surface micromachining, MEMS are formed on the
surface of the substrate using alternating layers of struc-
tural and sacrificial materials. These film materials are
repeatedly deposited, patterned, and etched to form struc-
tures that can then be released by removing sacrificial
layers. The release process allows for the fabrication of
complex movable structures that are already assembled,

such as motors, switches, resonators, cantilevers, and so
on. Surface micromachined structures are typically limited
to thicknesses of 2–6 mm and because they use much of the
same technology as is used in the integrated circuit indus-
try are readily integrated with electronics. Because so
much technology is shared with the IC industry silicon
wafers are typical substrates with thousands of devices
being able to be fabricated at once (Fig. 7).

Lithographie, Galvanik, Abformung (LIGA) is a German
acronym that means lithography, electroforming, and
molding. The technology was originally developed in
the late-1970s to fabricate separation nozzles for uranium
enrichment. This technology uses X rays to fabricate
devices with very high aspect ratios. A synchrotron radia-
tion source is used to define small critical dimensions in a
poly(methyl methyacrylate) (PMMA), mold that can then
be electroplated to form high aspect ratio metallic struc-
tures. Many parts can be batch fabricated in this manner,
but assembly is usually still a serial process.

Precision machining technology, such as micro-EDM
(microelectro discharge machining), laser micromachining,
and micro stereo lithography, is also used to form complex
structures out of metal, plastic, and ceramics that the
previous fabrication technologies may be incapable of.
Precision machining is typically a serial process, but is
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Figure 6. Cleanroom fabrication facility. (Courtesy of Intel Corp.)



often better able to deal with the varied shapes and sub-
strates of microsurgical instruments.

Micro EDM is a form of spark machining used to shape
conductive materials, such as silicon and metals. An
EDM erodes material by creating a controlled electric
discharge between an electrode and the substrate. It is
a noncontact process and there is no direct mechanical
cutting force applied to the substrate. Dielectric fluid is
used to remove the erosion particles, as well as to keep
the substrate material from oxidizing. Micro-EDMs can be
used to make holes, channels gears, shafts, molds, dies,
stents, as well as more complex 3D parts such as accel-
erometers, motors, and propellers (3).

Lasers can be used to both deposit and remove material.
Laser ablation vaporizes material through the thermal
noncontact interaction of a laser beam with the substrate.
It allows for the micromachining of silicon and metals, as
well as materials that are difficult to machine using other
techniques such as diamond, glass, soft polymers, and
ceramics. Laser direct writing and sintering is a maskless
process where a laser beam is used to directly transfer
metal materials onto a substrate. This can be used to form
metal traces on nonplaner surfaces, which reduces the
need for wires on surgical tools (4).

Micro stereo lithography processes generate 3D struc-
tures made out of ultraviolet (UV) cured polymers. It is an
additive process where complex 3D structures are made
from stacks of thin 2D polymer slices that have been
hardened from a liquid bath. Conventional systems were
limited in that they were a serial process where only one
part could be made at a time. MicroTEC has developed a
batch fabricated wafer level process called rapid material
product development (RMPD), which is capable of con-
structing structures out of 100 different materials includ-
ing plastics, sol–gels, and ceramics (5).

APPLICATIONS

The inclusion of MEMS technology in microsurgery, will
allow for smaller more miniaturized surgical tools that not

only overcome many of the limitations of microsurgical
procedures, but allow for new more advanced operations
to be performed. MEMS are just now being incorporated
into microsurgical tools and coming on the market. Most
are still at the research level, but the industry is moving in
this direction as the need for smaller smarter tools
increases.

HAPTIC FEEDBACK

One of the key areas for improvement in microsurgery is
tactile feedback. The lack of tactile sensing limits the
effectiveness these procedures. Recent work in robotic
feedback for minimally invasive surgery has concentrated
on force feedback techniques using motors and position
encoders to provide tactile clues to the surgeon. In these
approaches, the sense element is far removed from the
sense area. Verimetra, Inc. has developed strain gauge
force sensor fabrication technology which uses the surgical
tools themselves as a substrate (6). Prior efforts have
focused on fabrication of sensors on silicon, polyimide, or
some other substrate followed by subsequent attachment
onto a surgical tool with epoxy, tape, or some other glue
layer. Attaching a sensor in this manner limits perfor-
mance, introduces sources of error, limits the sensor’s size,
and further constrains where the sensor can be placed. By
eliminating glue and adhesion layers improved sensitivity
and reduces errors due to creep. Figure 8 shows strain
gauges fabricated on surgical sharps. Figure 9 is a cut away
SEM image of a strain gauge and temperature sensor
embedded inside of a robotic microforcep. While this micro-
fabrication technology is an improvement in sensor tech-
nology, wires are still used to connect the sensor to the
outside world. Reliability and the added complexity of
adding wires to surgical end effectors with high degrees
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Figure 7. Silicon wafer in the fabrication process. (Courtesy of
Intel Corp.)

Figure 8. Strain gauges fabricated on surgical sharps. (Courtesy
of Verimetra, Inc.)

Figure 9. Strain gauges and temperature sensor embedded in
robotic microgripper. (Courtesy of Verimetra, Inc.)



of freedom limit the effectiveness of the technology. Short-
range wireless technology compatible with the operating
room environment need to be developed to overcome these
limitations.

Recently tactile feedback has been shown to be able to be
added to noncontact lasers. Based on optical distance
measurements, the systems synthesize haptic feedback
through a robotic arm held by the surgeon when the focal
point of the laser is coincident with a real surface. This
gives the operator the impression of touching something
solid. By increasing the power of the laser such a system
could also be used for cutting or ablation.

TISSUE SENSING

Taking haptic feedback one step further is the ability to
distinguish between different types of tissue in the body.
Tissue sensing is of vital importance to a surgeon. Before
making an incision into tissue, the surgeon must identify
what type of tissue is being incised, such as fatty, muscular,
vascular, or nerve tissue. This becomes more complicated
because the composition and thickness of different human
tissues varies from patient to patient. Failure to properly
classify tissue can have severe consequences. For example,
if a surgeon fails to properly classify a nerve and cuts it,
then the patient can suffer effects ranging from a loss of
feeling to loss of motor control. If a neurosurgeon cuts into a
blood vessel while extracting a tumor severe brain damage
may occur. The identification and classification of different
types of tissue during surgery, and more importantly dur-
ing the actual cutting operation, will lead to the creation of
smart surgical tools. If a surgical tool senses that it is too
close to or about to cut the wrong type of tissue it can simply
turn itself off.

Verimetra, Inc. has developed a device called the data
knife, Fig. 10. It is a scalpel, which is outfitted with
different strain sensors along the edges of the blade to
sense the amount of force being applied. The resistance of
the tissue is one of the signals used for classifying tissue.
Pressure sensors are used to measure the characteristics of
material surrounding the blade. The pressure of the sur-
rounding fluid can be used to help classify the type or
location of tissue. Electrodes are used to measure the
impedance of different types of tissue, as well as being
used to identify nerves by picking up their electrical sig-
nals. The tool provides the real-time feedback surgeons

have been asking for during surgery, and can also be used
to record data for later use for tracking purposes.

Sensing the density of tissue can also be used to assist
the surgeon in identifying tissue. In open cardiac bypass
operations, the surgeons insert their hands inside the body
to palpate arteries. For cardiac bypass surgery, surgeons
select the bypass location by feeling where the fat and fatty
plaque is located in your arteries with their fingers. The
lack of tactile feedback in minimally invasive surgery,
prevents them from using this technique. The MEMS
devices have been developed for the palpation of tissue
using strain gauges (7), diaphragms (8), micropositioners
(9,10), and load cells (11) and have shown the ability to
measure blood pressure, pulse, different kinds of arterial
plaque, and distinguish between colon, bowel, stomach,
lung, spleen, and liver tissue.

Piezoelectric transducers can also be used to measure
density. Macroscale transducers are frequently used in
imaging applications to differentiate between tumors,
blood vessels, and different types of tissue. These transdu-
cers both emit and receive sound waves. By vibrating at a
high frequency sound waves are emitted in the direction of
the object of interest. The density of the impinged object
can then be measured based on the signal that is reflected
back by that object. Sound waves are reflected off the
interfaces between different types of tissue and returned
to the transducer. Present ultrasound systems tend to be
large and are not well suited for incorporation into micro-
surgical devices. The MEMS technology is well suited for
this application and many ultrasonic MEMS sensors have
been developed for imaging (12–16).

Microelectromechanical systems ultrasound devices for
density measurements are shown in Fig. 11. They have
been shown to be able to detect the location of bone in tissue
and are being applied to atrial fibrillation surgeries. Atrial
fibrillation is what causes irregular heartbeats and leads to
one out of every six strokes. Drugs can be used to treat this
condition, but have dangerous side effects including caus-
ing a switch from atrial fibrillation to the more dangerous
ventricle fibrillation. Pacemakers and other electrical con-
trol devices can be used, but they do not always work for all
patients. The most effective treatment is the surgical
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Figure 10. Data Knife smart scalpel. (Courtesy of Verimetra,
Inc.)

Figure 11. Ultrasound transducers next to a dime. (Courtesy of
Verimetra, Inc.)



MAZE procedure, but it is an incredibly invasive treat-
ment. The patient is put on a heart lung machine and then
their heart is stopped. Next, the surgeon takes a scalpel
and actually cuts all the way through the heart making
lesions, which physically separate the heart muscle. These
lesions break the electrical connections in the heart. The
heart is then sewn back together. Recently, there have
been a variety of different methods used to address the
problem. Instead of physically cutting all the way through
the heart with a scalpel, surgeons are using radio fre-
quency, microwave, cryo, and laser energy to create trans-
mural lesions. Transmurality means that the lesions go all
the way through the tissue, breaking the heart’s electrical
connections. One of the problems surgeons encounter is to
know how deep the ablation is or if it is transmural. If the
lesions are not completely transmural or just partially
transmural then the undesirable electrical signals may
still be transmitted to the heart muscle. The MEMS ultra-
sound technology or micromachined electrodes can be used
to measure the transmurality.

Temperature can be used to detect if a surgical device is
close to a blood vessel, or if the surgical tool is in a diseased
or infected area. Temperature can also be used to monitor
the usage of a surgical device, by monitoring the time at
which the device is at body temperature. Usage is just one
of many areas where Auto-ID technologies will benefit
microsurgery (17). They can be used to make sure that
only the correct surgical tool is used for a procedure and if
that tool has been properly sterilized. Keeping track of how
many times, how long, and what was done with a surgical
tool will improve the reliability and effectiveness of surgi-
cal procedures and will greatly impact the entire medical
industry.

TRACKING SYSTEMS

Traditionally, a surgeon uses an endoscope in minimally
invasive surgery to determine where the surgical instru-
ments are located in the patient. The view the surgeon has
of the surgical area is not ideal and the position of surgical
instruments outside of the camera view is not known.
Ideally, the surgeon would like to know the position and
orientation of each of his instruments. Computer-aided
surgery has enabled the surgeon to overlay magnetic reso-
nance imaging (MRI) or computed artial tomography
(CAT) scan images of the patient with position and orien-
tation data taken during surgery to create 3D models that
the surgeon can use to better visualize the surgical proce-
dure. Computers can be used to simulate the procedure
beforehand allowing the surgeon to practice difficult opera-
tions ahead of time.

Current technology in this area is predominately optical
in nature. Markers are placed on the ends of the surgical
instruments that are located outside of the body, as well as
on specific locations on the patient’s body. A computer
registers the location of the surgical tools with the refer-
ence markers on the patient so that images of the patient’s
body can be aligned with the surgical tools. This is done
through the use of visible and infrared (IR) cameras. The
tips of the surgical tools that are located inside of the body

are then extrapolated. The markers must not interfere
with the surgery in any way, and therefore should be as
small and lightweight as possible. While these systems are
wireless and do not have cords that can get tangled on the
surgeon or on the surgical tools, there must be an unob-
structed path from the markers to the camera systems. The
surgeon must be careful not to block the markers themself
or with other surgical instruments. Precision is compro-
mised because the location of the surgical tips is extra-
polated and does not take into account bending of the
surgical tools. Markers on the outside of the body do not
take into account compression of the tissue.

MEMS based ultrasound tracking systems have been
developed to address these issues (18). Constellations of
ultrasound sensors can also be placed on the surgical tools
themselves to determine position thereby eliminating
errors from extrapolation. Reference markers can now be
placed inside of the body, closer to the surgical area so that
they are less affected by compression and movement of the
patient.

Position and orientation can also be estimated using
accelerometers and gyroscopes. The signal outputs can be
integrated to determine or predict the distance traveled by
a surgical tool. Conventional MEMS accelerometers have
accuracies in the milligram range, which are not sufficient
for measuring accurately the relatively small displace-
ments made during surgery (19). More accurate inertial
sensors need to be developed before they can be integrated
into surgical tools.

Magnetic field sensors can also be used to determine
position and orientation of surgical tools (20,21). A three
axis magnetoeffect sensor has been developed for deter-
mining the location of catheters. Currently this is done by
continually taking X rays of the patient. However X rays
only provide a 2D snapshot, a 3D image would be more
helpful for navigation.

EYE SURGERY

The leading cause of vision loss in adults > 60 are catar-
acts. The word cataract comes from the Greek meaning
waterfall and was originally thought to be caused by
opaque material flowing, like a waterfall, into the eye.
The condition is actually caused by the clouding of the
eye’s intraocular lense. In the eye, light passes through
the lens that focuses it onto the retina. The retina converts
the light into electrical signals that are then interpreted
by the brain to give us our vision. The lens is a hard
crystalline material made mostly of water and protein.
The protein is aligned in such a way to allow light to pass
through and focus on the retina. When proteins in the lens
clump together, the lens begins to cloud and block light
from being focused on the retina. This causes vision to
become dull and blurry, which is commonly referred to as a
cataract.

Much like other surgery in other parts of the body,
cataract surgery has followed down the minimally invasive
path for the same benefits. Cataract surgery is one of the
earliest known surgical procedures. The earliest evidence
is the written Sanskrit writings of the Hindu surgeon
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Susrata dating from the fifth century BC. He practiced a
type of cataract surgery known as couching or reclination,
in which a sharp instrument was inserted into eye and
pushed the clouded lens out of the way. This displacement
of the lens enabled the patient to see better. Although
vision was still blurred without corrective lenses, many
famous people underwent this procedure including the
artists Michelangelo, Rembrandt, and Renoir. Couching
was still performed until the mid-twentieth century in
Africa and Asia.

In 1748, Jacques Daviel of Paris introduced extracap-
sular surgery where the lens was removed from the eye.
Later, very thick pairs of glasses were used to focus the
light onto the retina and restore sight, but the glasses were
cumbersome and caused excessive magnification and dis-
tortion.

By 1949, Dr. Harold Ridley of England, used PMMA as
the first intraocular lens. He discovered that PMMA was
biocompatible with the eye while treating WWII fighter
pilots whose eyes were damaged by shattering plastic from
their windshields. In the 1960s and 1970s, extracapsular
surgery became the preferred treatment. A large incision
(10–12 mm) was made in the eye to remove and replace the
lense. This procedure minimized problems with image size,
side vision, and depth perception, but the large incisions
required longer hospitalization, recovery time, and
stitches.

Today, cataracts are removed with a procedure called
phacoemulsication with �1.5 million operations performed
yearly. A hollow ultrasonically driven titanium needle is
inserted into the anterior chamber of the eye. Ultrasonic
energy is then used to liquefy the hard lens and it is then
aspirated out of the eye. A foldable lens made of acrylic or
silicone is inserted through a (1–3 mm hole) as a replace-
ment. Since the incision size has been reduced compared to
conventional extracapsular surgery, hospitalization, gen-
eral anesthesia, sutures and bandages have all been elimi-
nated. The reduction in incision size has also reduced the
risk of infection and postoperative refractions.

During the procedure the surgeon cannot see directly
under the needle as the lens is broken up and aspirated. A
thin clear membrane or capsule surrounds the lense. The
posterior capsule tissue underneath the lens is very deli-
cate and easily cut compared the crystalline lens. To pre-
vent the soft underlying tissue from damage requires a
skilled surgeon whom has performed many procedures. If
the posterior capsule is ruptured it can lead to glaucoma,
infection, or blindness. As the size of the incision has
decreased, heat damage to surrounding tissue from the
ultrasonic tip has increased that can alter the character-
istics of the tissue and change its appearance. In addition
positive intraocular pressure must be maintained by bal-
ancing the flow of infusion fluid at positive pressure and
the aspirated cataract lens fragments. If pressure is not
maintained the anterior chamber can collapse. Pressure is
currently maintained by sensors located many feet from
the surgical area. This distance creates delays in the feed-
back loop, which can cause dangerous pressure fluctua-
tions leading to damage to the iris and cornea.

Recently, micromachined silicon ultrasonic surgical
tools for phacoemulsifiaction have been developed by Lal’s

research group (22,23) (Fig. 12). Piezoelectric material is
attached to a micromachined silicon needle. The needle has
a fluid channel for aspiration as well as a horn for amplify-
ing the ultrasonic displacement. These silicon devices are
able to generate higher stroke velocities and lower heat
generation than their conventional titanium counterparts.
High levels of integration has been achieved by integrating
pressure and flow sensors directly on the needle for main-
taining intraocular pressure, reducing delays and making
the phacoemulsification procedure safer.

To prevent damage to the posterior capsule a piezo-
electric sensor has been integrated into a phacoemulsifica-
tion hand piece and undergone clinical trials (24). The
device can determine tissue hardness by measuring the
impressed loading on the needle tip or by monitoring
the resonant frequency at which the ultrasonic system
oscillates. Both of these approaches have proven successful
in determining when a hard to soft tissue transition has
occurred during a phacoemulsification procedure. This
technology enables a surgeon to get real-time feedback
on the type of tissue he is cutting, and can be applied to
other types of surgical procedures such as tumor extraction
as well.

Insertion of a replacement lense requires precise move-
ments by the surgeon. Serious postoperative vision pro-
blems may occur if the lens is inserted incorrectly and
needs to be removed. Precision piezoelectric micromotors
have been developed for intraocular delivery of replace-
ment lenses after cataract removal (25). These inchworm
actuators use a glider and clamp arrangement to generate
large forces over small displacements. An electrostatic
clamp made of an oxide dielectric layer sandwiched
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Figure 12. Ultrasonic phacoemulsification tool. (Courtesy of Jeff
Miller/University of Wisconsin-Madison.)



between two silicon wafers layer locks the micromotor in
place while a PZT actuator generates the force. The inertia
of a mass is used to move the clamp. Forces of 3.0 N and
step sizes of 100 nm to 10 mm have been reported.

In eye surgery there are many times when precision
cutting is required. Highly sharpened steel, ceramic, or
diamond scalpel blades are used, but are expensive to
produce costing up to $1000 a piece. Disposable silicon
micromachined scalpels are an attractive alternative. They
can be batch fabricated to reduce cost and sharpened to an
atomic edge along their crystal planes. They are already
being used in Russia at the Fyodorov Eye Care Center in
nonpenetrating deep sclerectomy operations for the treat-
ment of glaucoma (26). BD (Bekton, Dikenson, and Com-
pany) is producing Atomic Edge silicon blades for cataract
surgery (27). Soon they will be used for eye operations and
eventually migrate to procedures on other parts of the body.
Smaller incisions made by sharper blades result in less
bleeding and tearing. An added advantage of silicon blades
is that sensors and electronics can be directly fabricated on
them during fabrication. Integrating cauterizing electrodes
on the blade itself will prevents the patient from bleeding as
well as let the surgeon more clearly see the surgical area.

CATHETERS/GUIDEWIRES/STENTS

Cardiac catheterizations can be referred to as a noninva-
sive surgical procedure. Specialized tubes or catheters are
threaded up through blood vessels in the groin, arm, or
neck to an area of the body which needs treatment. The
problem is then treated from the inside of the blood vessel.
The advantage of these approaches is that the procedures
require very small incisions, hospital stays are usually one
night or less and the discomfort and recovery times after-
wards are minimal. For patients with more complicated
ailments, catheter treatments can be used in combination
with minimally invasive or open surgery to give the best
possible results at the lowest possible risk. Catheters,
guidewires, and stents currently represent the most wide-
spread use of MEMS technology in surgery.

Diagnostic catheterizations, which are used to measure
pressure in different parts of the body, take blood samples,
and to perform detailed angiograms of the heart, can be
performed by injecting X-ray dye through the catheters.
The MEMS pressure sensors are now commonly found on
catheter devices and are the most mature MEMS technol-
ogy in this area. Even smaller designs are being sold for
placement on guidewires, such as those made by Silex
Microsystems, shown next to a 30 gauge needle (Fig. 13).
Each sensor is but 100 mm thick, 150 mm wide, and 1300 mm
long (28). MEMS ultrasound sensors are also starting to
be used for both forward looking (16) and side looking
intravascular imaging (12,13).

To provide the doctor with more information to make
better decisions, additional MEMS sensors are needed to
gather additional data for the diagnosis, monitoring of
procedures, as well as for checking results of completed
operations. Many other types of MEMS sensors are being
researched to measure blood flows, pressures, tempera-
tures, oxygen content, and chemical concentrations for
placement on diagnostic catheters (29,30).

Heart disease continues to be the leading cause of death
in the United States. Interventional catheterization is an
increasingly more common way to treat blood vessels which
have become occluded (blocked) or stenotic (narrowed) by
calcified artherosclerotic plaque deposits. Blood vessels
that have become occluded or stenotic may interrupt blood
flow, which supplies oxygen and cause heart attacks or
strokes. Occluded or stenotic blood vessels may be treated
with a number of medical procedures including angioplasty
and atherectomy. Angioplasty techniques, such as percu-
taneous transluminal coronary angioplasty (PTCA), also
known as balloon angioplasty are relatively noninvasive
methods of treating restrictions in blood vessels. A balloon
catheter is advanced over a guidewire until the balloon is
positioned in the restriction of a diseased blood vessel. The
balloon is then inflated compressing the atherosclerotic
plaque. Frequently, the wall of the vessel is weakened
after inflation and a metal stent in is expanded and
deployed against the plaque. The stent helps keep the
vessel open. During an atherectomy procedure, the stenotic
lesion is mechanically cut or abraded away from the blood
vessel wall using an atherectomy catheter.

Microelectrochemical systems pressure sensors can be
used to measure the pressure in the balloons during infla-
tion, to make sure damage due to over inflation is mini-
mized. The MEMS temperature sensors can be integrated
on catheters and guidewires to determine the location of
inflamed plaque. The inflammation causes artery walls in
the damaged area to have an increased temperature up to
38C higher than healthy tissue. Approximately 20–50% of
all patients undergoing these therapeutic procedures to
clear blocked coronary arteries will suffer restenosis
(reblockage) within 6 months of the initial procedure. Drug
coated stents have significantly lowered these rates and
have been approved for use in Europe for a few years. They
are expected to be approved in the United States later this
year. The MEMS laser micromachining technology is used
in the fabrication of conventional stents and drug coated
stents (31). Stainless steel micromachining technology has
also been developed at the University of Virginia for pier-
cing structure drug delivery/gene therapy stents for the
treatment of restenosis (32). There is potentially a large
opportunity for MEMS in embedding sensors into stents to
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Figure 13. MEMS pressure sensors next to a 30-gauge needle
(Courtesy of Silex Microsystems, Jarfalla, Sweden.)



create a smart stents, which would be able to alert doctors
when restenosis occurs or other problems occur (33). The
MEMS rotary cutting devices have been fabricated for
atherectomy procedures (34), but are not widely used
because cut up plaque particles can flow downstream
and cause strokes.

FETAL SURGERY

Fetal surgical techniques were first pioneered at the Uni-
versity of California San Francisco (UCSF) in the 1980s to
operate on babies while they were still in the womb. The
success rate of treating certain birth defects is higher the
earlier they are addressed in fetal development. Initially
open surgical techniques were used with an incision through
the mother’s abdomen to allow direct access for the sur-
geon’s hands. After the surgery was complete, the womb was
sutured and the mother delivered the baby weeks or months
later. In 1981, the first fetal urinary tract obstruction pro-
cedure was performed at UCSF. Lately, minimally invasive
surgical and robotic surgical techniques have been used that
have reduced the risk of complications and premature labor.
Other fetal procedures have also been developed to treat
cojoined twins, hernias, spina bifida, tumors, and heart
defects. One area of interest is in fetal heart.

The development of the cardiovascular system in a
developing fetus is typically completed by the twelfth week
of gestation. At this stage primary heart defects are small
and if repaired will prevent defects from becoming more
severe as the heart changes to adapt to the normalization
blood flows and pressures in the later periods of gestation.

Fetal heart surgery can be used to treat hypoplastic
heart syndrome (HHS), which was often considered fatal.
This syndrome causes the heart’s left side to fail to grow
properly and is caused by an obstruction which restricts
blood flow. The heart requires the mechanical stress of
blood flow to grow properly, and thus fails to develop
normally. Today, three open surgeries are required to allow
the remaining single (right) ventricle to support both the
pulmonary and systemic circulations. The long-term sur-
vival for these patients into adulthood is significantly
< 50%. Preserving both ventricles would result in the best
chances of long-term survival.

An interventional catheter can be used to treat HHS in a
minimally invasive manner. The balloon catheter must
first penetrate in through the mother’s abdominal wall,
the placenta and then the fetus’s chest into its heart. It
must then locate the fetus’s tiny heart and expand to open
the blockage. Afterward, the surgeon needs to know
whether the operation has succeeded enough for the baby
to develop normally. Verimetra, Inc., Carnegie Mellon
University, and Children’s Hospital of Pittsburgh have
embedded a MEMS flow sensor and a series of microma-
chined bar codes on the tip of a balloon catheter. The bar
codes enable the catheter to be visualized with ultrasound
allowing surgeons to know its exact position. The flow
sensor is a thermistor. As blood flow increases the tem-
perature measured by the thermistor decreases and in this
manner blood flow changes as the catheter progresses
through the heart’s vessels can be monitored. This allows
for the measurement of blood flow at or near a constriction

and then again after the procedure to open the constriction
has been performed.

FUTURE SYSTEMS

In 1959, Richard Feynman gave his famous talk There’s
Plenty of Room at the Bottom (35). In it, he talked about
being able to put a surgeon in a blood vessel which would be
able to look around ones heart. Initially, new microsurgical
tools will focus on measuring or detecting a specific para-
meter be it pressure, blood flow, velocity, temperature, and
so on. The MEMS sensor systems will continue to be refined
and improved leading to the integration of multiple sensor
systems on surgical tool followed by tools with multiple
functions. Multifunction surgical tools will reduce the
number of tool insertions and removals reducing patient
risks. Eventually, this will lead to highly integrated probes,
which will do everything a surgeon needs, such as the
concept shown in Fig. 14 (36). These tools will fit through
a standard 5-mm port and have built in 3D cameras for
visualization, biopsy samplers with microfluidic processing
capability to do tissue analysis, ultrasound transducers,
and tactile sensors for feedback to the surgeon.

BIBLIOGRAPHY

1. Diamiano R. Next up: Surgery by remote control. NY Times,
Apr. 4, 2000; pp. D1.

2. Blazer E, Koh W, Yon E. A miniature digital pressure trans-
ducer. Proceedings of the 24th Annual Conference on Engi-
neering Medicine and Biology. 1971. pp 211.

3. Peirs J, et al. A microturbine made by micro-electro-discharge
machining. Proc 16th Eur Conf Solid-State Transducers
2002; 790–793.

4. Pique A, et al. Laser direct-write of embedded electronic
components and circuits. Presented at Photon Processing

MICROSURGERY 533

Figure 14. Highly integrated microsurgical probe. (Courtesy of
Prof. Dr. M. Schurr, novineon Healthcare Technology Partners
GmbH and Prof. G. Buess, Universitätsklinikums Tbingen.)
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INTRODUCTION

Most surgical procedures involve the invasion and disrup-
tion of body tissues and structures by surgical instrumen-
tation and/or implantable medical devices, resulting in
trauma to the patient. Diagnostic imaging procedures,
such as magnetic resonance imaging (MRI), computed
tomography (CT), X ray, positron emission tomography
(PET), and ultrasound do not require disruption of body
tissues, and are thus considered to be noninvasive. Extra
corporeal shockwave lithotripsy (ESWL) used to disinte-
grate kidney stones is an example of a noninvasive ther-
apeutic procedure. As shown in Fig. 1, it focuses acoustic
energy, generated outside of the patient’s body, on kidney
stones. No trauma to the patient occurs during this
procedure.

Open heart coronary artery bypass and organ trans-
plantation surgery are examples of highly invasive sur-
gery. These procedures require a high level of invasion and
disruption of body tissues and structures. Bones, muscle
tissue, and blood vessels are cut, and tissue from other
parts of the body may be grafted, resulting in a high level of
surgical trauma to the patient.

Minimally invasive surgical procedures are less trau-
matic than corresponding conventional surgical proce-
dures. The use of small instruments placed through
intact natural channels, such as the esophagus, urethra,
and rectum, is less invasive than conventional open surgi-
cal approaches requiring large incisions, significant loss of
blood, and trauma to tissues. The use of small instruments,
such as biopsy guns and angioplasty balloons placed
through small incisions, results in minor trauma to the
patient, but is much less invasive than open surgical
procedures used to accomplish the same goals. Procedures
using small instruments through intact natural channels
or small incisions are classified as minimally invasive.

A minimally invasive surgical procedure can be defined
as surgery that produces less patient trauma and disrup-
tion of body tissues than its conventional open surgical
counterpart. For example, conventional appendectomies
require a 4 cm long incision made through layers of skin,
muscle, and other tissues to gain access to the appendix.
Once the appendix is removed, the layers of the wound are
sutured together to allow them to heal. This invasive
procedure requires a significant level of invasion and dis-
ruption of tissues and other structures. The minimally
invasive appendectomy is performed with small surgical
instruments placed into small incisions in the patient’s
abdomen. Once the appendix is removed, the small incision
is closed with sutures. This procedure results in much less
trauma to the patient than the open surgical approach.

Minimally invasive surgery (MIS) is performed with
small devices inserted through intact natural orifices or
channels, or small incisions used to create an orifice. Some

procedures are performed with devices located outside the
body, and thus are noninvasive. The MIS procedures are an
alternative to open surgery. The benefits of MIS include
reduced patient trauma, postoperative recovery time, and
healthcare costs.

INSTRUMENTATION FOR MINIMALLY INVASIVE SURGERY

Many MIS procedures involve flexible or rigid fiber optic
endoscopes for imaging surgical sites and delivering
instrumentation for diagnostic or therapeutic applications.
The term ‘‘endoscope’’ is a generic term used to describe
tubular fiber optic devices placed into the body to allow
visualization of anatomical structures.

Endoscopes consist of a fiber optic light guide, high
intensity light source, coherent fiber optic bundle, steering
mechanism, and various working channels for insertion of
endoscopic instrumentation and infusion of irrigation
fluids or insufflating gases. Glass fibers comprise the fiber
optic light guide and coherent bundle and are surrounded
by a flexible polyurethane sheath or rigid stainless steel
tube. Figure 2 shows the components of a typical endo-
scope. The light source provides light that is transmitted
through the light guide and projected onto the anatomical
site to create an image. The coherent fiber bundle trans-
mits the image back to the focusing eyepiece and into the
surgeon’s eye. The surgeon can move the endoscope proxi-
mally (toward the patient) and distally (away from the
patient) by pushing and pulling the endoscope into and out
of the body, respectively. Steering is accomplished with a
handle attached to a cable that pulls and bends the tip of
the endoscope in the desired direction. The proximal (clo-
sest to the patient) end of the endoscope (shown in Fig. 3)
contains lumens for the fiber optic light guide and coherent
fiber bundle, and one or more working channels for passage
of instruments and irrigation fluid into and out of the
operative site. Some endoscopes contain video cameras
that display endoscopic images on a video monitor in the
operating room, as shown in Fig. 4.

Specialized endoscopes have different names depending
on what part of the body they are used to image. Table 1
lists the names of various endoscopes, the procedures for
which they are used, and the anatomical location where
they are used.

Endoscopic Procedures and Instrumentation

To perform an endoscopic procedure, the surgeon inserts a
sterilized endoscope into a natural channel or orifice, such
as the urethra, rectum, esophagus, bronchial tube, or nose.
If there is no natural channel to provide access to the
operative site (as in abdominal surgery), then the surgeon
will create one with a small incision, and may insert a
hollow trocar into the incision, as shown in Fig. 5. The
trocar is left in the wound to provide access to the abdom-
inal cavity. The endoscope is inserted into the access site
(natural channel, incision, or trocar) and as it is advanced
toward the operative site the surgeon monitors the image
produced by the endoscope, either through the objective
eyepiece or video monitor (as shown in Fig. 4). Rigid
endoscopes are typically used when access is obtained
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through an incision. Flexible endoscopes are used when
access is obtained through natural channels (2). Once in
position, the surgeon can then manipulate the endoscope to
inspect tissues and anatomical structures (Table 1).

If a procedure other than visual inspection is required,
the surgeon has a variety of instruments available to grasp,
cut, remove, suture, and cauterize tissues, and remove debris
through the endoscope. Forceps (Fig. 6) and graspers are
used to grasp tissue and other objects such as kidney

stones. Scalpels and scissors (Fig. 7) are used for cutting
tissue. Suturing devices are used to repair internal wounds
resulting from endoscopic procedures such as appendec-
tomies, cholecystectomies (gallbladder removal), and
arthroscopies. Morcellators are used to reduce the size
and change the shape of a mass of tissue, such as a
gallbladder, allowing it to be removed through a small
incision. Electrohydraulic lithotriptor (EHL) and laser
probes are used to disintegrate objects, such as kidney
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Figure 1. Schematic diagram of noninvasive
extra corporeal shockwave lithotripsy (ESWL)
procedure used to disintegrate kidney or biliary
stones. Acoustic waves generated from spark
plugs are focused with ellipsoidal reflectors on
the kidney stone.
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Figure 2. Components of a typical endoscope.



stones, with acoustic and laser energy, respectively, allow-
ing the debris to be passed through the ureter. Stone
baskets are used to trap kidney or ureteral stones for
endoscopic removal, as shown in Fig. 8. These instruments
are placed through the working channel of an endoscope or
trocar and are operated by manipulating handles and
controls located outside the patient.

Endoscopes may contain multiple working channels
that allow for irrigation of fluids to irrigate and flush out
clots and other surgical debris. The presence of the fluid
improves visibility through the endoscope by keeping the
visual field clear and the lens clean. Laparoscopic surgery
requires insufflation of CO2 or N2O through the working
channel or trocar and into the abdominal cavity to cause
the cavity to expand, separating organs, and enlarging the
operative site and visual field.

There are typically not enough working channels in a
laparoscope to accommodate all of the instruments needed
for a particular procedure. In these cases, multiple access
sites are created with additional trocars. Typically, a cam-
era is placed through one trocar and used to visualize the
work being performed with instruments placed through
other trocars.

When an endoscopic procedure is completed, the endo-
scope and instrumentation are removed from the patient
via the natural channel or incision. When a laparoscopic
procedure is completed, the laparoscope, camera, instru-
ments, and trocars are removed from the patient. The
wounds created by the trocars are sutured and the patient
begins the recovery process. Although some of the CO2

from insufflation may escape the abdominal cavity when
all instrumentation is removed, some will be absorbed by
body tissues and eliminated via respiration. Patients typi-
cally recover and are discharged from the hospital within
24–48 h.

Non-Endoscopic Procedures and Instrumentation

Not all minimally invasive procedures require endoscopic
devices for imaging and placement of instruments. Some
MIS procedures (listed in Table 2), such as stereotactic
radiosurgery, use lasers or gamma radiation in place of
scalpels. Others use small catheters to deliver medication,
devices, or energy to specific anatomical locations. Balloons
and stents, delivered via catheters, are used to access and
dilate constricted vessels and maintain patency. Catheter
mounted electrodes are used to deliver thermal, micro-
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Figure 3. Proximal ends of typical endoscopes. Endoscopic
instruments (left:scissors, right:forceps) are shown placed
through working channels. Two other channels contain the fiber
optic light guide and coherent fiber bundle, respectively. A fourth
channel can be used for instrumentation or delivery of irrigation
fluids to operative site (1). (Reprinted from Endoscopic Surgery,
Ball, K., page 62, Copyright 1997, with permission from Elsevier.)

Figure 4. Surgeon viewing laparoscopic images of gallbladder on
video monitor in operating room. Note use of three trocars in
patient’s abdomen; one each for video camera and two
instruments. (Courtesy ACMI, Southborough, MA.)

Figure 5. Trocar inserted into abdominal incision to provide
access to abdominal cavity. Safety shield covers sharp end of
trocar (circled) upon insertion to prevent damage to abdominal
organs. (1) (Courtesy Ethicon Endo-Surgery Inc., Cincinnati, OH.)



wave, or radio frequency energy to selectively destroy
tissue in ablation procedures used to treat cardiac arrhyth-
mias (3), benign prostatic hypertrophy (BPH) (4), and other
conditions. Many of these devices are guided through the
body with the help of imaging or surgical navigation equip-
ment.

Image Guided Surgery–Surgical Navigation

Image guided surgery (IGS) allows surgeons to perform
minimally invasive procedures by guiding the advance-
ment of instrumentation through the patient’s body with
increased accuracy and better clinical outcomes. Preopera-
tively, an IGS system is used to produce computerized
anatomical maps of the surgical site from MRI or CT
images of the patient. These maps are then used to plan
the safest, least invasive path to the site. During an image
guided procedure, the IGS system provides surgeons with a
three dimensional image showing the location of instru-
ments relative to the patient’s anatomical structures. It
tracks the movement of surgical instruments in the body,
correlates these movements with the patient’s preopera-
tive images, and displays the location of the instruments on
a monitor in the operating room. This feedback helps the

surgeon safely and accurately guide instruments to the
surgical site, reducing the risk of damaging healthy tissue
(4,5).

An IGS system includes a computer workstation, loca-
lization system, display monitor, and specialized surgical
instruments capable of being tracked by the system. Image
processing and surgical planning software are also used.
Tracking of instruments is accomplished through optical,
electromagnetic, or mechanical means. Optical tracking
systems use a camera mounted to view the surgical field
and optical sensors attached to surgical instruments.
These systems required line of sight between the camera
and sensor to function properly. Electromagnetic tracking
systems include a transmitter located close to the surgical
site, and receivers attached to surgical instruments. Line of
sight is not an issue with these systems, however, nearby
metallic objects may produce interference to signals used to
track instruments (4).

To ensure that the patient’s anatomical features (and
location of instruments) are accurately displayed by the
IGS system, actual anatomical locations must be registered
to the preoperative images. This can be accomplished by
touching a probe to a marker on the patient’s body and then
assigning the location of this marker to its corresponding
point in preoperative images (4).
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Table 1. Names of Endoscopes, MIS Procedures with Which they are Used, and Anatomical Location Where they are Used

Medical Specialty Type of Endoscope Used MIS Procedures Anatomical Location

Urology Cystoscope
Ureteroscope
Nephroscope

Cystoscopy,
Transurethral resection of the

prostate (TURP)
Ureteroscopy, stone removal
Nephroscopy, stone removal

Urethra, bladder
ureter, kidney

Gastroenterology Gastroscope
Colonoscope
Sigmoidoscope

Gastroscopy, gastric bypass
Colonoscopy, Sigmoidoscopy

Stomach, colon
Sigmoid colon

General surgery Laparoscope Laparoscopy, hernia repair,
appendectomy, cholecystectomy
(gallbladder removal)

Abdomen

Orthopedics Arthroscope Arthroscopy Knee and other joints
Ob/Gyn Hysterescope Tubal ligation, hysterectomy Female reproductive tract
Ear, nose, and

throat
Laryngoscope,
Bronchoscope
Rhinoscope

Laryngoscopy, bronchoscopy
Rhinoscopy, sinuscopy

Larynx, bronchus, nose,
sinus cavities

Figure 6. Endoscopic forceps. (Courtesy ACMI, Southborough,
MA.)

Figure 7. Endoscopic scissors. (Courtesy ACMI, Southborough,
MA.)

Figure 8. A stone basket used to trap and remove a large ureteral
stone. (Courtesy ACMI, Southborough, MA.)



Most surgical instruments must be adapted for use in
image guided surgery by mounting sensors and other
devices to allow detection of the instrument’s position by
the IGS system. Some medical device manufacturers are
developing navigation-ready surgical instruments that
contain small reflective spheres to act as reference arrays
for cameras used in image guided surgery (5).

MINIMALLY INVASIVE SURGICAL PROCEDURES

This section contains a few examples of minimally invasive
surgical procedures used in urology, orthopedics, neuro-
surgery, and general and cardiovascular surgery.

Ureteroscopy

Flexible ureteroscopy is used to perform a variety of diag-
nostic and therapeutic urological procedures. It involves
entry into the body via intact natural channels (urethra
and ureter) and does not require an incision. Local anesthe-
sia and sedation of the patient are required.

Ureteroscopy is commonly used to remove ureteral or
kidney stones. Initially, a cystoscope is inserted into the
urethra. Next, a guidewire is placed through a cystoscope
into the ureter, and advanced up into the kidney. While
maintaining the position of the guidewire, the cystoscope is
removed, and the distal end of the guidewire is placed into
a working channel at the proximal end of the ureteroscope.
The ureteroscope is then advanced along the guidewire
into the ureter or kidney, as shown in Fig. 9. Active
(controlled by the cable and handle) and passive deflection
of the shaft, along with rotation of the flexible ureteroscope
allows visual inspection of the renal calices as shown in
Fig. 10. Ureteroscopic instruments are then placed through
the working channel into the ureter or kidney. Figure 11
shows two devices used for ureteroscopic removal of uret-
eral stones. The stone grasper is used to physically grab the
stone (Fig. 11). If the stone is small enough to fit into the
working channel, it is pulled out of the patient through the
ureteroscope. Large stones that will not fit into the working

channel are pulled out with the ureteroscope. The laser
lithotripter (Fig. 11) disintegrates the stone into small
particles that can easily be passed naturally through the
ureter, bladder, and urethra. Collapsed stone baskets can
be placed alongside a stone and moved proximally and
distally as they are expanded, until the stone is trapped
in the basket (as shown in Fig. 8) and pulled out of the
urethra.

Laparoscopy

Laparoscopy is commonly used for removal of the gallblad-
der and appendix, hernia repair, and other abdominal
procedures. The basic steps involved in laparoscopy have
been previously described. The lack of natural channels
located in the abdomen requires the use of trocars to gain
access to the operative site. Laparoscopic procedures
require insufflation of gas to separate organs and expand
the visual field. This is controlled by a separate insufflator
that controls the pressure inside the abdomen produced by
the flow of insufflating gases (1).
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Table 2. Examples of Non-Endoscopic Minimally Invasive Surgical Procedures

Medical Specialty Non-Endoscopic Minimally Invasive Surgical Procedure

Cardiovascular surgery Minimally invasive direct coronary artery bypass (MIDCAB)
Percutaneous transluminal coronary angioplasty (PTCA)
Coronary stenting
Radio frequency cardiac ablation
Laser angioplasty
Microwave catheter ablation for arrhythmias
Chemical ablation for ventricular tachycardia

Ophthalmology Laser photorefractive keratotomy (PRK)
Laser ablation of cataracts
Laser glaucoma surgery

Orthopedics Total joint arthroplasty (hips, knees, and others)
Neurosurgery Stereotactic radiosurgery

Stereotactic radiotherapy
Laser ablation of brain tissue, tumor tissue

Radiology Clot removal
Aneurism repair
Cerebral arterial venous malformation repair
Transjugular hepatic portal systemic shunt creation

Figure 9. A surgeon views images through a ureteroscope placed
through the urethra, bladder, ureter, and into the kidney.
(Courtesy ACMI, Southborough, MA.)



Total Joint Replacement

Total hip and knee replacements are typically performed
with large incisions to expose the joint, allowing for
complete visualization of and access to the joint and soft
tissues. New surgical approaches using smaller incisions
that result in less damage to muscles and other soft tissue
limit the view of the joint. To compensate for the limited
view, fluoroscopy and IGS systems are often used. Some
existing surgical instruments have been modified to enable
surgery through smaller incisions (6).

Traditional hip arthroplasty requires a 30–46 cm long
incision, which is highly disruptive to muscles and sur-
rounding tissues. Two different techniques can be used for
minimally invasive total hip arthroplasty. One technique

uses two 5 cm long incisions, one each for preparation and
insertion of the acetabular and femoral components,
respectively. The other technique involves one 8–10 cm
long incision. Modified retractors and elevators are used
to gain access and expose the joint. Fluoroscopy and IGS
systems are used to provide the surgeon with a view of
instruments and components (as shown in Fig. 12) and
assist in positioning of instruments designed to enable
accurate component alignment and placement. Minimally
invasive hip arthroplasty results in less disruption
of muscles and tissues, smaller and less noticeable scars,
less blood loss and pain, and fewer blood clots and disloca-
tions (6).

Most minimally invasive knee arthroplasties performed
through smaller incisions involve a single compartment of
the knee. These procedures typically use existing unicom-
partmental knee implants for resurfacing the medial or
lateral femoral condyle and corresponding tibial plateau.
Existing instrumentation has been modified to obtain
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Figure 10. Flexibility and steerability of proximal end of
ureteroscope allow inspection of upper, middle, and lower renal
calices. (Courtesy ACMI, Southborough, MA.)

Figure 11. Devices used for endoscopic removal of ureteral
stones. (Courtesy ACMI, Southborough, MA.)

Figure 12. Acetabular component inserted with inserter through
small incision (top image). Fluoroscopic image of inserter and
acetabular component seated in acetabulum (bottom image).
Images such as these allow surgeons to ensure proper
placement of instruments and implantable components within
hip joint when small incisions prevent viewing of entire device
(6). (From MIS for the Hip and Knee: A Clinical Perspective, 2004,
pg. 20, Minimally Invasive Total Hip Arthroplasty: The Two
Incision Approach, Berger, R.A. and Hartzband, M.A., Fig. 2.11.
Copyright 2004, with kind permission of Springer Science and
Business Media.)



access to the joint and enable accurate placement and
alignment of the unicompartmental knee components
through smaller incisions.

Minimally Invasive Direct Coronary Artery Bypass

Coronary arteries may become blocked due to fatty deposits
(plaque), blood clots, or other causes. This reduces blood
flow to cardiac muscle, depriving it of needed oxygen and
other nutrients. This condition can result in a myocardial
infarction (heart attack) that can damage cardiac muscle.

Traditional open heart coronary artery bypass graft
surgery has been used to restore normal blood flow to
cardiac muscle. This procedure involves grafting a new
vessel to points on both sides of the blocked coronary
artery, thereby bypassing the blockage and restoring nor-
mal blood flow. It requires open access to a still heart to
allow suturing of the graft to the blocked coronary artery. A
sternotomy and separation of the sternum is required to
provide access to the heart. The heart is stopped and the
patient is attached to a heart–lung machine to maintain
circulation of oxygenated blood through the body during
the surgical procedure. This procedure is highly invasive

and can result in a variety of complications, many of which
are associated with use of a heart–lung machine. Inflam-
matory responses negatively affecting multiple organ sys-
tems have been observed in patients who were perfused
with a heart–lung machine during traditional open heart
coronary bypass surgery (7). These responses are due to
reactions between circulating blood and material surfaces
present in the heart–lung machine.

Minimally invasive direct coronary artery bypass is an
alternative to open heart surgery. A small 5–10 cm incision
made between the ribs replaces the sternotomy to gain
access to the heart. A retractor is used to separate the ribs
above the heart to maximize access to the operative site (8).
Heart positioners and stabilizers (Fig. 13) are used to
minimize the motion of the heart, allowing surgeons
to perform the procedure on a beating heart, eliminating
the need for the heart–lung machine. Some stabilizers
grasp the heart with suction cups. Others use a fork like
device to apply pressure to the beating heart to keep it
steady for anastomosis of the graft (8). A thorascope and
small endoscopic instruments are used to visualize the
surgical site and perform the surgical procedure. The left
internal mammary artery is commonly used as the grafted
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Figure 13. Heart positioner and stabilizer used in MIDCAB procedures. The positioner attaches to
the sternal retractor and holds the heart in position using suction. It provides greater access to the
blocked coronary artery. The tissue stabilizer, attached to the sternal retractor, straddles the
blocked artery and holds the suturing site steady. This allows surgery on a beating heart,
eliminating the need for a heart–lung machine along with its associated complications.
(Courtesy of Medtronic, Inc., Minneapolis, MN.)



vessel to bypass the blockage of the coronary artery. The
MIDCAB results in fewer complications, less blood loss,
and shorter hospital stays.

Percutaneous Transluminal Coronary Angioplasty
with Stent Placement

The PTCA method is used to open a blocked, constricted
coronary artery instead of bypassing the blockage with a
graft. Under local anesthesia, a steerable balloon catheter
containing a stent mounted to the balloon (Fig. 14a) is
inserted into the patient’s femoral artery and guided to the
constricted coronary artery under fluoroscopy. Once in
position, the balloon is inflated to compress and flatten
the plaque against the arterial wall, creating a larger
opening for blood to flow through the coronary artery.
The balloon is constructed with materials of different
stiffness such that pressure from the inflating balloon is
radially applied to the constricted area, and not to tissue
outside of the constricted region (3). During balloon infla-
tion, the stent is expanded to a larger diameter Fig. 14b,
which is maintained after deflation of the balloon. The
catheter is removed, and the expanded stent (Fig. 14c) is
left in place to maintain a larger opening and prevent
restenosis of the coronary artery.

Most coronary stents are made of stainless steel, nitinol,
cobalt chrome molybdenum alloy, or gold (3). Some stents
contain coatings to improve biological performance (bio-
compatibility and resistance to clot formation) and/or elute
drugs into surrounding tissues to prevent restenosis of the
coronary artery.

The PTCA method does not remove plaque from the
coronary artery; it flattens it so it no longer restricts blood
flow. Plaque removal methods involve lasers and rotational
cutting devices (3).

Stereotactic Radiosurgery

In this noninvasive procedure, focused external beams of
radiation are delivered to specific locations in the brain to
treat tumors (9). The accuracy of the delivery prevents
damage to healthy brain tissue. The patient’s head is
constrained in a mask or frame during the 30–45 min
procedure.

Newer radiotherapy systems include robotic linear
accelerators for delivery of radiation at any angle to the
patient’s head, a beam shaper to match the shape of the
beam to the three-dimensional (3D) shape of the tumor,
and imaging equipment to provide real-time tracking of
tumor location and patient positioning (9).

Treatment of Benign Prostatic Hypertrophy

Benign prostatic hypertrophy causes the prostate to
enlarge. An enlarged prostate applies pressure to the pro-
static urethra that can occlude the urethra, reduce urinary
flow rate, and make urination difficult. The enlarged pros-
tate can be removed with an open surgical approach or less
invasive transurethral resection of the prostate (TURP).
The TURP procedure involves cutting and removing seg-
ments of the prostate through a cystoscope or with a
resectoscope inserted into the urethra, and can result in
complications, such as incontinence and impotence. Pro-
static balloon dilators and prostatic stents inserted into the
urethra have been used to expand the narrowed urethra.
Transurethral laser incision of the prostate (TULIP)
has been used to cut and remove prostate tissue. In this
procedure, a catheter mounted laser facing radially out-
ward toward the prostate delivers laser energy that cuts
through the enlarged prostatic tissue, relieving pressure
on the urethra.

Newer approaches to treating BPH include transure-
thral microwave therapy (TUMT) and transurethral nee-
dle ablation (TUNA) (4). These procedures use microwave
and radio frequency energy, respectively, to heat and
destroy unwanted tissue without actually removing the
tissue. The TUMT method involves insertion of a urethral
catheter containing a microwave antenna into the bladder
neck. Channels contained in the catheter carry cooling
water to prevent thermal damage to the urethra while
microwave energy is used to heat the prostate for � 1 h.
The TUNA method uses a cystoscope to insert two shielded
electrode needles through the urethra and into the pros-
tate. Radio frequency energy is delivered to the prostate,
heating the tissue and destroying it. Thermal energy
causes the prostate tissue to stiffen and shrink, relieving
the pressure on the urethra caused by the enlarged pros-
tate. Both TUMT and TUNA deliver controlled thermal
energy to a targeted area to selectively destroy prostate
tissue (4).

NEW DEVELOPMENTS IN TECHNOLOGY FOR MINIMALLY
INVASIVE SURGERY

New devices and technologies are being developed and
clinically evaluated for use in MIS. Robots can be used
to enable surgeons to perform more intricate surgical
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Figure 14. A PTCA catheter and stent. Stent and balloon in
collapsed configuration for insertion and placement into
coronary artery (a). Inflated balloon causing stent to expand (b).
Expanded stent after collapse of balloon and removal of catheter
(c). (Courtesy of Sorin Biomedica Cardio SpA, Italy.)



procedures than can be done with endoscopic devices (10).
In robot-assisted surgery, the surgeon operates a console to
control mechanical arms positioned over the patient. The
arms become an extension of the surgeon’s hands. While
observing the procedure on viewing screens (one for each
eye) that produce a 3D image, the surgeon uses hand,
finger, and foot controls to move the mechanical arms
containing interchangeable surgical instruments through
a small opening in the patient’s body (10).

Other new technologies for MIS include 3D video imag-
ing, integrated robotic and surgical navigation systems,
devices for mechanical retraction of the abdominal wall
(eliminating the need for insufflation), and telerobotics (8).

OUTCOMES OF MINIMALLY INVASIVE SURGERY

Comparison of MIS to Conventional Approaches

Minimally invasive surgical procedures result in reduced
patient trauma, less postoperative pain and discomfort,
and decreased complication rates. Hospital stays and post-
operative recovery times are reduced, resulting in lower
hospital costs and allowing patients to return to work
earlier.

Studies comparing various MIS procedures to their
traditional open surgical counterparts have been con-
ducted. One such retrospective study compared the clin-
ical and economic aspects of laparoscopic and
conventional cholecystectomies (11). Results of 153 con-
secutive traditional procedures and 222 consecutive
laparoscopic procedures performed in a German teaching
hospital were evaluated. Researchers found that although
laparoscopic cholecystectomies required longer operative
times (92 vs. 62 min), they resulted in fewer complications
(6 vs. 9), shorter hospital stays (3 vs. 8 days), and an 18%
decrease in hospital costs, when compared to traditional
procedures.

In a Canadian study, the direct costs of conventional
cholecystectomy, laparoscopic cholecystectomy, and biliary
lithotripsy were compared (12). Researchers concluded
that laparoscopic cholecystectomy provided a small eco-
nomic advantage over the other two procedures and attrib-
uted this to a shorter hospital stay.

In the United States, hospital stays following laparo-
scopic cholecystectomies typically ranged from 3 to 5 days.
Now, many of these procedures are performed on an out-
patient basis. This additional reduction in hospital stay
further reduces hospital costs, resulting in a greater eco-
nomic advantage over the conventional procedure.

A study comparing results of 125 consecutive off-pump
coronary bypass (OPCAB) procedures to a matched, con-
temporaneous control group of 625 traditional coronary
artery bypass graft (CABG) procedures was conducted (7).
The OPCAB procedure is a beating heart procedure that
does not involve a heart–lung machine. Partial sterno-
tomies were used with some patients in the OPCAB group.
Researchers found that the OPCAB procedure resulted in a
lower mortality rate (0 vs. 1.4%), reduced hospital stays
(3.3 vs. 5.5 days), 24% lower hospital costs, and a reduced
transfusion rate (29.6 vs. 56.5%), when compared to the
traditional CABG procedure. Excellent graft patency rates

and clinical outcomes were also reported with the OPCAB
procedure.

In another study of 67 MIDCAB patients, it was found
that average hospital charges for MIDCAB were $14,676
compared to $22,817 for CABG and $15,000 for coronary
stenting (13). The significantly lower charges for MIDCAB
were attributed to shorter hospital stays, elimination of
perfusion expenses, and reduction in ICU, ventilation, and
rehabilitation times.

Limitations of Minimally Invasive Surgery

There are several problems and limitations associated with
MIS procedures. First, some minimally invasive surgical
procedures can take longer to perform than their more
invasive counterparts (10). Second, open surgical proce-
dures allow the surgeon to palpate tissue and digitally
inspect for tumors, cysts, and other abnormalities. Tactile
feedback also assists in locating anatomical structures. The
inability of the surgeon to actually touch and feel tissue and
structures at the operative site limits the diagnostic ability
of some MIS procedures (10). Third, a two-dimensional
(2D) image is produced by the endoscope and video moni-
tor. The resulting loss of depth perception combined with
restricted mobility of instruments through a small incision
make manipulation of endoscopic instruments challenging.
Fine hand movements are difficult due to the long dis-
tances between the surgeon’s hand and working ends of
these instruments. Fourth, there is a limit to the number of
instruments that can be used at one time through trocars
and working channels of a laparoscope. Finally, instru-
mentation for MIS procedures is more expensive.

Insufflation presents a small risk not associated with
open surgical procedures (1,10). If the gas pressure inside
the abdominal cavity becomes too high or there is a small
defect in a blood vessel, then a gas bubble can enter the
bloodstream and travel to the heart or brain, causing
unconsciousness or death.

Laparoscopic removal of cancer tissue carries a very
small risk of transporting cancer cells to other parts of the
body. As tumor tissue is removed through the laparoscope,
some cancer cells may remain in the body. They may be
displaced from their original location resulting in the
spread of cancer cells to other parts of the body (10).

SUMMARY

Minimally invasive surgery is made possible through the
use of specialized devices and technologies. These include
endoscopes, surgical instruments, imaging and navigation
systems, catheters, energy delivery systems, and other
devices. The MIS procedures tend to require more time,
are more difficult to perform than conventional procedures,
and present some unique risks not associated with conven-
tional procedures. Compared to conventional open surgical
procedures, MIS procedures demonstrate similar clinical
efficacy and reduce trauma and disruption of body tissues
and structures. Patients experience less pain and discom-
fort, fewer complications, and shorter recovery periods.
Hospital stays are reduced, resulting in lower hospital
costs.
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INTRODUCTION

The National Center for Health Statistics estimates that
12.4 million adults are unable to walk a quarter of a mile in
the United States, and that 28.3 million adults have mod-
erate mobility difficulty (1). Approximately 4 million
Americans use wheelchairs, and about one-half of them
use their wheelchairs as their primary means of mobility.
About 1.25 million people wear a prosthetic limb due to
injuries, birth anomalies, and disease. Once fatal injuries
are now survivable due to advancing medical achieve-

ments, prolonging life spans, and the staggering growth
in the aging population. Because of this growth, the popu-
lation of individuals who use mobility aids is sure to grow in
the coming decades.

The goal of issuing wheelchairs, prosthetics, walkers or
rollators to individuals with mobility impairments inde-
pendence remains the top priority when prescribing one of
these devices, other main concerns include safety, not
causing secondary injury (i.e., pressure sores, carpal tun-
nel syndrome, rotator cuff tear), and the physical design of
the device (e.g., weight, size, ease of use). Research has
shown that manual wheelchair users commonly report
shoulder, elbow, wrist, and hand pain (2). Low back pain
and fatigue are also common secondary ailments experi-
ence due to exposure of whole-body vibrations (3). Safety
research shows that proper fitting and wheelchair skill can
reduce injurious tips and fall in wheelchairs (4).

In order to fully maintain an active lifestyle, including
recreational activities, participating in the community,
and going to work, transportation for people with mobility
impairments is essential. With the added technology that is
necessary to allow people to use public or private trans-
portation, added safety features must also be included to
maintain the security of both the drivers and the passen-
gers.

Besides performing normal activities of daily living,
sports, and recreational activity are an important physical
and psychosocial aspect of any human being. The case is no
different with people who use assitive technology. With
dramatic advances in technology, people with mobility
impairments are able to go places and participate in activ-
ities that were once nearly impossible.

In recent years, wheelchairs, prosthetics, walkers, and
rollators have been designed to be stronger, safer, lighter,
more adjustable, and smarter than in the past, through the
use of materials like titanium and carbon fiber, using
advanced electronics, and so on. The technology of wheel-
chairs, prosthetics, walkers, and rollators has improved
dramatically in the past 25 years due largely in part to the
increased demand of consumers, their loved ones and
others who assist consumers, and the people who recom-
mend and issue these technology devices. The term"recom-
mend’’ is used because it is crucial that these devices,
especially wheelchairs and prosthetics, be issued by a team
of professionals to provide the highest levels of indepen-
dence and safety, and that this team is centered around the
client. All of these components are important to the further
development of the technology and, in turn, they may
result in the increased independence of people with mobi-
lity impairments.

CLINICAL ASSESSMENT OF MOBILITY

The ultimate goal and outcome for a clinical assessment of
mobility should drive toward a successful wheelchair,
prosthetics, walker, or rollator recommendation that
enhances the quality of life expectations and their effec-
tiveness as reported by the consumer. Quality of life is
specific to and defined by each person and/or family receiv-
ing clinical services. The consumer, their family, and care
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givers, must be actively included in this process, as they
will be most affected by the choice of the mobility aid. Also,
people chose their mobility devices based on the features
available that facilitate activities or address needs (5), and
the clinician should be aware of the consumer preferences
and the features of various devices.

The complexity of some of the mobility device compo-
nents combined at times with involved disease processes
can make it virtually impossible for a single clinician to act
independently when recommending assistive technology.
Therefore, involving an interdisciplinary team is recom-
mended in the decision making process (6,7). This team,
with the consumer as an involved member and a variety of
rehabilitation professionals, includes a physiatrist or simi-
larly trained physician who understands the importance of
Assistive Technology, addresses medical issues and assists
with mobility decisions; the Occupational or Physical
Therapist with RESNA (www.resna.org) certified Assistive
Technology Practitioner (ATP) credentials, who is the point
person for evaluation and prescription; and the Rehabilita-
tion Engineering (with RE Training and RET Credential)
who is a technology expert with the ability to design–
modify–tune devices, and who also understands the cap-
abilities and applications of various technologies. Another
important team partner is the Assistive Technology
Supplier (ATS) or Certified Rehabilitation Supplier (CRTS,
National Association of Rehabilitation Technology Suppliers,
www.narts.org), who provides or manages demonstration
equipment, does routine home and workplace assessments,
and orders, assembles, and delivers the equipment. All
team members involved in the mobility aid selection pro-
cess should have knowledge about the technology available
on the market. Peer reviewed journal articles (Assistive
Technology, Archives of Physical Medicine and Rehabilita-
tion, Journal of Rehabilitation Research and Development
etc.), magazine articles and commercial database sources
such as ABLEDATA (http://www.abledata.com/), or Wheel-
chairNet (www.wheelchairnet.org) are good places to
research devices or to direct consumers who want to inform
and educate themselves.

Resources available to the team and its members
includes a defined and dedicated space for demonstration
equipment, assessments, and evaluations, access to com-
mon activities and tasks (e.g., ramps, curb cuts, bathroom,
countertop), an electronic tracking system to follow clients
and their technology, assessment resources (e.g., pressure
mapping, SMARTWheel, gait force plate, actigraph), IT
Resources (e.g., email, web, databases, medline, paging,
cell, wireless), and the facilities–hospital commitment to
continuing education.

A mechanism for Quality Measures for AT Clinics will
provide valuable feedback on performance quality and
areas in need of improvement. An important tool to mea-
sure patient satisfaction is the information gained through
a satisfaction survey provided to every patient, in order to
find out whether the goals and desired outcomes have been
met. Feedback on performance quality is provided through
tracking mechanism of primary clinician credentials (ATS,
ATP, RET), dedicated staffing levels, continuing education
(CEUs and CMEs), compliance with the commission on
Accreditation of Rehabilitation Facilities (CARF) AT Clinic

Accreditation, as well as tracking of continuous quality
improvement.

Assessment

The occupational or physical therapist conducts the initial
assessment process and obtains critical information about
the consumer and their environment. This part usually
involves a structured interview with the consumer and
then a physical motor assessment. Establishing a medical
diagnosis that requires the mobility aid is vital to assure no
ongoing medical problems exist that are not being ade-
quately addressed. To properly specify a mobility device,
the intentions and abilities of the consumer must be ascer-
tained (8,9). The intentions and abilities may include how
people perform tasks, where the deficits are, and how
mobility systems can compensate for the deficits to aug-
ment task performance. Some outcome tools that are clini-
cally used to measure the functional impact of mobility aids
are the QUEST, the FEW and the Wheelchair Skills Test
(WST).

Additional necessary information includes type of insur-
ance, method of transportation, and physical capabilities.
Also, if the consumer has been using a chair, historical
information about their current chair should be addressed,
including problems they are having. The mobility device
chosen should also be compatible with the public and/or
private transportation options available to the consumer,
such as a bus, car, or van. The regularity of the surface, its
firmness and stability are important, when, for example,
recommending a wheelchair in determining the tire size,
drive wheel location, and wheel diameter. The performance
of a wheelchair is often dictated by the need to negotiate
grades, as well as height transitions, such as thresholds
and curbs. The clearance widths in the environment will
determine the overall dimensions of the wheelchair. The
climates the chair will be operated in, and the need to be
able to operate in snow, rain, changing humidity and
temperature levels, and other weather conditions, are
important considerations as well.

A physical–motor assessment of strength, range of
motion, coordination, balance, posture, tone, contractures,
endurance, sitting posture, cognition, perception, and
external orthoses is an important first step to obtain a
basic understanding of an individual’s capacity to perform
different activities. The history likely provided significant
insight related to their physical abilities. To verify this, a
physical examination should focus on aspects of the con-
sumer that (1) help justify the mobility aid, (2) help deter-
mine the most appropriate mobility aid, and (3) assure that
medical issues are appropriately addressed.

Once the examination documents the need, or potential
lack of need for the mobility device the remainder of the
examination can focus on the appropriate technology. This
is best assessed by giving the consumer the opportunity to
try equipment to determine how functional and safe they
maneuver/operate the device within the clinical space.
During this part of the assessment, the consumer and
family must be informed of the positive and negative
characteristics of devices and services. The team needs
to educate the consumer or family to participate in
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choosing the device that will meet their needs (Locus of
Control) and assure the provision of follow-up services.

The in-home evaluation conducted by the ATS verifies
that the device is compatible and will fit within the home
environment of the consumer; that may also included
recreational and work environment. Once the appropriate-
ness of a device is established, final measurements are
taken. For many people, a few simple measurements can be
used to determine the proper dimensions for a wheelchair
(10). Body measurements are typically made with the
consumer in the seated position. A Rehabilitation Technol-
ogy Supplier, therapist, or other member of the rehabilita-
tion team often completes this.

MANUAL WHEELCHAIRS

When most individuals think of manual wheelchairs they
envision the boxy, steel framed, standard wheelchairs
commonly seen at airports and shopping malls. These
wheelchairs may be acceptable for transport of short dis-
tances, but are good for little else. Their heavy weight and
complete lack of adjustability makes them poor choices for
anyone using a manual wheelchair for an extended period
of time.

The development of the lightweight and ultralight
wheelchairs evolved in the late 1970s with a select few,
extremely motivated, manual wheelchair users choosing to
perform modifications on their own wheelchairs to make
them faster and easier to propel (11). After these initial
steps the demand became far greater for lightweight,
adjustable wheelchairs and several companies were cre-
ated to meet that need.

Research conducted on the new lightweight and then
ultralight manual wheelchairs have quantitatively shown
the benefits over the heavier, nonadjustable standard style
wheelchairs. Cooper et al. (12) reported that when sub-
jected to the fatigue tests described in the ANSI/RESNA
standards, ultralight manual wheelchairs were 2.3 times
more cost effective than lightweight wheelchairs and 3.4
times more cost effective than depot style wheelchairs.

The benefits of lightweight and ultralight manual
wheelchairs do not end with higher cost efficiency and
longevity. They are also crucial in preserving the upper
extremities of their users. Because of the constant use of
the upper extremities by manual wheelchair users, they
tend to experience secondary injuries such as joint pain,
repetitive strain injury, and nerve damage (2). Compared
to standard and lightweight wheelchairs, the ultralight

wheelchairs have two very distinct advantages when
attempting to prevent secondary injury in manual wheel-
chair users: the primary advantage is the lower weight
(Fig. 1).

Standard style wheelchairs tend to be greater than
36 lb(16 kg), while lightweight wheelchairs tend to be
�30–34 lb(14þ 18 kg) and ultralight wheelchairs �20–
30 lb(9–14 kg). The second advantage presented by the
ultralight wheelchairs is adjustability. Lightweight wheel-
chairs do have some adjustability, but not to the extent of
an ultralight wheelchair. Masse et al. (13) showed that
moving the horizontal axle position toward the front of the
wheelchair and moving the seat downward created a more
efficient position for wheelchair propulsion and resulted in
less exertion without loss of speed. Although some studies
have been conducted to asses the importance of wheelchair
setup in reducing upper extremity injury in manual wheel-
chair users, the solution has not been clearly defined.
However, what is certain is that the adjustability and
weight of manual wheelchairs are crucial parameters when
selecting a wheelchair for a user that will be propelling for
extended periods of time.

Another recent addition to manual wheelchairs has
been suspension elements, such as springs or dampeners
to reduce the amounts of vibration transmitted to manual
wheelchair users. During a normal day of activity for a
wheelchair user, they encounter bumps, oscillations, and
other obstacles that may subject them to whole-body vibra-
tion levels that are considered harmful. VanSickle et al. (3)
demonstrated that when propelling over certain obstacles,
vibrations experienced at the seat of the wheelchair and
the head of the user exceed the safety levels prescribed by
the ISO 2631-1 Standard for evaluation of human exposure
to whole-body vibration (14). Wheelchair companies have
attempted to reduce the amounts of transmitted vibration
by adding suspension to manual wheelchairs. Research has
been done to evaluate effectiveness of suspension at redu-
cing vibration. Results show that on average, suspension
does reduce the vibration levels, however, the designs are
not yet optimally effective and may not be as effective based
on the orientation of the suspension elements (15,16).

POWERED ASSIST WHEELCHAIRS

Often, people using manual wheelchairs are required to
transition to using powered wheelchairs or are at a level of
capacity where they must choose between the two. This
may be because of increased amounts of upper extremity
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pain, or the progression of a disease such as Multiple
Sclerosis or Muscular Dystrophy. Recently, the develop-
ment of Pushrim Activated Power Assist Wheelchairs
(PAPAWs) has provided an alternative for these users.
The PAPAW works through the use of a battery and a
motor mounted directly into the wheel. The motor provides
a supplement to the user so that very little force input from
the user will still afford normal momentum. Transitioning
from a manual wheelchair to a powered wheelchair may be
difficult both physically and psychologically for some peo-
ple. Users may not want to modify their homes or their cars
to accommodate a powered wheelchair and may be used to
providing their own mobility. Although the PAPAW pro-
vides a good intermediate wheelchair for users who may
still benefit from a manual wheelchair, but do not have the
strength or stamina, it also has its disadvantages. The
added weight of the motor driven wheels dramatically
increases the overall weight of the wheelchair and can also
be difficult for users during transfers. Additionally, algo-
rithms for the control of the PAPAWs are not yet refined
and can lead to difficulty propelling the wheelchair.

POWERED WHEELCHAIRS

Powered wheelchairs represent devices that can provide an
incredible amount of independence for individuals who
may have extremely limited physical function. Perhaps
even more than manual wheelchairs, having the proper
elements and setup of a power wheelchair is vital. The
lifestyle of the user, the activities in which they would like
to participate, the environments to which they will
be subjected, and ability level have all contribute to the
correct prescription of a powered wheelchair. Many adjust-
ments can be made to any particular powered wheelchair to
specifically fit the needs of the user. Seating systems,
cushions, added assistive technology to name a few. This
section will focus on the characteristics that differentiate
certain powered wheelchairs from one another (Fig. 2).

Powered wheelchairs come in three drive wheel setups:
front, mid, and rear wheel. Each of these setups has
different advantages and shortcomings. Powered wheel-
chair users are each unique and have specific requirements
for their activities of daily living, such as maneuverability,
obstacle climbing, or driving long distances. Mid-wheel

drive wheelchairs tend to provide greater maneuverability
because the drive wheels are located directly beneath the
user’s center of mass. Front-wheel drive wheelchairs are
often associated with greater obstacle climbing ability.
Rear-wheel drive powered wheelchairs are good for speed
and outdoor travel, but may not provide the maneuver-
ability or stability for some users. The different wheelchair
setups provide the means for users to achieve their goals.

For the user, the joystick is probably the most important
part of the powered wheelchair. However the standard
displacement joystick is not acceptable for all users. Cur-
rent technologies have allowed almost any user to operate a
powered wheelchair as well as other assistive technologies,
such as computers. Even the smallest abilities of the user
can be translated to powered wheelchair mobility such as
foot control, head control, finger control, tongue control and
so on.

Like manual wheelchairs, powered wheelchairs also
have different classifications. Medicare defines powered
wheelchairs in three major categories: Standard weight
frame powered wheelchair (K0010), Standard weight
framed powered wheelchair with programmable control
parameters for speed adjustment, tremor dampening,
acceleration control and braking (K0011), other motorized
powered wheelchair base (K0014) (17). Pearlman et al. (18)
recently conducted a study examining the reliability and
safety of standard weight frame powered wheelchairs. Of
the 12 wheelchairs tested, only 3 passed the Impact and
Fatigue section of the ANSI/RESNA Standards (19,20).
Medicare has recently proposed to stop funding these
powered wheelchairs, recommending the addition of a
programmable controller that would place it in the second
category (K0011). However, this may not be acceptable
since the problems exist mainly with the drive train or
the frame of the wheelchair and these parameters would
not change. In order to adequately serve the interests of
powered wheelchair users, the frames, drive trains, and
control systems all need to perform within the standards
put forward by ANSI/RESNA.

WALKERS AND ROLLATORS

Some individuals may have the ability to ambulate,
however, they may get tired very easily or have visual
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impairment problems that may result in a fall and injury.
Fuller (21) reported that 33% of community-dwelling
elderly people and 60% of nursing home residents fall each
year. Walkers and rollators represent useful assistive
technology devices for these individuals by lending support
and weight relief during mobility. They may have zero,
two, or four wheels and possibly have hand brakes. They
may also contain a small area for sitting if the user becomes
fatigued or a basket for carrying items for the user.

Some elderly persons, in addition to having mobility
impairment, also have a visual impairment. Recent research
has investigated a new robotic walker (Fig. 3) that through
the use of sonar and infrared (IR) sensors can detect obstacles
as well as provide guidance along a preprogrammed path (i.e.,
maneuvering around an assisted living home) (22).

SPORTS AND RECREATION DEVICES

As quality of life receives more attention, sports and
recreational activities have become more important to
individuals with disabilities. Sport and recreational activ-
ity participation provides many benefits to individuals with
disabilities. Physical activity reduces or slows down the
development of cardiovascular disease as well as modifies
risk factors including high blood pressure, blood lipid
levels, insulin resistance, and obesity (23). In addition,
the development of muscular strength and joint flexibility
gained through regular exercise improves the ability to
perform activities of daily living (24). Regular exercise may
help reduce clinical depression and days spent as an
in-patient in a hospital, and may improve social interac-
tions and prolong life expectancy (25). With the positive
benefits of sports, exercise, and recreational activities in
mind, the purpose of this section is to describe some of the
more popular sports played by individual with disabilities.

Wheelchair Basketball

Wheelchair users who play basketball may have various
diagnoses, such as paraplegia, cerebral palsy, amputa-
tions, post-polio syndrome, or a disabling injury. Partici-
pants are not required to use a wheelchair for their primary
means of mobility or in their activities of daily living. Prior
to the actual game, persons who want to play basketball
must have their player classification level determined by a
qualified referee. To equalize the capability of each team,
the classification levels of the competitors are matched
(26).

Whether players play zone or person-to-person basket-
ball, the basic rules apply to both. Because different players
have varying degrees of disability, rules have been devel-
oped that all players need to abide by. Keep firmly seated in
the wheelchair at all times. A player may not use a func-
tional leg or leg stump for physical advantage. An infrac-
tion of this rule constitutes a physical advantage foul (27).

Wheelchair basketball is similar to an everyday wheel-
chair, but incorporates features that enhance maneuver-
ability (Fig. 4). Basketball wheelchairs are lightweight to
allow for speed, acceleration and quick braking. The wheel-
chair must have four wheels. Two large, rear wheels and
two front casters. The front casters are 2 in. (50 mm) in
diameter and typically made from hard plastics, similar to
the material used to make inline skate wheels. The rear
wheels must be larger than or equal to 26 in. (338 mm) in
diameter. The rear wheels must have handrims. Basket-
ball wheelchairs use spoke guards made of high impact
plastic. These guards cover the rear wheel spokes to pre-
vent wheel damage and illegal ramming and picking. The
spoke guards provide several benefits: First, spoke guards
can be used to pick up the ball from the floor. Using a hand,
the player pushes the ball against the spoke guard and rolls
it onto their lap, Second, spoke guards protect hands and
fingers from injury when reaching for the ball near another
player’s rear wheel. Third, they provide space to identify
team affiliations and sponsor names. Camber is an impor-
tant feature of basketball wheelchair as well. Camber
is defined as"the angle of the main wheel to the vertical’’,
or as a situation in which"the spacing between the top
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points of the wheels may be less than the spacing between
the bottom points’’. Increasing camber slightly reduces the
height of the seat, while it proportionally increases the
wheelbase, which corresponds to the width of the wheel-
chair. In the same way, with negative camber, the center of
gravity of the occupied wheelchair moves backward. From
a practical point of view, increased wheel camber improves
hand protection as chairs pass through doors and, in terms
of basketball, camber makes a wheelchair more responsive
during turns and protects players’ hands when two wheel-
chairs collide from the sides, by limiting the collision to the
bottom of the wheels and leaving a space at the top to
protect the hands. Basketball wheelchair seats typically
have a backward seat angle slope of 5–158. The angle of the
seat compared to the ground is known as ‘‘seat angles’’.
Guards are an exception. Guards are allowed to have lower
seat heights and greater seat angles. These modifications
make chairs faster and more maneuverable for ball hand-
ling.

Wheelchair Racing

Individuals with all levels of SCI as well as lower limb
amputees can participate in competitive races. The pre-
ferred racing chair among racers is the three-wheel chair
(Fig. 5). The three-wheel design is constructed from high
pressure tubular tires, light weight rims, precision hubs,
carbon disk/spokes wheels, compensator steering, small
push rings, ridged aluminum frame, and 2–158 of wheel
camber. The camber in a racing chair makes the chair more
stable and allows the athlete to reach the bottom of the
pushrim without hitting the top of the wheels or pushrim.

Hand-Cycling

Cycling has been a popular outdoor sport for several years.
The adaptability of cycling to different terrains makes it a
favorite for many. Adaptive equipment for bicycles consists
of a hand cycle allows individuals with limited use of their
legs to utilize the strength of their arms (28). A handcycle
typically consists of a three-wheel setup to compromise for
the balance required when riding a two-wheeled bicycle.
Two-wheeled handcycles do exist but require a great deal of
skill and balance. Handcycle designs allow the user to
propel, steer, break, and change gears, all with the upper
extremities and trunk. Two types of handcycle designs are

readily available (1) the upright and (2) the recumbent. In
an upright handcycle, the rider remains in an upright
position similar to the position the body takes when seated
in a touring bike. Upright handcycles use a pivot steer to
turn. Only the front wheel turns while the cycle remains in
an upright position. Transferring and balancing tend to be
easier on the upright cycle. In the recumbent handcycle,
the rider’s torso reclines and the legs are positioned out in
front of the cyclist. These cycles use a lean-to-steer
mechanism. The rider leans to turn, causing the cycle to
pivot at hinge points. Leaning to turn can be challenging if
the rider lacks trunk stability, in which case a pivot steer-
ing recumbent handcycle may be more appropriate.
Recumbent handcycles are lighter and faster, making them
the choice for hand cycle racing. Relatively minimal mod-
ifications are needed to accommodate individuals with
tetraplegia. Some of the modifications include hand cuffs
that can be mounted to the arm crank handles and elastic
abdominal binders which can be fitted around the user and
the handcycle seat to increase trunk stability.

Wheelchair Rugby

Rugby is played indoors on a large gym on a basketball
court surface. Players use manual wheelchairs specifically
designed for the sport. Due to the level of contact, the chairs
have protective side bars on them and players are strapped
in to prevent injury. Most chairs are made of titanium or
steel to handle the hits that they sustain. In addition, the
low pointers have a high camber (angle of the wheels) so
that they can turn fast, as well as ‘‘red push rim covers
so they can actually stick to the other person’s chair and
hold them.’’ The high pointers have armor on the front of
their chairs resembling a cow catcher so that they can push
through the other players without getting stuck (Fig. 6).

To be eligible to play rugby, players must have a com-
bination of upper and lower extremity impairment. Most of
the players have sustained cervical level spinal injuries
and have some degree of tetraplegia. Like in basketball,
players receive a classification number based on there level
of impairment (29). Rugby consists of two teams comprised
of four players. The object of the game is for a player to have
possession of the ball and cross the opponent’s goal line.

Rugby wheelchairs are strictly regulated to ensure fair-
ness. However, chairs may vary considerably depending on
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Figure 5. Shows a racing three-wheeled wheelchair. Figure 6. Wheelchair rugby.



a player’s preferences, functional level and team role.
Team roles may be assigned according to ability. Players
with upper body limitations tend to perform the defensive
blocking and picking roles. They use chairs that have
additional length and hardware. All rugby chairs
have extreme amounts of camber, 16–208, significant buck-
eting, and antitip bars. The camber provides lateral sta-
bility, hand protection, and ease in turning. The bucketing
(knees held high relative to rear end) helps with trunk
balance and protection of the ball.

Tennis

Tennis players compete in both singles and doubles games.
Players are required to have a permanent mobility-related
physical disability that requires a wheelchair as the pri-
mary means of mobility. Tennis is played on the traditional
tennis court using the tradition size and height tennis net.
However, unlike traditional tennis, the ball is permitted
two bounces on the court before it must be returned. Brakes
are not permissible as stabilizers and the athlete must keep
one buttock in contact with the seat at all times.

Tennis players use a three-wheeled chair with a large
amount of camber to maximize mobility around the court.
The seat is situated at a steep backwards seat angle slope.
The angle helps with balance, keeps players against the
seat backs, and gives them greater control over the wheel-
chair. The knees tend to be flexed with the feet on the
footrest behind the player’s knees. With the body in a
relatively compact position, the combined inertia of rider
and wheelchair is reduced, making the chair more man-
euverable (30). Handles and straps can also be added to the
chair. Many players incorporate plastic rigid handles into
the front of the seat. Players use these handles when
leaning for a shot or making quick directional changes.
Straps can be used around the waist, knees and ankles, to
help with balance (31).

Adaptive Skiing

Skis for skiers with disabilities have advanced state-of-the-
art skis that offer shock absorption systems, frames molded
to body shape, and quick release safety options. Skiers with
disabilities can maintain a similar pace to that of unim-
paired athletes with the development of adaptive seating,
backrests, cushions, tethering ropes, roll bars and out-
riggers. Outriggers, an adapted version of a forearm crutch
with a shortened ski, provide extra balance and steering
maneuverability (32). Two types of sit-down adaptive skies
are available: Bi and Mono. Bi skis are appropriate for
skiers with limited trunk stability. With Bi skis, the skier
balances on two skies and angulates and shifts to put the
skis on edge. Bi skis have wider base of support, can
usually be mastered quickly with few falls and are easier
to control than a mono ski. The Mono Ski is the ski of choice
for individuals who want high end performance, maneu-
verability and speed. With a mono ski, the skier sits
relatively high on the seat of the ski over the snow. The
skier uses upper body, arm and head to guide their move-
ment down the hill. Sit-, Mono- and Bi-skis have loading
mechanisms, usually hydraulic, that enable the individual

to raise themselves to a higher position for transferring
onto a ski lift.

TRANSPORTATION SAFETY AND ADAPTIVE DRIVING
FOR WHEELCHAIR USERS

Wheelchair users, like the entire population, use several
forms of transportation to travel from place to place: They
are passengers in public transportation systems (bus, sub-
ways, and vans) and private vehicles, and are potential
drivers of each of these types of vehicles. To ensure the
safety of all passengers and drivers, certain safety mechan-
isms must be in place: drivers must be able to safely control
the vehicle, and all seated passengers require seats
securely fastened to the vehicle and passenger restraints
(e.g., seatbelts) which can secure the passenger to the seat.
The requirement of passenger restraints is relaxed for
passengers in large vehicles, like busses and subways,
because of the low likelihood of high velocity crashes
(33). In many cases, adaptation of a vehicle is necessary
when the original equipment manufacturer (OEM) control
and/or securement mechanism cannot provide adequate
safety for wheelchair users because either (1) sensory and/
or motor impairments of the user requires adaptive driving
equipment so the vehicle can be safely controlled, or (2) the
user cannot safely or effectively use the OEM seat or
passenger restraint system in the vehicle.

Vehicle Control Systems

The complexity of the adaptive equipment required for safe
control of the vehicle is correlated to the type and level of
impairment of the wheelchair user. Adaptive driving
equipment can be as low tech as attaching a knob on a
steering wheel, and as high tech as fly-by-wire technology,
where computer-controlled actuators are added to all of the
controls, and the drive interfaces with the computer (via
voice and/or low or no-effort sensors). Adding actuators to
all of the driving and operating controls of the vehicle
through computer controls.

An example of this range is the types of steering adapta-
tions available for people with disabilities. Figure 7 demon-
strates both a typical steering knob for a person with little
to no loss of hand sensory-motor function (a), and (b) a knob
for someone with loss of some sensory motor function. Both
types of steering knobs serve the same purpose: They allow
the driver to safely steer the vehicle with one hand while
(typically) their other hand is operating a hand control
which actuates the fuelaccelerator and brake pedals. When
upper-extremity sensory-motor function does not allow for
safe turning of the OEM steering system (even with a
knob), actuators can be used in lieu of upper-extremity
function. These systems are named ‘‘low-’’ or ‘‘no-effort’’
steering systems, depending on the type of assistance that
the actuators provide. Retrofitted controls for these sys-
tems are used and typically require removal of the OEM
equipment (e.g., the steering wheel and/or column). Con-
sequently, when this level of technology is used, it usually
becomes unsafe for an unimpaired individual to drive the
vehicle (without significant training).
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Common fuelaccelerator and braking system hand con-
trols are bolted to the OEM steering column, and actuate
each pedal with mechanical rods (Fig. 8). These types of
controls require nearly complete upper extremity function
to operate. When upper extremity function is substantially
impaired actuators are added to the braking and fuelacce-
lerator systems and are operated through some switching
methods. The types of switches depend on the most viable
control mechanism for the user: in some cases, a simple
hand-operated rheostat variable resistance switch (i.e.,
dimmer switch or rheostat) may be used, and in other
cases, a breath-activated pressure switch (sip-and-puff)
system may be used.

The above steering, fuelaccelerator, and brake adaptive
equipment are focused on the primary control systems of
the vehicle (those which are required to drive the auto-
mobile). Various adaptive equipment can control the sec-
ondary control system of the vehicle also (e.g., ignition
switch, climate control, windows). Like the primary control
adaptive equipment, equipment to modify the secondary
controls of the vehicle range from low to high tech. For
example, users with impaired hand function may require
additional hardware to be bolted to the ignition key so they
can insert the key and turn it to start the vehicle. Alter-
natively, hardware can be added to allow a drive to start
the vehicle via a switch, either remotely or from within the
cabin. Power windows and door-lock switches can be

rewired to larger switches, or in more accessible locations
for the driver.

Both primary and secondary control systems must be
placed in locations easily accessible to the driver. In some
cases, wheelchair riders will transfer out of their wheel-
chair directly into the OEM seating system, allowing for
most controls to remain in their OEM locations. If a wheel-
chair user remains in their wheelchair and drives the
vehicle the controls must be made accessible to their seated
position and posture. In these cases, along with the case a
wheelchair users remaining in their wheelchair as passen-
ger, provisions must be made to safely secure the wheel-
chair to the vehicle, and to provide adequate passenger
restraints.

Wheelchair Tie-Down and Occupant Restraint
Systems (WTORS)

For both practical and safety reasons, when a wheelchair
user remains in wheelchair while riding in a vehicle they
must be safely secured to the vehicle. An unsecured wheel-
chair will move around, causing the user to be unstable
while the vehicle is moving. Being that power wheelchairs
can be in excess of 200 lb (91 kg) in weight, This instability
could cause harm to the wheelchair rider and/or the sur-
rounding other passengers vehicle occupants. If the wheel-
chair user is driving, they may lose control of the vehicle if
they accidentally roll away from the vehicle controls.
Another important concern for an unsecured wheelchair
rider is in the case of an accident. An unsecured wheelchair
and user can easily be ejected out of the vehicle if they are
not secured. The WTORS systems are currently governed
by the ISO 7176-19 (34).

Several types of tie-down systems exist, including a
four-point belt system and various latching-type mechan-
isms which typically require hardware to be attached to the
wheelchair. The four-point belt systems are most common,
and are found on public busses, and also private vehicles.
Theses systems are the most widely used tie-down system
because they can be attached to a wide variety of wheel-
chairs. In some cases, manufacturers incorporate attach-
ment rings for these tie-down systems into their
wheelchair. When no points of attachment are available
(most common situation), points at the front and rear of the
seat or frame be used. These attachment points must
be sufficiently strong to secure the wheelchair in the event
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Figure 7. Steering knobs.

Figure 8. Common hand controls.



of a crash, and be in locations which will allow the straps to
be oriented within a specified range of angles with the
horizontal (front straps: 30–608, rear: 30–458).

Unfortunately, tie-down systems are they are not con-
venient to use: a second person (other than the wheelchair
user) is typically needed to help secure the wheelchair,
making the operation laborious, and in some cases awk-
ward for the wheelchair users who may not be comfortable
with another person touching their wheelchair or
encroaching on their personal space. Consequently, and
especially on public transportation, these systems are
commonly unused and the wheelchair user relies on their
brakes wheel-locks for stability, risking their own safety in
a crash.

Other mechanisms have been used to secure a wheel-
chair to the vehicle. These included wheel-clamps and t-bar
systems. With these mechanisms, wheelchairs are secured
to the vehicle through a mechanical clamp that adjusts to
the wheelchair size. These systems are quicker to attach to
the wheelchair, but are still difficult or impossible for a
user to use independently.

A variety of wheelchair tie-down systems have been
developed that allow the wheelchair users to indepen-
dently lock and unlock their wheelchair to the vehicle. A
common one used for personal vehicles is the EZ-Lock
System, which is a hitch system for the wheelchair. This
system allows the wheelchair user to maneuver the wheel-
chair so a specialized hitch attached to the wheelchair is
captured into a latch bolted to the vehicle; both electric and
manual release mechanisms can be used to unhitch the
wheelchair from the device, allowing for custom placement
of a hitch for easy accessibility to the wheelchair user. A
drawback to this system is the specialized hardware that
must be attached to the wheelchair that restricts folding a
manual wheelchair and reduces ground clearance.

Because this system is designed to allow the user to
drive forward into the device, it works well and is common
in private vehicles where the wheelchair user drives the
vehicle. In larger vehicles, such as public busses, it is
typically more convenient for a user to back into a spot
and lock their wheelchair.

An ideal system for public transportation would be one
that a user can operate independently and that does not
require specific hardware to be attached to the wheelchair
that may not work on all wheelchair models. A system is
currently being developed at the University of Pittsburgh
that tries to achieve these goals.

Occupant restraint systems are the last requirement to
allow a wheelchair user to safely travel in a vehicle. These
restraint systems mimic the function of a seat belt, and can
be either attached to the wheelchair (integrated restraint)
or to the vehicle (Fig. 4). In both cases, the placement of the
restraints with respect to the body is critical to prevent
injury in a crash—either through direct insult of the
seatbelt with the body, or because of submarining (where
the torso slides down under the pelvic belt).

To ensure these WTORS systems and the wheelchair
themselves can safely survive a crash, standards testing is
in place. Rehabilitation Engineering and Assistive Tech-
nology Society of North America (RESNA), International
Standards Organization (ISO), and Society of Automotive

Engineers (SAE) have worked in parallel to establish
minimum standards and testing methods to evaluate
wheelchairs and WTORS systems (35). These tests mimic
those performed on OEM seat and occupant restraint
systems, which suggest the system should be able to with-
stand a 20 g crash (36). To encourage and guide wheelchair
manufacturers to build their wheelchairs to these stan-
dards researchers have developed a website to inform all
relevant stakeholders of the latest information (http://
www.rercwts.pitt.edu/WC19.html).

LOWER EXTREMITY PROSTHETICS

Prosthetics are devices that replace the function of a body
organ or extremity, unlike orthotic devices, which support
existing extremities. Prosthetics range from simple cos-
metic replacements to complicated structures that contain
microprocessors for controlling hydraulic and pneumatic
components. Commonly used prosthetic devices primarily
include artificial limbs, joint implants, and intraocular
lenses. Approximately, 29.6–35.4% of the U.S. population
use prosthetic limbs (37) with >2% of them aged between
45 and 64 years using lower extremity (LE) prosthetics for
mobility (U.S. Bureau of Census, 2000). Amputation,
resulting from peripheral vascular diseases in the older
population (60 years and older) and trauma in young
population can be considered factors for the use of LE
prosthetics.

Research and development in clinical practice has
resulted in recent advances in the area of prosthetics
designs and controls technology. Examples of these
advances include the use of injection molding technology
for socket manufacturing, shock absorbing pylons, the
incorporation of neuro-fuzzy logic microprocessor-based
controllers for myoelectric prostheses, and microprocessor-
controlled prosthetic knees and ankles (38,39).

Prosthetic feet classified as"uniaxial’’ allow for move-
ment at a single axis in one plane, such as plantarflexion
and dorsiflexion of the ankle. In this type of prosthetic foot,
the heel is typically composed of the same density materi-
als as the rest of the foot, with an option of different heel
height. Also, uniaxial feet have different options at the
rubber toe section in terms of flexibility, which depends on
the weight of the individual. Multiaxial prosthetic feet
(MPFs) have five degrees of motion in three planes: plan-
tarflexion–dorsiflexion, inversion/eversion, and rotation.
This feature provides stability to the user, while walking
on uneven surfaces and also aid in shock absorption low-
ering intensity of shear forces on residual limb. Elastomer
or rubberized material is used to alter, resist, or assist with
the different degrees of motion in the prosthetic foot. MPFs
also provide options for different heel heights [0.5–1 in.
(13–26 mm)] and different degrees of toe material resis-
tance, while split internal structures in the heel assist with
inversion/eversion on uneven ground. The MPFs are pre-
scribed by the weight and shoe size of the consumer.

The solid ankle, cushion heel (SACH) prosthetic foot is
the most commonly prescribed prosthetic foot for lower
extremity amputations. The SACH foot is constructed out
of eurothene (plastic) materials with a less dense material
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incorporated at the heel. Use of materials with different
densities permits proper positioning while standing, as
softer heels aides in enhancement of the walking efficiency
after heel strike, by shifting center of gravity forward. A
device known as durometer is used to measure the density
of plastics used in prosthetic devices. The weight and
activity level of the individual using the prosthesis deter-
mines which heel density is selected, as heavier user
require firmer heel cushion. The stiffness of heel, also
determine amount of knee flexion and shock absorption.
Greater the heel stiffness more the knee flexion and lower
shock absorption during heel strike and vice versa. The
SACH foot also contains a keel made out of a hard wood or
composite material. Belting material is applied to the keel,
which prevent the keel it from breaking through the euro-
thene cover. During ambulation, the foot simulates plantar
flexion movement and prevents the loss of anterior support
during the push off at the toe.

Individuals who use foot prosthetic devices are assessed
for weight, potential activity levels, and type of use for
which they anticipate using their prosthetic devices. Based
on this assessment, clients are then categorized into four
functional levels:

Energy Storage and Return (ESAR) prosthetic feet are
fabricated to assist with the dynamic response of feet,
acting as a diving board from which a person can push
off during walking. These feet have capability to store
energy during stance phase and return it to the user to
assist in forward propulsion in late stance phase. The
ESAR has flexible keels and are prescribed by the antici-
pated activity level and weight of the person. Also, limited
evidence suggests use of ESAR as their use results in
increasing ambulation speed and stride length �7–13%
greater than with a conventional (SACH) foot in both
traumatic and vascular transtibial amputees (40).

Macfarlane et al. (40) compared energy expenditure of
individuals with transfemoral amputations who walked
with a SACH foot versus a Flex-Foot prosthetic. The SACH
has a solid ankle and cushioned heel construction, while
the Flex-Foot prosthetic has a hydraulic knee joint. The
authors determined that Flex-Foot walking resulted in
significantly lower exercise intensity, reduced energy
expenditure and improved gait efficiency. These findings
are significant considering the SACH foot is the most
commonly used foot prosthetic in the U.S. today (41). Lower

energy expenditure was also reported for individuals with
trans-tibial amputation with the use of Flex-Foot as com-
pared with a SCAH foot.

Higher level of limb loss results in addition of more
prosthetic components. Prostheses for transfemoral ampu-
tations comprised of four basic components: the socket, the
knee joint, the pylon, and the foot. Pylons are classified as:
exoskeleton in which the weight of the individual is sup-
ported by the external structure of the prostheses (i.e., a
crustacean shank), or endoskeleton that is comprised of an
internal, weight-bearing pylon encased in moldable or soft
plastics (i.e., modular pylon). The knee mechanism use, a
conventional damping system, where a flow of (fluid or air)
is controlled by a valve and its operation is set for a
particular walking speed according to user’s preference.
The system described as intelligent prosthesis (IP), where a
diameter of damping controlling valve is changeable
according to varying speed of walking (42). Romo provided
guidance on the selection of prosthetic knee joints and
indicated that proper alignment impacts the effectiveness
of matched and adjusted knee joints for smooth and reliable
gait (43). Taylor et al. (44) compared effectiveness of an
intelligent prosthesis (IP), and pneumatic swing-phase,
control-dampening systems while walking on a treadmill
at three speeds of 1.25, 1.6, and 2 mph (2, 2.6, and
3.2 km �h�1). The results indicated lower VO2 consumption
for individuals using IP compared to controls-damping
system at 2 mph (3.2 km �h�1). The question often raised
by critiques concerns the cognitive demands by the high
end technology on the users. The results of the study by
Heller et al. (42) that investigated cognitive demand when
using the IP compared to a conventional prosthesis indi-
cated no significant differences while using these pros-
theses for ambulation. Though not uncommonly
prescribed high rejection rates has been described for
prostheses after hip disarticulation and hemipelvectomy.
These prostheses consist of an addition of hip joint mechan-
ism to other parts similar to prostheses prescribe after
transfemoral amputation.

Modular systems were first developed in the 1960s by
Otto Bock, which consisted of shock absorbing pylons that
contained with shock absorbers. Also, a reverse-pyramid
fixture at the ends of the pylon permits angular adjust-
ments to the alignment of these devices with the residual
limb. Modular systems are lighter than the earlier wooden
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Table 1. Functional Level and Devices

Functional Level Type of Device

K0 No ability to ambulate or transfer safely; prosthesis
does not enhance mobility

Cosmesis

K1 Transfers and ambulates on level surfaces;
household use

SACH

K2 Able to negotiate over low level environmental
barriers; limited community ambulation

Low level energy storage feet

K3 Prosthetic usages are beyond simple ambulation;
able to traverse MOST environmental barriers and
is a community ambulator

Energy storage prosthesis

K4 Able to perform prosthetic ambulation exceeding
basic skills (i.e., high impact); child, active adult
and athlete

Energy storage prosthesis



systems, allow for 158 of movement gain in either the
frontal or sagittal plane, and also permit internal and
external rotational adjustments. Modular systems can
extend the life of a prosthetic device, as worn parts can
be replaced. In addition, individuals using these systems
experienced less need for maintenance.

A significant improvement in the design procedure of
the prosthetics considers the interaction of forces between
prosthesis and residual limb can be found in the literature.
Jia et al. (45) studied the exchange of loads and forces
between the residual limb and prosthetic socket in trans-
tibial amputation using the Finite Element Analysis (FEA)
method. Lee et al. (46) used FEA to determine contact
interface between the transtibial residual limb and pros-
thetic socket. The study determined the need for sameness
of shapes for both the residual limb and socket in order to
decrease peak normal and shear stresses over the patellar
tendon, anterolateral and anteromedial tibia, and popliteal
fossa. Winson et al. investigated the interaction between
socket and residual limb during walking using a FEA
model for transtibial prosthesis. Pylon deformities and
stress distribution over the shank were problems identified
during walking and results indicated need for pylon flex-
ibility for better optimization and need of future studies
identifying fatigue life of these prostheses (47).

With advancement in the area of prosthetics designs and
development, simultaneous factors that need to be consid-
ered, use of these devices in clinical practice for targeted
population and cost containment. Premature abandonment
of mobility assistive devices, which might be due to poor
performance and/or changes in the need of the user, is not
uncommon and adds to the expense of these devices (48).
Improved quality of service delivery for LE prostheses, which
include identifications of reasons for successful use or non-
use of LE prostheses, is needed (49). Also, incorporation of
standardized performance testing procedure to ensure dur-
ability of LE prosthetics is vital to the appropriate prescrip-
tion of, and satisfaction with, prosthetic devices.

Prosthetic devices of today incorporate advancements
from the aerospace and engineering fields and include the
use of new materials, such silicone elastomer gel sleeves in
to assist in the fit of prosthetic sockets, prosthetic feet made
from carbon-fiber composite components that are lighter in
weight, and surgical implantation of titanium prosthetic
attachment devices directly to bones of residual limbs
(50,51). Neuro- and microprocessors and sensors are now
incorporated on-board the prosthetic device to control knee
joint movement to improve the symmetry of different gait
patterns across a variety of cadence speeds. Hydraulic or
pneumatic devices are also used to dampen the swing-
through phase of walking with the prostheses to assist
with walking at difference cadences (52,53). Manufac-
turers are now using computer-aided design and manu-
facturing techniques to improve the fit of the prosthetic
sockets as well as component designs (54,55).

Because of the growing population of people in need of
mobility aids, and their demand to maintain their lifestyle,
whether that includes going to and from work, participat-
ing in extracurricular activities, or maneuvering around
their environment, continuing information must be gath-
ered and disseminated to make these goals achievable.

Through technological advancements people who require
mobility aids can accomplish more of their goals than ever
before, however there are still people for whom the tech-
nology is not yet developed enough or cannot obtain the
proper devices to meet their needs. It is for this reason that
problems must continually be studied and innovations
must advance so that mobility aids will serve anyone
who requires them to meet their goals.

BIBLIOGRAPHY

1. Schiller JS, Bernadel L. Summary Health Statistics for the
U.S. Population: National Health Interview Survey, National
Center for Health Statistics. Vital Health Stat 10(220):2004.

2. Sie IH, Waters RL, Adkins RH, Gellman H. Upper extremity
pain in the postrehabilitation spinal cord injured client. Arch
Phys Med Rehab 1992;73:44–48.

3. VanSickle DP, Cooper RA, Boninger ML, DiGiovine CP.
Analysis of vibrations induced during wheelchair propulsion.
J Rehab R&D 2001,38:409–421.

4. Calder CJ, Kirby RL. Fatal wheelchair-related accidents in
the United States. Am J Phys Med Rehab 1990;69:184–190.

5. Mills T, et al. Development and consumer validation of the
Functional Evaluation in a Wheelchair (FEW) instrument.
Disabil Rehab 2002;24(1–3):38–46.

6. Chase J, Bailey DM. Evaluating potential for powered mobi-
lity. Am J Occup Therapy 1990;44(12):1125–1129.

7. Cooper RA, Cooper R. Electric Powered Wheelchairs on the
Move. Physical Therapy Products; July/August, 1998, p 22–24.

8. Galvin JC, Scherer MJ. Evaluating, Selecting, and Using
Appropriate Assistive Technology. Gaitherburg (MD):Aspen
Publishers Inc.; 1996.

9. Cooper RA. Rehabilitation Engineering Applied to Mobility
and Manipulation. Bristol (UK): Institute of Physics; 1995.

10. Grieco A. Sitting posture: An old problem and a new one.
Ergonomics 1986;29:345–362.

11. Cooper RA. A perspective on the ultralight wheelchair revo-
lution. Tech Disab 1996;5:383–392.

12. Cooper RA, et al. Performance of selected lightweight wheel-
chairs on ANSI/RESNA tests. Arch Phys Med Rehabil
1997;78:1138–1144.

13. Masse LC, Lamontagne M, O’Riain. Biomechanical analysis
of wheelchair propulsion for various seating postitions. J
Rehab R&D 1992;29:12–28.

14. International Standards Organization, Evaluation of Human
Exposure to Whole-Body Vibration—Part 1: General Require-
ments. ISO 2631-1, Washington (DC): ANSI Press; 1997.

15. Wolf EJ, et al. Analysis of whole-body vibrations on manual
wheelchairs using a Hybrid III test dummy. Proceedings of
the annual RESNA conference; 2001. p 346–348.

16. Kwarciak A, Cooper RA, Wolf EJ. Effectiveness of rear sus-
pension in reducing shock exposure to manual wheelchair
users during curb descents. Proceedings of the annual
RESNA conference; 2002. p. 365–367.

17. Centers for Medicare and Medicade Services (CMS), http://
www.cms.hhs.gov/providers/pufdownload/anhcpcdl.asp,
Accessed 2005. Jan 12.

18. Pearlman J, et al. Economical (K0010) Power Wheelchairs
Have Poor Reliability and Important Safety Problems: An
ANSI/RESNA Wheelchair Standards Comparison Study.
Proceedings of the Annual RESNA Conference; 2005.

19. American National Standard for Wheelchairs, Volume 2, Addi-
tional Requirements for Wheelchairs (Including Scooters) With
Electrical Systems. Virginia: Rehabilitation Engineering and
Assistive Technology Society of North America; 1998.

554 MOBILITY AIDS



20. American National Standard for Wheelchairs, Volume 1,
Requirements and Test Methods for Wheelchairs (Including
Scooters). Virginia: Rehabilitation Engineering and Assistive
Technology Society of North America; 1998.

21. Fuller GF. Falls in the Elderly Am Fam Physician
2000;61(7):2159–2168.

22. Rentschler AJ, et al. Intelligent walkers for the elderly:
Performance and safety testing of the VA-PAMAID robotic
walker. J Rehab R&D 2003;40(5):423–432.

23. Abel T, et al. Energy Expenditure in wheelchair racing and
hand biking- a basis for prevention of cardiovascular diseases
in those with disabilities. Eur J Cardio Prev Rehab
2003;10(5):371–376.

24. Franklin BA, Bonsheim K, Gordon S. Resistance training in
cardiac rehabilitation. J Cardiopulm Rehab 1991;11:99–107.

25. Kenedy DW, Smith RW. A comparison of past and future
leisure activity participation between spinal cord injured and
non-disabled persons. Paraplegia 1990;28:130–136.

26. National wheelchair basketball association (2003–2004) offi-
cial rules and case book retrieved from National Wheelchair
Basketball Association. http://www.mwba.org. Accessed.

27. Vanlandewijck Y, Daily C, Theisen DM. Field test evaluation
of aerobic, anaerobic, and wheelchair basketball skill perfor-
mances. Int J Sports Med 1999;20(8):548–554.

28. Janssen TWJ, Dallmeijer AJ, Van der Woude LHC. Physical
capacity and race performance of handcycle users. Jour
Rehab R&D 2001;38(1):33–40.

29. Lapolla T. International rules for the sport of wheelchair
rugby. http://quadrugby.com/rules.htm. Accessed 2000.

30. Wheelchair tennis handbook. International Tennis Federa-
tion. http://www.itfwheelchairtennis.com. Accessed 2004.

31. Kurtz M. Difference makers. Sports’ N Spokes 2002;28(2):10–14.
32. Russell JN, et al. Trends and Differential use of Assistive

Technology Devices: United States, 1994. Adv Data 1997;
292:1–9.

33. Shaw G, Gillispie B. Appropriate portection for wheelchair
riders on public transit buses. J Rehab R&D 2003;40(4):309–
320.

34. International Standards Organization, Wheeled mobility
devices for use in motor vehicles. ISO 7176-19, Vol. 31. 2004.

35. Hobson D. Wheelchair transport safety - the evolving solu-
tions. J Rehab R&D 2000;37(5).

36. Bertocci G, Manary M, Ha D. Wheelchair used as motor
vehicle seats: Seat loading in frontal impact sled testing.
Med Eng & Phys 2001;23:679–685.

37. Mak AF, Zhang M, Boone DA. State-of-the-art research in
lower-limb prosthetic Biomechanics socket interface: a
review. J Rehab R&D 2001;38(2):161–174.

38. Weir RF, Childress DS, Grahn EC. Development of Exter-
nally-Powered Prostheses for Persons with Partial Hand
Amputations. Proceedings of the Chicago 2000 World Con-
gress on Medical Physics and Biomedical Engineering; 2000
July 23rd–28, Chicago (IL):.

39. van der Linde H. A systematic literature review of the effect of
different prosthetic components on human functioning with a
lower-limb prosthesis. J Rehab R&D 2004;41(4):555–570.

40. Macfarlane PA, et al. Transfemoral amputee physiological
requirements: comparisons between SACH foot walking and
flex-foot walking. J Prosthe & Ortho 1997;9(4):138–143.

41. Nielsen DH, Shurr DG, Golden JC, Meier K. Comparison of
Energy Cost and Gait Efficiency During Ambulation in
Below-Knee Amputees Using Different Prosthetic Feet - a
Preliminary Report. J Prosthet Orthotics 1989;1(1):24–31.

42. Heller BW, Datta D, Howitt J. A pilot study comparing the
cognitive demand of walking for transfemoral amputees
using the Intelligent Prosthesis with that using convention-
ally damped knees. Clin Rehab 2000;14(5):518–522.

43. Romo HD. Prosthetic knee. Phys Med Rehab Clin N Am
2000;11(3):595–607.

44. Taylor MB, Clark E, Offord EA, Baxter C. A comparison of
energy expenditure by a high level trans-femoral amputee
using the Intelligent Prosthesis and conventionally damped
prosthetic limbs. Prosthet Ortho Int 1996;8:116–121.

45. Jia X, Zhang M, Lee WC. Load Transfer Mechanics Between
Trans-Tibial Prosthetic Socket and Residual Limb - Dynamic
Effects. J Biomech 2004;37(9):1371–1377.

46. Lee WC, Zhang M, Jia X, Cheung JT. Finite Element Modeling
of the Contact Interface Between Trans-Tibial Residual Limb
and Prosthetic Socket. Med Eng Phys 2004;26(8):655–662.

47. Winson CCL, Zhang M, Boone D, Contoyannis B. Finite-
Element Analysis to Determine Effect of Monolimb Flexibil-
ity on Structural Strength and Interaction Between Residual
Limb and Prosthetic. J Rehab R&D 2004;41(6a):775–786.

48. Phillips B, Zhao H. Predictors of Assistive Technology Aban-
donment. Assis Technol 5(1):1993; 178–184.

49. Scherer MJ. The change in emphasis from people to person:
introduction to the special issue on assistive technology.
Disabil Rehab 2002;24(1–3):1–4.

50. Marks LJ, Michael JW. Science, Medicine, and the Future:
Artificial Limbs. BMJ 2001;323(7315):732–735.

51. Beil TL. Interface Pressures During Ambulation Using Suc-
tion and Vacuum-Assisted Prosthetic Sockets. J Rehab R&D
2002;39(6):693–700.

52. Michael JW. Modern Prosthetic Knee Mechanisms. Clin
Orthop Relat Res 1999;361:39–47.

53. Buckley JG, Spence WD, Solomonidis SE. Energy Cost of
Walking: Comparison of"Intelligent Prosthesis’’ With Conven-
tional Mechanism. Arch Phys Med Rehabil 1997;78(3):330–333.

54. Twiste M, Rithalia SV, Kenney L. A Cam-Displacement
Transducer Device for Measuring Small Two-Degree of Free-
dom Inter-Component Motion in a Prosthesis. Med Eng Phys
2004;26(4):335–340.

55. Lee WC, Zhang M, Jia X, Cheung JT. Finite Element Model-
ing of the Contact Interface Between Trans-Tibial Residual
Limb and Prosthetic Socket. Med Eng Phys 2004;26(8):655–
662.

See also BLIND AND VISUALLY IMPAIRED, ASSISTIVE TECHNOLOGY FOR;
ENVIRONMENTAL CONTROL; LOCOMOTION MEASUREMENT, HUMAN; REHABI-

LITATION AND MUSCLE TESTING.

MODELING OF PHYSIOLOGICAL
SYSTEMS. See PHYSIOLOGICAL SYSTEMS MODELING.

MODELS, KINETIC. See TRACER KINETICS.

MONITORING IN ANESTHESIA

TARMO LIPPING

VILLE JäNTTI
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INTRODUCTION

Anesthesia is one of the most complex and mysterious
phenomena in clinical work. The main feature of anesthesia
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is the loss of consciousness, which suggests its relatedness
to sleep, epilepsy, and various kinds of brain trauma. In
the case of anesthesia and sedation, consciousness is
manipulated deliberately to prevent the patient from
being aware of their state and the medical procedures
carried through.

Recent decades have seen significant advancements in
mapping various psychological functions to corresponding
brain areas, however, the knowledge of the formation of
human consciousness is still based on uncertain hypoth-
esis. This complexity makes anesthesia monitoring extre-
mely challenging.

This article first addresses the problem of anesthesia
monitoring from the clinical, as well as from the physiolo-
gical, point of view. The main emphasis is on monitoring
anesthetic depth as this is the most discussed topic in
anesthesia monitoring today. It starts with clinical indi-
cators of anesthetic depth, gives an overview on the meth-
ods used in commercially available depth-of-anesthesia
monitors, and describes some new algorithms proposed
and evaluated for anesthesia electrocardiograms (EEG)
monitoring in recently published works. Finally, the fea-
sibility of monitoring brain function is argued using neu-
rophysiological parameters like EEG, Auditory Evoked
Potentials (AEPs), and so on, in the Intensive Care Unit
(ICU) and the Emergency Room (ER).

ANESTHESIA AS A PROCESS AND A PROCEDURE

Anesthesia can be seen from the clinical point of view as a
procedure, carried out according to certain protocol. From
the physiological point of view anesthesia is a process
evolving in the nervous system as the dose of an anesthetic
agent increases.

Anesthesia as a Procedure

The goal of general anesthesia in the operating room (OR)
is to render the patient unaware so that they do not feel
pain during the surgery or recall the events afterward. It is
also important that the patient does not react to surgical
stimuli by movement. In the ICU, the goal of sedation is to
keep the patient calm and painless. Too deep anesthesia
causes prolonged awakening times after surgery in OR and
longer treatment times in the ICU. The goals of anesthesia
and sedation can be achieved by hypnotics (unconscious-
ness producing drugs), analgesics (antinociceptive drugs),
and neuromuscular blocking agents. The choice of drugs is
mainly made based on experience and clinical signs during
the treatment.

Although general anesthesia is considered a safe pro-
cedure, various complications like postoperative nausea,
vomiting, and pain are relatively frequent. The incidence of
recall of events and awareness during anesthesia is rare
(� 0.1%), however, the consequences may be traumatic for
the patient (1). Anesthesia-related mortality has decreased
significantly during past decades having recently been
estimated at 1 death per 200,000–300,000 cases of anes-
thesia (2–4).

Anesthetic agents can be divided into inhalation anes-
thetics (e.g., halothane and isoflurane) and intravenous

anesthetics (e.g., thiopental and propofol). Intravenous
drugs are becoming more popular as they are short acting,
do not cause gas pollution, are easy to administer, and do not
cause airway irritation. Desirable properties of anesthetic
agents include rapid, smooth and safe induction of and
emergence from anesthesia, no accumulation in the body,
minimal effects on cardiovascular functions, no irritation to
tissues andveins, low potential tohypersensitivityreactions.

Anesthesia as a Process

During the last decades, it has become obvious that different
anesthetic and sedative agents produce their effects with
different mechanisms, and therefore from the physiological
point of view depth of anesthesia is a vague notion (5). It is
more meaningful to talk about components forming the state
we usually call anesthesia. These include amnesia, uncon-
sciousness (hypnosis), antinociception, and neuromuscular
blockade (paralysis). Different neurophysiological modal-
ities should be used in order to assess these components.
In the operating room, the patient is said to be anesthetized
while the term sedation is used in the ICU. Some drugs, like
propofol, are useful in producing both anesthesia and seda-
tion at different concentrations, while some others are most
useful as anesthetics or sedatives. There is evidence that
anesthesia and sedation can be produced via different struc-
tures in the brainstem. Hypnosis and sedation cause similar
changes in the EEG signal (described in the section changes
in Neurophysiological Variables During Anesthesia). As all
the available depth-of-anesthesia monitorsare either fully or
partly based on the EEG, the terms depth of hypnosis and
depth of sedation are used depending on the corresponding
clinical situation and are, in the context of available mon-
itoring devices, roughly equivalent.

The action of anesthetics can be studied at various levels
of neuronal function (6). The models underlying these
studies can be divided into those operating at the molecular–
cellular level and those explaining anesthetic processes at
higher levels (generator models). State-of-the-art knowl-
edge on the molecular and neuronal substrates for general
anesthesia has recently been reviewed in Ref. 7. The model
proposed by Flohr describes the action of anesthetics as
disruption of computational processes dependent on the
NMDA receptors (8). The activation state of these receptors
in cortical neurons determines the complexity of represen-
tational structures that can be built-up in the brain and
thus the level of consciousness. Steyn-Ross et al. performed
numerical simulations of a single-macrocolumn model of
the cerebral cortex and found that the effects of anesthetics
can be modeled by cortical phase transition (9). Their
simulations explain several trends in the EEG caused by
anesthetic actions and predict the decrease in spectral
entropy of the EEG signal with deepening anesthesia. This
model has supported the development of the Entropy mod-
ule, described in the section Recently Developed Methods,
Applied in Commercial Anesthesia Monitors. Great cau-
tiousness must be taken, however, in interpretation of the
models operating at molecular level, because they include
only a small part of the neurophysiological functions
known to be involved in consciousness and generation of
anesthesia-induced EEG patterns.
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John et al. developed a higher level model based on a
complex neuroanatomical system described in (10). This
model, described and thoroughly discussed in volume 10
of Ref. 11, incorporates and explains an extensive bulk of
results obtained from EEG, evoked potential and magnetic
resonance imaging (MRI) image analysis, as well as labora-
tory studies. Loss of consciousness is described as the
following cascade of events, called the Anesthetic Cascade
by the authors, involving various brain regions (Fig. 1) (6):
(1) depression of the brainstem; (2) depression of mesolim-
bic-dorsolateral prefrontal cortex interactions leading to
blockade of memory storage; (3) inhibition of the nucleus
reticularis of the thalamus, resulting in closure of thalamic
gates (seen as increasing u rhythm in the EEG); (4) block-
ing of thalamocortical reverberations (g loop) and per-
ception; (5) uncoupling of parietal-frontal transactions
(coherence in g frequency band decreases); (6) depression
of prefrontal cortex to reduce awareness (increase in fron-
tal u and d rhythm).

Definitions of the EEG rhythms used in the description
of the Anesthetic Cascade are given in Table 1.

The model by John et al. underlies the Patient State
Index for depth-of-anesthesia monitoring, described in the
section Recently Developed Methods, Applied in Commer-
cial Anesthesia Monitory. Although the Anesthetic Cas-
cade model covers a large set of neurophysiological
functions, it does not explain patterns like burst suppres-
sion, for example.

MONITORING ADEQUACY OF ANESTHESIA

Clinical Indicators and Measures of Anesthetic Depth

The verb monitor originally means to check systematically
or to keep watch. Thus, monitoring actually does not
necessarily involve medical equipment, but refers also to
clinical inspection. As clinical indicators of anesthetic
depth are often used as a reference for automated depth-
of-anesthesia monitoring methods, they are shortly
described here.

In the case of inhalation anesthetics, drug concentration
can be monitored by measuring the partial pressure of the
anesthetic in exhaled air (end-tidal concentration). Due to
the variation of the potency of anesthetic agents, a uni-
versal unit of minimum alveolar concentration (MAC) has
been applied. The value 1 MAC is the partial pressure of an
inhaled anesthetic at which 50% of the unparalyzed sub-
jects cease to express protective movement reaction to skin
incision. The primary rationale behind the development of
the term MAC was the need to compare the potency of
different volatile anesthetics, not the effort to monitor the
anesthetic state of an individual patient.

For intravenous anesthetics, no such direct measure can
be derived and the effect of anesthetics can be estimated
using pharmacokinetic models (effect-site concentration).
In this case, the accuracy of the estimate depends on the
adequacy of the model. If all subjects would react to anes-
thetics in exactly identical ways these concentration mea-
sures would provide a perfect indicator of adequacy of
anesthesia. However, there is an intersubject variability
in the effect of anesthetics, and therefore other indicators
are needed.

Clinical indicators of the adequacy of surgical anesthe-
sia can be divided into those measuring hypnosis and
those measuring nociceptive–antinociceptive balance.
The indicators measuring hypnosis include pupillary light
reflex, tested by allocating a flashlight to one eye and
observing both pupils for constriction; corneal reflex,
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Figure 1. The Anesthetic Cascade model
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A theory on how anesthesia suppresses
consciousness,’’ Anesthesiology, Vol. 102,
Fig. 11 (p. 468), 2005).

Table 1. Definition of the EEG Rhythmsa

EEG Rhythm Frequency Range, Hz

Delta (d) < 4
Theta (u) 4–8
Alpha (a) 8–12
Beta (b) 12–25
Gamma (g) 25–50

aExact frequencies may vary slightly from source to source.



tested by applying a wisp of cotton wool to the cornea or
by electrical stimulation using special electrodes (12);
Eyelash reflex, tested by brushing the eyelashes with a
moving object or by electrical stimulation; loss of counting,
tested by letting the subject count slowly as long as they can
from the onset of infusion–injection; syringe dropping,
tested by letting the subject hold a syringe between their
thumb and forefinger as long as they can; loss of obeying
verbal commands.

The indicators measuring nociceptive–antinociceptive
balance include avoidance reaction to nociception. This is
mainly a spinal reflex, however, it correlates well with the
concentration of most anesthetics; electrical tetanic stimu-
lation, applied using needle electrodes or adhesive skin
electrodes to the upper or lower limb; autonomic nervous
system—mediated reactions or motor reactions to laryngo-
scopy and endotracheal intubation. This is a natural sti-
mulus in many clinical situations in the operating room.

These indicators test the functioning of different neural
pathways and their applicability depends on the anesthetic
used. For example, ketamine leaves corneal and pupillary
light reflexes intact.

For more graded and standardized clinical assessment
of sedation and hypnosis, several scoring systems have
been developed. Probably the most widely used such sys-
tems are the Ramsay score (Table 2) and the Observer’s
AssessmentofAlertnessandSedationScale (OAAS;Table3).
These scoring systems are developed for use in the ICU as
they include scores for agitated states and cover mainly
lighter levels of anesthesia. Therefore, they do not neces-
sarily indicate the adequacy of anesthesia for surgical
procedures. Also, the assessment obtained using these
scoring systems is subjective.

Changes in Neurophysiological Variables
with Deepening Anesthesia

All the commercial monitors of hypnosis employ the EEG
signal. Although different anesthetic agents induce specific
features and patterns in the EEG, certain common trends
in signal properties with deepening anesthesia can be seen.
At subanesthetic levels, several agents produce oscillations
at beta frequency range, sometimes called beta buzz. This
activity is seen dominantly in the frontal brain areas. With
increasing anesthetic concentrations, the activity becomes
more widespread, decreases in frequency and increases in
amplitude. Around concentrations, causing the subjects to
stop responding to stimuli (1 MAC for inhalation anes-
thetics), the EEG activity slows further and high amplitude
theta and delta waves occur. With further increasing con-
centration, the burst-suppression (BS) pattern occurs,
finally turning into continuous suppression. The dynamics
of this pattern, as well as the waveforms of bursts, varies
for different anesthetic agents (Fig. 2). Several anesthetic
agents tend to induce epileptiform seizure activity in
patients with a prior history of seizures and even in sub-
jects with no previous history of seizures (15,16).

In addition to the EEG signal, AEPs have been used for
anesthesia monitoring. The latency of early cortical
responses Pa and Nb increases and the amplitude
decreases with deepening anesthesia (17). Also, late cor-
tical responses to auditory stimuli, specifically the ampli-
tude and latency of the N100 peak have been found to
improve the assessment of the level of consciousness in ICU
patients (18). A commercially available brain monitor, the
AEP Monitor/2 by Danmeter A/S, combines AEPs with
EEG parameters to calculate the cAAI index (see the next
section).

In most commercially available monitoring devices, the
EEG signal is obtained from the electrodes placed at the
forehead. This makes the recording procedure easier in
clinical situations. The electrodes tend to pick up frontal
EMG, which is an artifact from the point of view of the EEG
signal but may be used as a valuable indicator of nocicep-
tion in light anesthesia (19). The EMG component of the
measurement is either explicitly or implicitly incorporated
into most of the available monitoring devices (see the
section Discussion).

Another neurophysiological variable proposed for
anesthesia monitoring is the respiratory sinus arrhythmia
(RSA) component of the heart rate (HR) signal (20).
Although potentially valuable addition to the assessment
of the level of consciousness, this variable has not made its
way to anesthesia monitoring devices to date.

Short History of Brain Monitoring in Anesthesia

Since the first measurements of human electroencephalo-
gram, performed by Hans Berger in 1920s, this modality
has been applied to studying the effects of various drugs,
including anesthetics. The emergence of microprocessors
and digital techniques for signal analysis opened new
perspectives for anesthesia monitoring.

The first commercial brain monitoring device based on
digital signal analysis was the Cerebral Function Analyz-
ing Monitor (CFAM1), developed in 1975 by Prior and

558 MONITORING IN ANESTHESIA

Table 2. Ramsay Score for Assessment of Level of
Sedationa

Score Clinical Status

1 Patient anxious and/or agitated
2 Patient cooperative
3 Patient responds to commands only
4 Brisk response
5 Sluggish response
6 No response to loud auditory stimulus

aSee Ref. 13.

Table 3. OAAS Score for Assessment of Level of Sedationa

Score Clinical Status

5 Responds readily to command
spoken in normal tone

4 Lethargic response to command
spoken in normal tone

3 Lethargic response to command
spoken loudly and repeatedly

2 Appropriate response to loud tone
and mildly painful stimulus

1 Appropriate response to loud tone
and moderately painful stimulus

0 No response

aSee Ref. 14.



Maynard (21). This device used the Motorola 6808 8-bit
microprocessor. The display of the CFAM1 was divided into
two sections, one showing the 10th and 90th percentile as
well as the mean of the EEG amplitude distribution while
the other showing the percentage of weighted (prewhi-
tened) EEG activity per herz in the beta, alpha, theta,
and delta frequency bands (Fig. 3). In addition, muscle
activity, EEG suppression ratio, and electrode impedance
were displayed. An important feature of the CFAM1 was
the possibility of monitoring averaged evoked potentials.
Since the introduction of CFAM1, the CFAM family of
brain monitors has been continuously developed with
the recently introduced CFAM4 being the latest member
of this product family. Comprehensive list of publications
referring to the CFAM family can be found at www.cfams.-
com/references/a4a.htm.

In 1982 Datex-Ohmeda (Helsinki, Finland) introduced
its first EEG monitor for anesthesia, the Anesthesia Brain
Monitor (ABM). Like in most of the later monitoring
devices, the location of the EEG electrodes in the ABM
monitor was on the forehead. The monitor displayed the
root-mean squared (rms) value of the EMG and the RMS,
as well as the zero-crossing frequency of the EEG signal.
The EMG and EEG signals were obtained from the same
electrodes–bandpass filter of 65–300 Hz was applied to
obtain the EMG while frequencies 1,5–25 Hz were used
to obtain the EEG. The ABM monitor is described in (22).

At the beginning of 1990s Thomsen et al. took a different
approach to anesthesia monitoring in their Advanced
Depth of Anesthesia Monitor (ADAM) (23). They divided
the signal into consecutive 2 s segments, applied a pre-
whitening filter, and derived 11 parameters: the rms value
and 10 correlation coefficients from each segment. Either
the values of the first 10 autocorrelation lags or the coeffi-
cients of the 10th-order autoregressive model were sug-
gested as features. To create a set of reference classes, an
unsupervised repetitive hierarchical cluster analysis was
applied to the data bank of preannotated recordings of

halothane and isoflurane anesthesia. Six clusters were
defined, corresponding to anesthetic levels from drowsi-
ness to very deep anesthesia. The classification was
adjusted according to the anesthetic agent used. Burst-
suppression was detected separately and the suppression
ratio in 2 s segments was incorporated into classification.
Anesthetic depth was displayed as the class probability
histogram: A plot where each line represented the clusters
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Figure 3. Layout of the screen of the CFAM1 monitor (with
permission from D. Maynard).
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Figure 2. Samples of BS pattern in EEG during deep propofol (a) and sevoflurane (b) anesthesia.
Detection of BS suppression and calculation of BS ratio is an important part of all modern depth-of-
hypnosis monitors. The pattern varies significantly among anesthetic drugs. In the case of propofol
anesthesia, spindles can be observed (marked by boxes in the figure). Note that the scale of the time
axes is different for upper and lower curves.



obtained for 10 s period of the recording. The clusters were
color coded. In spite of its advanced approach, ADAM was
never implemented in a commercial anesthesia monitoring
device.

Recently Developed Methods, Applied in Commercial
Anesthesia Monitors

The Bispectral Index Score (BIS), developed by Aspect
Medical Systems Inc. in 1997, marked a breakthrough in
anesthesia monitoring. The output of the BIS monitor is a
single number between 0 and 100 achieved by combining in
a nonlinear fashion from the following parameters (24):
relative beta ratio calculated in spectral domain as

log P30�47
P11�20

� �
, where P30�47 and P11�20 denote signal power

in frequency ranges 30–47 and 11–20 Hz, respectively;
SynchFastSlow measure calculated in bispectral domain

as log B0:5�47:0
P40:0�47:0

� �
, where B0:5�47:0 and B40:0�47:0 denote the sum

of magnitudes of the bispectrum values in the corresponding
frequency ranges; BS ratio. Bispectrum (the third-order
spectrum), is defined as the two-dimensional (2D) Fourier
transform (FT) of the third-order cumulant sequence c3(k1,
k2) of the signal:

Bðv1;v2Þ FT
$ c3ðk1; k2Þ ð1Þ

If the direct current (dc) component of the signal has
been removed (as is usually the case), c3(k1, k2) equals to
the third order moment sequence m3(k1, k2), defined as:

m3ðk1; k2Þ ¼ efsðnÞsðn þ k1Þsðn þ k2Þg ð2Þ

where e{ 
 } denotes expected value. Overview on the esti-
mation of higher order spectra can be found in (25).

The weighting of the three parameters forming the BIS
depends on signal properties and is not disclosed. In light
anesthesia, relative beta ratio is dominating while Synch-
FastSlow measure becomes more important with deepen-
ing anesthesia. The function combining the parameters
was developed empirically, based on thousands of EEG
records. An important part of BIS is its careful artifact
rejection scheme, dealing with heartbeat artifacts, eye-
blinks, wandering baseline, muscle artifacts, and so on
BIS has become very popular among anesthesiologists;
the bulk of literature dealing with the behavior of BIS in
various clinical situations, discussing its advantages as
well as disadvantages, incorporates more than 1000
papers. Comprehensive bibliography can be found on the
web-pages of Aspect Medical Systems Inc.

At the beginning of this decade Physiometrix Inc.
brought to market the PSA 4000 depth-of-hypnosis moni-
tor, based on the Patient State Index (PSI) (26). The devel-
opment of the PSI was based on a library of 20,000 cases of
EEG records. In addition, a library of surgical cases, a
library of artifacts and results from volunteer studies (for
calibration), were used. In PSI, the EEG signal is measured
from four electrodes: Fp1, Fpz, Cz, and Pz, with the refer-
ence at linked ear electrodes. Signal analysis is based on
power in standard EEG frequency bands (see Table 1) and
incorporates the calculation of the following parameters:
absolute power gradient between Fp1 and Cz leads in the

gamma frequency band (25–50 Hz); absolute power
changes between Fpz and Cz leads in beta (12–25 Hz)
and between Fpz and Pz; leads in alpha (8–12 Hz) fre-
quency bands; total spectral power (0.5–50 Hz) at the
Fp1 lead; mean frequency of the total spectrum at Fpz
lead; absolute power in delta frequency band (0.5–4 Hz) at
Cz; relative power at Pz lead in slow delta frequency band;

The calculated parameters go through a mathematical
transformation that guarantees their Gaussian distribu-
tion in order to be rescaled into the Z-score (Fig. 4). The
Z-score sets the calculated parameters into relation with
the parameter values obtained for reference population
giving the percentage of the reference population that lies
more standard deviations away from the mean than the
calculated parameter (6). The Z-scored parameters are fed
into discriminant analysis with adaptive discriminant
functions. EEG suppression is detected separately: The
suppression ratio is included in the discriminant analysis.
The discriminant analysis yields the PSI index: a scalar
between 0 and 100 with higher level of hypnosis corre-
sponding to lower PSI value.

The Narcotrend anesthesia monitoring system was
developed by a German group and first introduced in
2000 (27,28). This system has its roots in sleep analysis:
A five-stage sleep scoring system was further developed
into a system of 6 stages and 14 substages for level-
of-hypnosis monitoring. These stages are mapped to a scale
of 0–100 in the Narcotrend algorithm. The EEG signal is
derived from one or two electrodes; the most common
electrode location is on the forehead, however, according
to the authors other electrode locations are possible. The
signal is sampled at 128 Hz and prefiltered using lower and
upper cutoff frequencies of 0.5 and 45 Hz, respectively. The
principal idea underlying the method is similar to that of
the PSI: Several variables calculated from the EEG signal
are fed todiscriminantanalysiswithseparatedetectionof BS
(Fig. 5). The variables are classified as time- and frequency-
domain ones and contain signal power, autoregressive coeffi-
cients, relative power in standard EEG frequency bands,
median frequency (the frequency dividing the signal spec-
trum into two parts of equal energy), spectral edge frequency
(SEF95, the frequency below which 95% of signal energy is
contained), and spectral entropy. The algorithm also con-
tains plausibility check to ensure that the signal segment is
actually similar to a typical EEG sample of corresponding
stage and to detect patterns in the EEG signal untypical for
general anesthesia (e.g., epileptic activity). The detailed
algorithm of the Narcotrend index is proprietary.

Another EEG-based depth-of-anesthesia monitoring
device is the recently introduced M-Entropy module for
the Datex-Ohmeda S/5 anesthesia monitor. As the name
indicates, the method is based on the idea that the entropy
of the EEG signal decreases with deepening anesthesia.
Signal entropy can be defined and calculated in many
different ways (see also the next section) of which spectral
entropy is employed in the M-Entropy module. Spectral
entropy in the frequency range f1–f2 is expressed as

Sð f1; f2Þ ¼
Xf2

fi¼ f1

Pnð fiÞlog
1

Pnð fiÞ
ð3Þ
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where Pn(fi) is the normalized power spectrum of the
signal. S(f1, f2) is again normalized by log N(f1, f2), where
N(f1, f2) is the number of frequency components in the
range f1–f2, to give a value between 0 and 1. In the original
version of the device, the analysis was performed on a
single EEG channel measured from the forehead. In this
derivation, muscle activity dominates over the EEG at
frequencies higher than �30 Hz. The algorithm of the
M-Entropy module, like that of the early ABM-monitor
by Datex-Ohmeda, employs these high frequency compo-
nents to detect the early response of the patient to noci-
ceptive stimuli. This is done by calculating spectral entropy
over two frequency ranges: 0.8–32 Hz (called state entropy)
and 0.8–47 Hz (called response entropy). The difference
between these two entropies indicates the contribution of
the EMG component to the response entropy. As in the other
described monitors, BS is detected separately. The details of
the algorithm (variable window length, obtaining the output
value in the case of BS, etc.) are described in (29).

The Danmeter AEP Monitor/2 (further development of
the A-Line monitor) employs the composite AAI Index,

combining the middle latency auditory evoked potentials
in 20–80 ms latency range, calculated from the 25–65 Hz
bandpass filtered signal, with spontaneous EEG. The
purpose of combining the two modalities is to get a better
response to the lightening of hypnosis due to, for example
surgical stimuli (achieved by usind AEPs) while retaining
sensitivity during deep anesthesia (achieved by using the
EEG). The schematic of the cAAI index calculation is
presented in Fig. 6. Using evoked potentials poses a
problem in on-line monitoring due to the long delay
needed for obtaining the averaged response. This problem
has been solved in the cAAI calculation by applying the
autoregressive model with exogenous input (the ARX
model). The ARX model enables to calculate the response
to stimuli based on the average of 18 sweeps using the
average of 256 sweeps as a reference. The algorithm is
described in detail in (30) and compared with conven-
tional evoked potential averaging techniques in Ref. 31.
In addition to AEPs, the cAAI index incorporates loga-
rithmic EEG power ratio ½logðP30�47=P10�20Þ� and the burst
suppression ratio. The EMG is extracted and monitored
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separately based on the 65–85 Hz bandpass filtered
signal.

A somewhat different concept of anesthesia monitoring
hasbeenused intheCerebralStateMonitor (CSM;Danmeter
A/S, Odense, Denmark) and the SNAP monitor (Everest

Biomedical InstrumentsInc).Thesemonitoringdevicescome
in the form of a handheld wireless PDA-type tool, convenient
to use in a clinical situation. The CSM displays the Cerebral
State Index, calculated based on the 6–42 Hz bandpass fil-
tered EEG, the EMG component calculated from the same
signal, but in 75–85 Hz frequency range, as well as the burst
suppression ratio. The algorithm of the second version of the
SNAP index is described in (32). Two variables, the low
frequency variable LF (0.1–40 Hz) and the high frequency
variable HF (80–420 Hz) are derived from a single frontal
EEG channel. The HF and LF are scaled to fit into the
intervals 0.0–1.0 and 0.0–100, respectively. The SNAP index
is expressed as SI¼ 100—(HF
LF); thus the index can be
thought of as the reversed version of HF-modulated LF.

New Parameters Proposed for Monitoring Anesthetic Depth

In spite of the large selection of available methods, new
parameters for quantifying depth of hypnosis are being
proposed continuously. This is mostly due to the following
reasons: the variety of procedures and combinations of
drugs in surgical anesthesia is wide. No method performs
well in all cases; monitoring in anesthesia is closely related
to monitoring brain dysfunction and detection of brain
ischemia and hypoxia: important tasks faced in cerebral
function monitoring in the ICU and emergency room (see
the section Monitoring Outside the Operating Theater).
The available depth-of-hypnosis monitors are generally not
suitable for these applications; the neurophysiological
basis of consciousness is still an unsolved problem: apply-
ing modern signal analysis tools to neurophysiological
measurements during anesthesia can hopefully offer
new insight to the problem.

Several groups have recently published studies on the
behavior of various complexity–entropy measures during
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anesthesia and sedation. These measures come from dif-
ferent signal analysis frameworks.

Correlation dimension is a measure for quantifying the
behavior of chaotic signals in the phase space (33). The
signal s of finite length N is divided into N�mþ1 time
series: sm(i)¼ {s(i), s(iþ 1), . . . , s(iþm�1)}, where m is the
embedding dimension. After that, for each i the quantity
Ci

m(r) is calculated:

Cm
i ðrÞ ¼ number of such j that d½SmðiÞ;Smð jÞ� � r

N � m þ 1
ð4Þ

where the distance d between the phase space vectors sm(i)
and sm(j) is defined as

d½SmðiÞ;Smð jÞ� ¼ max
k¼1;2;...;m

ðjsði þ k � 1Þ � sð j þ k � 1ÞjÞ ð5Þ

Correlation dimension D can be estimated as

D ¼ d logðCmðrÞÞ
d logðrÞ ð6Þ

where CmðrÞ ¼
P

i Cm
i ðrÞ=N � m þ 1: Although EEG can-

not be considered strictly chaotic, except in the case of some
abnormal conditions, this measure has, for example, been
found to have good correlation with the end-site concen-
tration of sevoflurane (34).

Probably the most intensively studied complexity/
entropy measure for the assessment of depth of hypnosis
is Approximate entropy (ApEn). In general, entropy mea-
sures information-richness, regularity and randomness of
a signal. The intuitive idea behind anesthesia monitoring
using signal entropy is that with deepening anesthesia
EEG becomes more regular and its entropy decreases.
Approximate entropy, like correlation dimension, is calcu-
lated in the phase space. First, fm(r) is defined based on
Cm

i(r) in Eq. 4 as

FmðrÞ ¼ 1

N � m þ 1

XN�mþ1

i¼1

logCm
i ðrÞ ð7Þ

Approximate entropy is then defined as

A pEnðm; rÞ ¼ FmðrÞ �Fmþ1ðrÞ ð8Þ

Approximate entropy has been studied and compared
to other methods as an indicator of anesthetic depth in
(35–37).

The classical entropy measure, introduced for informa-
tion theory by Claude Shannon in 1948 (38), the Shannon
entropy (ShEn), is calculated as ShEn ¼ �

P
i pi log pi,

where pi is the probability that signal amplitude obtains
the range of values ai. In practice, ShEn can be estimated
based on the histogram of the values of signal samples, and
therefore long signal segments are needed to achieve
smooth histograms. An important property of Shannon
entropy is that signal samples are considered as indepen-
dent trials of some experiment, taking no notice on the time
order of the samples. Signals having equal probability for
all possible amplitude values have the highest Shannon
entropy. In Ref. 39, it has been found that Shannon entropy
of the EEG recorded between frontopolar electrodes
increases with increasing concentration of desflurane:
A behavior opposite to other entropy measures.

Other measures of the EEG, found to correlate well with
depth of hypnosis, include Lempel–Ziv complexity and
Higuchi fractal dimension (35,40). Lempel–Ziv complexity
is calculated by transforming the signal into symbols and
calculating the reoccurrence rate of these symbols (41).
Higuchi fractal dimension is calculated as the average rate
of increase in the difference of signal amplitude values as
the separation between the samples increases in logarith-
mic scales (42).

These studies demonstrate that although different mea-
sures of entropy or complexity quantify different phenom-
ena, many of them may correlate with concentrations of
selected anesthetics when electrode positions and signal
bandwidth are selected properly.

MONITORING OUTSIDE THE OPERATING THEATER

Development of digital EEG equipment, increase in pro-
cessing speed and memory capacity, and advancements in
telecommunication technology have made cerebral func-
tion monitoring feasible in ICU and ER. Brain monitoring
in ICU and ER has much in common with monitoring in
anesthesia as the changes in the EEG caused by intoxica-
tion, metabolic disturbances and brain ischaemia are simi-
lar to those induced by general Anesthesia. Also, in the ICU
the assessment of depth of sedation is desirable. The
advantages offered by EEG monitoring in the ICU are
based on the following findings (43): EEG is tightly linked
to cerebral metabolism; EEG is sensitive to brain ischemia
and hypoxia; EEG detects neuronal dysfunction at a rever-
sible stage; EEG detects neuronal recovery when clinical
examination cannot; continuous EEG provides dynamic
information; EEG provides useful information about cere-
bral topography.

However, from the monitoring point of view, the situation
in ICU and ER is a lot more complicated compared to that of
OR. The patients may need various medication having effect
on the EEG signal and misleading automated EEG analysis,
the clinical situation of the patients is often complex, and the
surrounding is hostile for interference-sensitive equipment.
In ICU, recordings often need to last for several days and
nights without disturbing the normal care of the patient. In
ER, the EEG recording equipment needs to be extremely
flexible and easy-to-use. In both situations the interpreta-
tion of the recordings poses a problem as no experienced
EEG readers are usually around. The solution to the last
problem is the usage of telecommunication protocols to
transfer the data for interpretation.

Although the above described depth-of-anesthesia mon-
itoring methods are sometimes applied to sedation mon-
itoring and even to the detection of brain dysfunction in
ICU, their performance in this situation is questionable. It
is difficult to differentiate between the effects of hypoxia,
ischemia and sedative drugs. The importance of having the
underlying raw EEG signal available for review to confirm
the significance of any trends and changes suggested by
automatic analysis methods, especially in complex situa-
tions like ICU, has been repeatedly emphasized (44,45).
A comprehensive brain monitor for ICU, especially for
neuroscience ICU, should also be able to detect epileptic
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patterns in EEG and desirably have the option for synchro-
nous video recording (46). All this suggests that an adequate
brain monitor for ICU or ER should be a much more complex
device than today’s depth-of-anesthesia monitors.

DISCUSSION

Several considerations are appropriate concerning the
available commercial depth-of-anesthesia monitors. First,
different modalities should be used to assess the different
components of anesthesia (see the section Anesthesia as a
Process). Selecting EEG and AEPs as the basis for the
assessment, the primary component of anesthesia consid-
ered would be hypnosis.

But even in this case there still remain other physiolo-
gically separate end-points like subcortically controlled
reactions to nociceptive input (e.g., autonomic reactions),
increased muscle tone, and movement response to surgery.
Adding the fact that there are many anesthetic agents of
different cell-level actions and that the interplay of hyp-
notic and antinociceptive medication modulates the anes-
thetic state (47), we are left with a complex situation that
makes the comparison of the available algorithms for
anesthesia monitoring a real challenge.

Another difficulty in comparing the results obtained
with different methods is posed by the frequency band
used for the calculation. All the commercial methods oper-
ate at least partly in the frequency domain although BIS
applies third-order spectrum and in the Entropy module a
nonlinear transformation follows the calculation of the
power spectrum. For anesthesia, monitoring frequency
domain can roughly be divided into the following physio-
logically meaningful areas: d (and partly u) frequencies,
indicative of pre-BS deep anesthesia (� 0.5–6 Hz); a and b

frequencies; the EMG component, overlapping with the
EEG and extending to > 100 Hz.

The devices differ in the usage of d frequencies and in
the way the EMG component is incorporated. While most of
the methods employ frequency band starting from 0.1 Hz
(SNAP)–0.8 Hz (Entropy), the Cerebral State Index and
cAAI by Danmeter do not make use of d rhythms. Several
devices like the A-2000 monitor by Aspect Medical Systems
Inc., the AEP Monitor/2 and the Cerebral State Monitor by
Danmeter as well as the PSA 4000 monitor by Physiome-
trix Inc. display the EMG power separately from their
corresponding depth-of-anesthesia indices. The frequency
band the EMG component is obtained from varies from
device to device, falling into the range from 65 to 110 Hz.
The SNAP index, the Entropy module and the Narcotrend
index incorporate the information on EMG activity into
their depth-of anesthesia indexes in different ways. In
SNAP, the high frequency band used is 80–420Hz, while the
other two monitors use frequencies up to 47Hz. The various
entropy–complexity measures proposed for the assess-
ment of anesthetic depth are sensitive to the prefilter
settings as well (40). Thus it can be concluded that while
comparing the performance of various algorithms, the
following matters should be considered: the properties of
the algorithm itself, the frequency band of the EEG signal
it employs, and the location of the EEG electrodes.

In the future, it seems to be inevitable that brain
monitoring becomes more common in ICU and emergency
room. There is a compromise between the simplicity of the
presentation of the output and versatility of the method.
Monitoring such complex phenomenon as anesthesia by a
single number is clearly an oversimplification. On the other
hand, a device requiring sophisticated configuration and
displaying a lot of parameters difficult to interpret gets
easily rejected by clinicians. Connecting the algorithms to
physiological models would certainly help the interpreta-
tion of the monitor output. Future will show if any of the
new approaches such as measures of signal complexity find
their way into the commercial devices. Operating in the
frequency domain has the advantage of long-term experi-
ence in EEG analysis by means of frequency domain meth-
ods. Another advantage is the solid signal processing
theory of frequency analysis. On the other hand, the theory
of nonlinear systems is developing rapidly having made
itsway to physiological signal analysis in various
applications.
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INTRODUCTION

The word monitor has a variety of meanings, depending
on the context. A monitor can be any device for checking on
or regulating the performance of a machine, aircraft, or a
patient. A patient monitor is usually thought of as some-
thing that watches, warns, or cautions if there is a life-
threatening event. A more rigorous definition of patient
monitoring is Repeated or continuous observations or
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measurements of the patient, his or her physiological
status, and the functions of life support equipment for
the purpose of guiding management decisions, including
when to make therapeutic interventions and assessment
of those interventions (1). As a result, a monitor should
not only alert physicians and nurses to potentially life-
threatening events, but perhaps should also control
devices that maintain life. The primary emphasis of this
section deals with hemodynamic monitoring of the criti-
cally ill patient who is in an intensive care unit (ICU), but
many of the principles apply to all hospitalized patients.

Hemodynamic monitoring relates to monitoring of the
blood pressure and blood flow in the cardiovascular system.
The cardiovascular system consists of the heart, lungs, and
blood vessels, and has a most important function in main-
taining life in complex animals, such as humans. Oxygen
and fuel must be transported from their source to the
individual cells that consume them. The resulting waste
products of metabolism must then be disposed of. Thus, the
heart and blood vessels transport nutrients to the body and
remove the waste products. Clearly, if this system does not
function properly, the organism could be compromised. As
a consequence clinically applicable methods have been
developed to assess the function of the cardiovascular
system. Hemodynamic monitoring is one part of this com-
plex monitoring strategy. Typical parameters measured
when performing hemodynamic monitoring are heart rate
and rhythm, measured through analysis of the electrocar-
diogram (ECG), blood pressure measurements in various
locations in the cardiovascular system, and estimates of
blood flow usually using cardiac output as a measure.

THEORY

Hemodynamic monitoring permits minute-to-minute
surveillance of the cardiovascular system and provides
physiologic data to assist in diagnosis as well as to guide
therapy (2–5). The cardiovascular system consists of the
heart, lungs, and blood vessels that supply blood to the
body and return blood from the peripheral tissue.

It is beyond the scope of this section to describe the
detailed anatomy of the cardiovascular system. However,
to understand the principles of hemodynamic monitoring
knowledge of the functional aspects of the cardiovascular
system is essential.

HEART

The heart is made up of four chambers: the right atrium
and the right ventricle and the left atrium and the left
ventricle (see Fig. 1). The right atrium accepts blood from
the systemic circulation (head, arms, and legs) via the
superior and inferior vena cava. On atrial contraction
the tricuspid valve between the right atrium and right
ventricle opens and blood flows into the right ventricle. On
ventricular contraction the right ventricle pumps blood
through the pulmonic valve into the pulmonary artery
and to the lungs where oxygen is added and carbon dioxide
is removed. Blood flows from the lungs to the pulmonary
veins and then into the left atrium. On atrial contraction

the blood flows into the left ventricle through the mitral
valve. On ventricular contraction the left ventricle pumps
blood through the aortic valve to the systemic circulation
(aorta and the systemic vasculature).

The basic contractile element of the heart is the sarco-
mere, which is composed of myofilaments, contractile pro-
teins that interdigitate and slide along one another during
contraction. Shortening of the sarcomere is the functional
unit of heart contraction. Physiologic and pharmacologic
agents can change the contractile characteristics of the
sarcomeres. Rate and contractility of the heart are con-
trolled by sympathetic and parasympathetic innervation,
as well as circulating catecholamines.

Control of Heart Performance

Mechanisms regulating cardiac (heart) output involve not
only factors controlling performance of the heart as a
pump, but also factors affecting the systemic vascular
system and its resistance. Typically, the heart can increase
its output to a level of almost five times its resting value.
There are two methods by which the heart regulates its
cardiac output in response to stress, injury, or disease: by
changing heart rate and stroke volume.

Heart Rate Control

Heart rate can be changed rapidly and is thus one of the
most effective ways for the heart to change its cardiac
output. For a healthy person, an increase in heart rate
can more than double the cardiac output when the heart
rate increases to near 180 beats 
min�1. However, if a
patient with heart disease increases their heart rate to
>120 beats 
min�1 they may have deleterious responses
because of the increased demand for oxygen by the heart
muscle. Blood flow in the heart muscle occurs primarily
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Figure 1. Outline drawing of the heart with its chambers and
typical pressures (expressed in mmHg) for each area of the heart.
Note the pressures are systolic (SP), diastolic (DP), and mean
(MP), as shown on the arterial pressure waveform.



during diastole (the relaxation phase of heart contraction).
Increasing heart rate decreases the time for cardiac circu-
lation during diastole. In normal subjects, decreasing the
heart rate to � 50 beats 
min�1 may not decrease cardiac
output because there is increased diastolic filling time that
increases stroke volume.

Stroke Volume Changes

The stroke volume of an intact ventricle is influenced by (1)
ventricular end-diastolic volume (called preload), (2) ven-
tricular afterload, and (3) contractility.

Preload. Preload is the term used to define the end-
diastolic stress in the wall of the ventricle. For example, zero
preload would result in the ventricle ejecting no blood. How-
ever, with increased preload, ventricular ejection generally
increases linearly until the capacity of the pump (heart) is
exceeded. Since the end-diastolic volume so profoundly
influences themyocardialfiber length ithasa great influence
on the myocardial performance. The Frank–Starling law
describes this principle and is illustrated graphically in
Fig. 2. The most accessible measure of right ventricular
preload is the right atrial pressure. Left atrial pressure is
used to estimate left ventricular preload. Since the left
ventricle does most of the work of the heart, it is usually
the first part of the heart muscle to fail. Consequently, the
measurement or estimation of the left atrial pressure is
important in assessing a patient’s hemodynamic status.

Afterload. Afterload is a measure of the impedance
(resistance) against which the right or left ventricles must

eject blood. Resistance (R) is calculated by measuring blood
flow and pressure and then using Ohm’s law {Eq. 1}.

R ¼ mean blood pressure

cardiac output
(1)

Systemic Circulation

Blood flow to the periphery of the body is controlled by local
autoregulation and by the autonomic nervous system.
Local autoregulation of blood flow helps tissue meet its
oxygen requirements. For example, with decreased blood
flow, metabolic byproducts increase, causing local vasodi-
latation that tends to increase blood flow. There are bar-
oreceptors, similar to blood pressure transducers, located
in the aortic arch and the carotid sinus which sense blood
pressure. Via the baroreceptor reflex mechanism, the body
regulates the blood pressure. In addition, chemoreceptors
in the carotid sinus and other locations regulate respira-
tion by responding to changes in CO2 and O2.

Pulmonary Circulation

The pulmonary arterial vessels differ markedly from sys-
temic arterial vessels; they have thinner walls, less muscle,
and have a resistance to blood flow about one-sixth that of
the systemic circulation.

Contractility. Contractility is a measure of how a
healthy heart performs. A healthy heart pumps vigorously
and nearly empties its ventricles with each beat and is said
to have excellent contractility. On the other hand, a com-
promised heart may not be able to empty effectively.

HEMODYNAMIC MONITORING

Bedside hemodynamic monitoring makes use of data gath-
ering procedures that were formerly only done in diagnos-
tic cardiac catheterization laboratories. Understanding the
relationship between the pressure and blood flow in the
cardiovascular system is the primary reason for perform-
ing hemodynamic monitoring. The cardiovascular system
responds to many and varied stimuli and can be affected by
physical conditioning, drugs, disease, blood loss, injury,
and myocardial insult such as a heart attack. Because of
the complexity of factors controlling the body, it is neces-
sary to make hemodynamic measurements on the system
to understand disease processes and provide optimum
therapy to the patient.

Electrocardiogram

Electrocardiogram (ECG) monitoring is used to determine
heart rate and detect arrhythmias, pacemaker function,
and myocardial ischemia (lack of blood flow to the heart
muscle). To permit optimum ECG monitoring the signal
quality must be excellent (6). Since the ECG electrical
signal from the heart is only 0.5–2.0 mV at the skin’s
surface, it is best measured by properly preparing the skin
and optimally placing the electrodes. Skin can be properly
prepared by removing oil from the surface and abrading
the skin to remove the dry dead outer layer (stratum
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Figure 2. Frank–Starling curve of the heart showing the
ventricular performance (cardiac index) plotted against the end-
diastolic volume typically estimated by using pulmonary artery
wedge pressure. Note to the right of these curves, there is a
pulmonary wedge pressure above which the heart in ineffective
in producing increased flow.



granulosum). In 90% of patients, proper skin preparation
reduces electrode resistance from as high as 200 to as low
as 10 kV. Good electrode placement allows the electrodes to
receive the maximum ECG signal with minimum noise. By
placing the electrodes over bony prominence, such as the
sternum or clavicles, muscle artifact (EMG) can be
reduced. Motion artifact caused by movement of electrodes
can be minimized not only by proper skin preparation, but
also by taping a strain-relieving loop in the lead wires to
prevent movement artifact. Shielded wire on the ECG
leads helps minimizes pickup of alternating current (ac)
electrical fields from 60 Hz power sources, electrosurgical
units, and other sources like radio transmitters. The two
leads that connect the patient form a loop through which
magnetic fields pass and can induce unwanted voltages.
Pickup from magnetic fields can be minimized by decreas-
ing the loop area, by keeping the lead wires close together
(usually twisted pairs), and by avoiding draping the lead
wires over motors, lights, or other electrically powered
instruments.

Electrocardiogram Arrhythmia Monitoring

Early in the development of monitoring techniques, the
application of computer technology to detect patterns of the
electrocardiogram caught the attention of those who
sought to improve care of the critically ill. The computer
appeared to be a logical candidate for relieving the nursing
and medical staff of the tedious chore of continuously
visually monitoring a multichannel oscilloscope.

Arrhythmia monitoring is one of the most sophisticated
of the bedside monitor’s tasks. People-based arrhythmia
monitoring is expensive and unreliable, and those who do it
find the task to be tedious and stressful. Today virtually
every bedside monitor has rhythm monitoring built in.
These monitors use computers and a variety of algorithms
to detect and classify ECG rhythm abnormalities. Classify-
ing these rhythm abnormalities is important to hemody-
namic monitoring since irregular rhythms can cause
dramatic inefficiencies in how the heart works as a pump.
For example, Fig. 3 shows three strip recordings of the
ECG and the corresponding pressure waveform from three
different arrhythmias (ventricular tachycardia, couplet,
which is two beats of abnormal electrical origin, and bige-
miny where every other beat is from abnormal electrical
origin). Note that several of the abnormal beats are hardly
effective at creating any change in the arterial pressure.
Those same beats deliver small stroke volumes to the
patient’s systemic circulation. As a consequence, one can-
not assume that the cardiac output remains constant or
increases just because the heart rate increases.

MEASUREMENTS

Blood Pressure Monitoring

Arterial blood pressure can be measured by both direct and
indirect methods. However, central venous pressure (CVP),
pulmonary artery (PA), and pulmonary capillary wedge
pressure (PCWP) used to estimate left atrial pressure, at
present, can only be measured by direct invasive methods.

Arterial Blood Pressure: Indirect Measurement; Using a
Cuff. Recently, the American Heart Association has
updated its recommendations on accurate ‘‘indirect’’
measures of blood pressure (7). The update reports that
the auscultatory technique with trained observer and
mercury manometer continues to be the method of choice
for measurement of a patient’s blood pressure in a physi-
cian’s office. The report also suggests that hybrid devices
that use electronic transducers rather than mercury have
promise. The report indicates that oscillometric devices can
also be used, but only after careful validation.
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Figure 3. Electrocardiogramandarterialpressurewaveformswith
three different abnormal rhythms. (a) Ventricular tachycardia (VT),
whichoccursduringthelast twobeatsof thestrip. (b)Coupletswhere
twosuccessivebeatshaveanabnormalelectricalorigin. (c) Bigeminy
where every other beat is from an abnormal electrical origin.
Pressures are expressed in millimeters of mercury. For example,
the patient in (a) has a systolic arterial pressure of 109 mmHg,
a diastolic pressure of 53 mmHg, and a mean arterial pressure of
75 mmHg.



Unfortunately, the indirect measurement of arterial pres-
sure has serious limitations for patients in shock usually
signaledby lowbloodpressure.Also, sincevirtuallyall reliable
indirect pressure measurement techniques require cuff infla-
tion, such measurements can only be made intermittently.

Direct Blood Pressure Measurements. The direct mea-
surement of blood pressure allows for continuous and
accurate assessment of blood pressures. Direct and con-
tinuous pressure monitoring allows detection of dangerous
hemodynamic events and provides the information neces-
sary to initiate and regulate patient therapy to prevent
catastrophic events. However, monitoring of pressures
provides valuable information only when it is obtained
in a technically satisfactory manner.

To accomplish direct blood pressure measurements, it is
necessary to inserta catheter directly into thecardiovascular
system (8). This invasive technique has risks that must be
weighted against the benefits that can be obtained. These
risks include, infection, blood loss, insertion site damage and
other factors (9,10). For many patients who are in shock or
who have cardiac disease, the benefits far outweigh the risks.
Formal methods for assessing these risks have been pub-
lished by the Coalition for Critical Care Excellence (11).

Blood pressure can be measured on both the pulmonary
(right heart) and systemic (left heart) sides of the circulatory

system. Measurements of both pulmonary and systemic
parameters yield different and important cardiovascular
status. The CVP reflects the patient’s circulating blood
volume or venous tone, and right atrial and ventricular
pressures (right ventricular preload). To measure the right
atrial pressure accurately a catheter must be placed in a
major vein within the chest or directly in the right atrium.
The CVP values fluctuate about atmospheric pressure. The
level of the right heart is usually taken as the zero reference
point from which all other blood pressures are measured.
The CVP gives an indication of only the function of the right
heart, and not left heart’s performance.

To measure the left atrial pressure, it is necessary to place
a catheter tip through the atrial septum from the right
atrium (usually done only with fluoroscopic control in the
cardiac catheterization laboratory) or estimating it by pla-
cing a pulmonary artery (Swan–Ganz) catheter in the
wedged position by inflating its balloon near the catheter tip.

EQUIPMENT

Components of Direct Pressure Monitoring Systems

The components of a direct blood pressure monitoring
system for critically ill patients are shown in Fig. 4 (6,8).
The components numbered 1–7 in the figure are known as
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Figure 4. The 10 components used to monitor direct blood pressure. The monitoring components
are nearly independent of whether the catheter is in an artery (radial, brachial, or femoral) or in the
pulmonary artery. Size of transducer and plumbing components are enlarged for illustration
purposes. [Reproduced from Ref. 6, with permission.]



the ‘‘plumbing’’ system and must always be sterile because
the fluid contained therein comes in direct contact with the
patient’s blood. Today virtually all of these components are
disposable or single-use items to minimize patient infec-
tion. Components 8–11 in Fig. 4 are used for processing and
displaying pressure waveforms and derived hemodynamic
parameters.

1. Catheter. Arterial and pulmonary artery catheters
provide access to the patient’s blood vessels to
(a) monitor intravascular pressure and (b) provide
a site for samples for blood to allow determination of
blood gas and other laboratory testing parameters.
These catheters are typically placed by the
percutaneous method, either by the Seldinger
‘‘over-the-needle’’ technique or by introducing the
catheter through a needle (8).

2. Sampling stopcock. Stopcock 1 is used as a site for
withdrawing blood for analysis. When filling the
catheter-tubing-transducer system with fluid,
precautions must be taken to be sure all central
switching cavities of the stopcock are filled and that
entrapped air bubbles are removed. Because stop-
cocks are especially vulnerable sources of patient
contamination, these devices must be handled with
extreme care; ports not in active use should be cov-
ered with sterile caps and medical personnel should
never touch open ports of the stopcocks.

3. Pressure tubing. The catheter and stopcock are nor-
mally attached to a continuous flush device and trans-
ducer by noncompliantpressure tubing. Tooptimize the
dynamic response of the catheter-tubing-transducer
system, long lengths of tubing must be avoided.

4. Stopcock 2. This stopcock is usually put in place to
allow disconnection of the flush device and transdu-
cer from the patient when the patient is moved or
when initially filling the system with fluid.

5. Continuous flush device. This device is used not only
when initially filling the pressure monitoring system,
but also to help prevent blood from clotting in the
catheter. These devices provide a ‘‘continuously
flush’’ of fluid at a rate of from 1 to 3 mL 
h�1.

6,7. Transducer dome and Pressure transducer. Today
virtually all transducers used for monitoring are
highly reliable, standardized, disposable devices
(12,13).

8. Amplifier system. The output voltage required to
drive an oscilloscope or strip-chart recorder is pro-
vided by an amplifier system inserted between the
transducer and display. Pressure transducer excita-
tion is provided either from a direct current (dc) or ac
source at a voltage of 4–8 V revolutions per second
(rms). Most amplifier systems include low pass filters
that filter out unwanted high frequency signals. Pres-
sure amplifier frequency response should be flat from 0
to 50 Hz to avoid pressure waveform distortion.

9. Oscilloscope. Pressure waveforms are best visualized
on a calibrated oscilloscope or other similar display
panel.

10. Digital processing and display. Digital displays
provide a simple method for presenting quantitative
data from the pressure waveform. They are found
on most modern pressure monitoring equipment.
Systolic, diastolic, and mean pressure are typically
derived from the pressure waveforms.

11. Strip-chart recorders. Frequently, strip-chart recor-
ders are used to document dynamic response char-
acteristics, respiratory variations in pulmonary
artery pressures, and aberrant rhythms and pres-
sure waveforms.

STATIC CALIBRATION

Zeroing and calibrating the transducer are two important
steps in setting up the direct pressure-monitoring system.

Zeroing the Transducer

The accuracy of blood pressure readings depends on estab-
lishing an accurate reference point from which all subse-
quent measurements are made. The patient’s midaxillary
line (right heart level) is the reference point most com-
monly used (14). The zeroing process is used to compensate
for offset caused by hydrostatic pressure differences, offset
in the pressure transducer, amplifier, oscilloscope, recor-
der, and digital displays. Zeroing is accomplished by open-
ing an appropriate stopcock to the atmosphere and aligning
the resulting fluid-air interface with the midaxillary refer-
ence point.

Once the system is zeroed the stopcock can be switched
to allow the patient’s waveform to be displayed. Pulmonary
artery and pulmonary artery wedge pressure are especially
susceptible to improper zeroing and should be measured
only after the zero point has been verified.

Sensitivity Calibration

The sensitivity of most pressure transducers is fixed at
5.0 mV 
V�1 of excitation applied per 1 mmHg (0.13 kpa)
and calibrated by the manufacturers to within �1%. This
degree of accuracy is adequate for clinical purposes. As a
consequence standardized transducers need only to be
zeroed to obtain accurate pressure measurements (12,13).

CHECKING DYNAMIC RESPONSE

In the critical care setting, where most hemodynamic
monitoring is carried out, the catheter-tubing-transducer
systems used can usually be characterized as an under-
damped second-order dynamic system analogous, for
example, to a bouncing tennis ball. A second-order dynamic
system can be expressed mathematically by a second-order
differential equation with characteristics determined by
three mechanical parameters: elasticity, mass, and fric-
tion. These same parameters apply to a catheter-tubing-
transducer system where the natural frequency (fn in Hz)
and damping coefficient determine the dynamic charac-
teristics for a catheter-tubing-transducer system. For an
underdamped second-order system fn and define the system’s
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dynamic characteristics. In the clinical setting fn and can be
measured easily and conveniently by using the ‘‘fast-flush’’
method.

Dynamic response characteristics of catheter-tubing-
transducer systems have been defined by two interrelated
techniques. The first technique specifies the frequency
bandwidth and requires that the system frequency
response must be flat up to a given frequency so that a
specified number of harmonics usually 10 of the original
pulse wave can be reproduced without distortion (Fig. 5).

The second technique specifies fn and The plot of fn and
in Fig. 6 has five areas (6,15). If the characteristics of the
catheter-tubing-transducer ‘‘plumbing’’ system fall in the
adequate or optimal area of the graph, the pressure wave-
forms will be adequately reproduced. If the characteristics
fall into one of the remaining three areas, there will be
pressure waveform distortion. Most catheter-tubing-trans-
ducer systems assembled under optimal conditions are
underdamped, but a few fall into the unacceptable areas
of the chart. Methods for optimizing the catheter-tubing-
transducer system components have been outlined (15–20).
In the clinical setting, there are dramatic differences
between each patient setup; therefore it is mandatory to
verify the adequacy of each pressure-monitoring system by
testing them. The testing can be done easily using the fast-
flush technique.

A fast flush is produced by opening the valve of the
continuous flush device, for example, by pulling and
quickly releasing the pigtail valve on a continuous flush

device. The rapid valve closure generates a near square
wave pressure signal from which fn and of the catheter-
tubing-transducer system can be measured.

Once the fast-flush test has been executed two or three
times, the dynamic response characteristics (fn and) can
quickly and easily be determined. Natural frequency fn can
be estimated by measuring the period of each full oscilla-
tion on a strip-chart recorder following a fast flush (Fig. 7a)
and calculating the frequency from the period. Damping
coefficient can be determined by using the amplitudes of
any two successive peak-to-peak values measured after a
fast flush. The amplitude ratio is calculated by dividing the
measured height of the smaller peak-to-peak value by that
of the amplitude of the larger peak-to-peak value (Fig. 7b).
The amplitude ration can then be converted to a damping
coefficient by using the scale in the right side of Fig. 6.

Once fn and have been determined, these data can be
plotted on the graph of Fig. 6 to ascertain the adequacy of
dynamic response. Some bedside monitors and recorders
may compromise the clinical user’s ability to use the fast-
flush technique because the monitors have built-in low-
pass filters. These filters should be expanded to at least 50
Hz or be eliminated.

Several factors lead to poor dynamic responses: (1) air
bubbles in the system usually caused by a poor initial
catheter-tubing-transducer system setup, (2) pressure tub-
ing that is too long, too compliant, or a diameter that is too
small, and (3) pressure transducers that are too compliant.
The best way to enhance the system’s dynamics is to
improve fn.

Invasive pressure monitoring systems have patient
risks, such as a source of infection and air embolism. In
addition, great care is required by clinical users to optimize
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Figure 5. Family of frequency versus amplitude ratio plots for five
different damping coefficients z and natural frequencies fn of
the plot shown is 10 Hz. When z¼ 0.1, the system is very
underdamped, and when z¼ 2.0, it is overdamped. The dashed
line shows the frequency versus amplitude characteristic
that would occur if the system had a flat frequency response.
Along the frequency axis are plotted the harmonics of the
pressure wave if the heart rate were 120 beats 
min�1 (2
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 s�1). Note that by the fifth harmonic (10 Hz) if z¼ 0.1 the
true signal would be amplified five times. If z¼ 2.0 there would be
an attenuation to about one-fourth of the amplitude. In both cases
there would be a gross waveform distortion because neither
situation reflects a high fidelity system dynamic response.
Fidelity of the system can be improved by increasing the fn or
adjusting z to be in the range of 0.5–0.7. [Reproduced from Ref. 6,
with permission.]
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dynamic response and proper zeroing to provide accurate
and reliable data. Merely looking at pressure waveforms
will not provide the information required to determine the
adequacy of the system’s dynamic response (see Fig. 8). Fast-
flush testing to determine these parameters is essential.

SIGNAL AMPLIFICATION, PROCESSING, AND DISPLAY

Once the pressure signal has been transmitted to the trans-
ducer, the bedside monitor operates on that signal. Most
monitors not only display the heart rate and systolic, dia-
stolic,andmeanpressure, but they alsodisplaytheprocessed
waveformon an oscilloscopeand provideananalog output for
a recorder or for transmission to a central display.

Placement of the Pulmonary Artery Catheter

The balloon-tipped, flow-directed, pulmonary artery cathe-
ter (Swan–Ganz) came into widespread use in 1970 (21).

The follow-up development by Ganz of a practical thermal
dilution attachment to the pulmonary artery catheter
permitted convenient and easy measurement of cardiac
output (22). Since these early developments with the
Swan–Ganz catheter, the pulmonary artery catheter has
been fitted with optical fibers which allow measurement of
mixed venous oxygen saturation (23).

The pulmonary artery catheter is inserted into the right
side of the circulation using the percutaneous technique
typically using entry from either the internal jugular or the
subclavian vein. The catheter is floated into the pulmonary
artery without use of fluoroscopy, using the hemodynamic
pressure waveforms as a guide (Fig. 9).

Accurate Measurement of Pulmonary Artery Pressure.
Since it was introduced, the balloon-tipped, flow-directed,
pulmonary artery catheter (Swan–Ganz) has been widely
used in intensive care units. The ease with which it is
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at a paper speed of 25 mm 
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required measuring two successive peak-to-peak values of the
resulting oscillations. The amplitude ratio of the two successive
peaks is taken, giving a value of 0.58¼13/22.5. With use of the
amplitude ratio and the scale on the right side of Fig. 6, the
damping coefficient z¼ 0.17. Plotting the natural frequency and
damping coefficient on Fig. 6 shows that this system is
underdamped.
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Figure 8. Arterial pressure waveforms were obtained from the
same patient. Shown are Systolic/Diastolic and Mean Pressure
(MP). In panel the (a) Patient’s actual arterial pressure waveform
as if recorded with a catheter-tipped transducer is shown, (b)
shown the same patient’s arterial waveform recorded with an
overdamped system (z¼3.5). Note the fast-flush signal (upper
left) returns slowly to the patient waveform. Systolic pressure is
underestimated, diastolic pressure is overestimated, and MP is
unchanged, (c)Anunderdampedcondition (z¼ 0.1)with low fn¼7Hz.
After the fast flush, the pressure signal oscillates rapidly (rings).
Systolic pressure is overestimated, diastolic is slightly under-
estimated, and MP is correct, (d) shows an underdamped condition
(z¼ 0.15), but with high fn¼25 Hz. The pressure waveform is slightly
distorted and systolic, diastolic, and mean pressures are close to the
actual pressures, (e) shown an ideally damped pressure monitoring
system (z¼0.5). The undershoot after the fast flush is small and the
original patient waveform is adequately reproduced. [Reproduced
from Ref. 6, with permission.]



usually inserted may lead one to conclude that the measure-
ments of pulmonary artery and wedge pressure (PCWP) are
easily and reliably measured. However, such is not the case.

Pulmonary artery pressures can be measured accu-
rately only if the following steps are taken (24–27):

1. The monitor is properly zeroed.

2. Strip-chart recordings of all PA pressures for a time
period covering at least three respiratory cycles are
obtained. Using only the monitor’s digital displays is
insufficient.

3. Dynamic response testing (fast flush) should be
obtained when the catheter is in each position (i.e.,
wedge and PA). If the dynamic response is not
adequate, the problems with the catheter-tubing-
transducer system must be resolved before accurate
pressures can be measured.

4. Pressures (i.e., systolic, diastolic, and mean pres-
sures) should be assessed from a monitor’s display
or a strip-chart recording. The pressure measures
should be made at the end expiration when the
transmural pressure is nearest zero.

CARDIAC OUTPUT DETERMINATION

Cardiac output is the volume of blood ejected by the heart
every minute. Cardiac output is a helpful measurement
since it can be used to evaluate the overall cardiac status of
the critically ill patient, as well as help make the diagnosis

of cardiovascular disease. Ideally a cardiac output
measurement system would be continuous, automatic,
minimally invasive, accurate, fast, inexpensive, and easy
to use clinically. The most common method used to mea-
sure cardiac output in critically ill patients is still the
indicator dilution method. The pulmonary artery catheter
(Swan–Ganz) introduced in the 1970s revolutionized the
ease with which cardiac output could be measured.

The thermal dilution method requires injection of cold
physiological solution, usually normal saline, into the
superior vena cava or right atrium. Cardiac output is
determined by measuring the area under the time–
temperature curve measured in the pulmonary artery
that results from the injection of the cold solution.

The thermal dilution method for determining cardiac
output relies on several assumptions that are not always
correct. First, the exact amount of thermal indicator
injected cannot be quantitated precisely. Second, indicator
is lost at various stages and this loss of indicator (heat loss)
leads to errors.

A block diagram of the thermal dilution measuring
system with typical thermal dilution curves and time of
injection indicated are shown in Fig. 10. Figure 10c and d
show the transit time for the cooled blood moving from the
injection site in the right atrium to the pulmonary artery
measurement site. Calculation of cardiac output requires
measuring the area under the curve. Consequently, a
baseline temperature must be established before the injec-
tion. In turn, the end point is usually determined by
extrapolating to the baseline temperature.
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Figure 9. Composite illustration showing normal pressure waveforms obtained as a fiber optic
balloon flotation pulmonary artery catheter (Swan-Ganz) is advanced from the right atrium to the
pulmonary artery wedge position. [From Daily and Tilkian in Reading List (1986), with permission.]



To ensure that accurate thermal dilution cardiac output
results are obtained, it is recommended that the thermal
dilution curves be presented on a monitoring screen or on a
strip-chart recorder. Studies have shown that synchroniz-
ing the injections with the respiratory cycle improves the
technique’s reproducibility (28). Since there is considerable
variability in cardiac output between measures, at least
three reproducible curves are usually obtained. Averaging
the findings from these three curves gives a more repre-
sentative assessment of cardiac output.

In recent times, the complexities of using the Swan–
Ganz pulmonary artery catheter have result in controver-
sies. Some clinicians feel that such systems should only be
used only when needed and then only sparingly while
others have a differing viewpoint (29,30). Still others have
questioned the ability of making accurate central venous
and pulmonary artery occlusion pressures and whether it
matters (26,27). Many of those issues will be resolved in the
future when there might be better methods for measuring
hemodynamic parameters. Until that time, physicians and
nurses caring for critically ill patients who require hemo-
dynamic monitoring should be aware of several how to
oriented publications (31–34).

Alarming Based on Hemodynamic Parameters. Clinical
hemodynamic monitoring is now several decades old.

What started from a simple beginning has since seen
many dramatic changes in both the development of new
medical devices and skills of the clinicians to use those
devices. However, it is my feeling that we are not yet at
optimum hemodynamic monitoring. Some recent publi-
cations on the topic are illustrative. Sander and collea-
gues in Germany have recently looked at categories of
patients with elevated heart rates who are at higher risk
of cardiac complications (35). Their work resulted in an
editorial comment Vital are vital signs (36). Additional
recent work at Vanderbilt University indicates that
volatility in vital signs is a good predictor of death in
trauma patients (37). Finally, the problem of false
alarms continues to be a huge problem with current
bedside monitors. As part of a Master of Science thesis
in Medical Informatics at the University of Utah, an
investigator found that only about one-third of the stan-
dard alarms for patients in a variety of ICU care were
true alarms. Thus about two-thirds of the alarms are
false. However, if the alarming system used heart rates
determined from both the ECG and the Arterial Blood
Pressure, the number of alarms decreased by � 50% and
the false alarm rate was only � 25% (38). Having smar-
ter and better hemodynamic monitoring with better and
smarter alarming systems will be crucial for to future
monitoring systems.
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Figure 10. Schematic diagram of the
thermal dilution measurement of cardiac
output. A recorder of some type should
always be used to verify the quality of
the thermal dilution curve, (a) shows the
thermal dilution catheter placed into the
pulmonary artery. Note the location of
injection site and thermistor, (b) shows the
connection of the thermal dilution catheter
connected to a cardiac output processor and
recorder, (c) shows a typical temperature-
time plot sensed by the thermistor near the
catheter tip after an iced saline injection.
The cardiac output determined in this case
was 4.36 L 
min�1. (d) Shows a similar
temperature–time plot for a patient with
low cardiac output (2.18 L 
min�1). Note
the larger area and broader dispersion of
the waveform caused by the lower flow.
[Reproduced from Ref. 9, with permission.]



COMPUTERIZED DECISION SUPPORT

Much has been learned about hemodynamic measure-
ments and how to use the data to calculate derived patient
parameters. These parameters can then be used to
determine patient status and augment patient therapy
(39–42).

Using hemodynamic data available from bedside moni-
tors and combining that data, in a structured and coded
electronic patient record allows for optimal computerized
decision support (42–44). Morris and his colleagues have
stated the value of computerized decision support well (45).
Only adequately explicit protocols contain enough detail to
lead different clinicians to the same decision when faced
with the same clinical scenario. Guidelines of care provide
only general guidance to patient care and require clinicians
considerable latitude in which care decision should be
made. Computerized protocols, on the other hand, can be
patient-specific and evidence based (46). Using computer-
ized decision-support tools variation in clinical practice can
be reduced and favorable effects on improve patient out-
comes can be accomplished (45,46).

FUTURE

There are still needs for improvement in hemodynamic
monitoring. Being able to make the measurements con-
tinuously, less invasively, and more reliably are areas
where progress is needed. Clearly, using computer aided
decision-support technology to help reduce false alarms
and to guide clinicians in making better patient diagnosis
and more timely and more optimal and effective treatment
decision offer ample opportunity for future research and
progress.
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INTRODUCTION

Intracranial pressure (ICP) monitoring is a form of pres-
sure monitoring used in patients with pathologies that
might give rise to raised ICP. The definition of raised ICP
depends on the underlying pathology and, for example in
adult patients who have sustained a severe head, injury is
defined as pressure greater than 20 mm Hg. Over the past
50 years there has been an active and wide ranging
research into the causes and consequences of raised
ICP that, to date, has been the subject of 11 international
symposia embracing such diverse disciplines as neuro-
surgery, anesthesia, radiology, biophysics, electrical and
mechanical engineering, mathematics, and computer
science. This article reviews the underlying physiology
pertinent to measurement of ICP as well as gives an
overview of some of the current technology used to mea-
sure ICP. Then, a brief review follows of the clinical
literature underlying the case for ICP measurement, with
an emphasis on the main clinical condition of patients
with a head injury. The last two sections focus on the use
of waveform analysis and mathematical modeling tech-
niques to research into mechanisms underlying raised
ICP.

PHYSIOLOGY

ICP is the pressure recorded within the tissue (parenchyma)
or fluid-filled spaces and is not uniformly distributed within
the craniospinal axis. The craniospinal axis consists of all
neural tissue and contiguous fluid-filled spaces within the
cranium and spinal sac. The central neural tissue is encap-
sulated within bone and three-layered tissue coverings or
meninges. From outside in the meninges are the dura,
arachnoid, and pia membranes. The meninges provide a
physical barrier between neural tissue and the external
environment but also serve both a structural and a physio-
logical function as an architecture for supporting cerebral
vessels and maintaining a space for flow of cerebrospinal
fluid (CSF). CSF cushions the delicate neural tissues, sup-
ports the weight of the brain, and acts as a transport media
for nutrients, chemical messengers, and waste products.
Except at the choroid plexus, the CSF is freely permeable
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to the appendymal lining and is in chemical communication
with the interstitial fluid and the CNS. ICP is a reflection of
the relationship between alterations in craniospinal volume
and the ability of the craniospinal axis to accommodate
added volume. The craniospinal axis is essentially a par-
tially closed box with container properties including both
viscous and elastic elements. The elastic or, its inverse, the
compliant properties of the container will determine what
added volume can be absorbed before ICP begins to rise. So
an understanding of raised ICP encompasses an analysis of
both intracranial volume and craniospinal compliance.

The history of the subject of ICP has been well reviewed
(1,2) and starts from the doctrine named after Monro (3)
and Kellie (4), which proposed that the brain and its
contained blood were incompressible, enclosed in a rigid
and inextensible skull, of which the total volume remained
constant. In its original form, the Monro–Kellie doctrine
did not take into account the CSF as a component of the
cranial compartment. The concept of reciprocal volume
changes between blood and CSF was introduced in 1846
by Burrows and later extended in the early twentieth
century by Weed et al. (5,6) to allow for reciprocal changes
in all craniospinal constituents. Kocher (7) in 1901 trans-
lated into clinical terms the four stages of cerebral com-
pression proposed almost 25 years earlier by the
experimental studies of Duret (8). Kocher described four
stages of cerebral compression related to the expansion of
intracranial brain tumours. In stage 1, the initial increase
in tumor volume is compensated by a reduction in volume
of the other intracranial components, chiefly CSF and
venous blood. This spatial compensation results in no
net increase in intracranial volume or pressure and hence
no clinical symptoms. In stage 2, the compensatory
mechanisms are exhausted, ICP increases, and the patient
becomes drowsy with a headache. Stage 3 is characterized
by a considerable increase in ICP, an associated deteriora-
tion in conscious level, and intermittent elevations of blood
pressure (BP) accompanied by bradycardia. In the fourth
and final stage, the patient is unconscious, with bilateral
fixed dilated pupils and falling BP usually leading to death.

Cushing (9–11), then a research worker for Kocher,
described in both experimental and clinical studies the
close relationship between increases in ICP and BP and
proposed that the BP rose to maintain adequate blood
supply to the hind brain, the stimulus to this vasopressor
response believed to be medullary ischemia (12,13). At
about this time, a false confidence developed in the lumbar
CSF pressure technique (lumbar puncture), which caused
Cushing’s findings to be challenged. Reports emerged
(14–16) that some patients showing clinical signs of brain
compression had normal lumbar CSF pressures and that
in other patients elevations in BP were found at times
when ICP was well below the level of BP.

Partly because of this apparent dissociation between
ICP and clinical symptoms, emphasis switched away from
ICP measurement toward the relationship between cra-
niospinal volume and pressure, particularly the impor-
tance of the elastic properties of the craniospinal system.
The relationship between ICP and intracranial volume is
often described graphically by an exponential function that
is relatively flat at low ICPs but rises rapidly as pressure

increases much above 20 mm Hg. Under normal conditions,
at the low ICP end of this curve, compliance (the ratio of
added volume to pressure) is high. When the patient’s
volume–pressure status changes to move further up the
curve, compliance will fall rapidly. Measurement of cra-
niospinal compliance in brain-injured patients may, there-
fore, offer the potential for early detection of raised ICP
before it rises to levels damaging to brain parenchyma. The
most commonly used methods of measuring craniospinal
compliance were developed by Marmarou (17,18) and
depend on the rapid injection of known volumes of fluid
into the CSF space with immediate measurement of the
resultant increase in CSF pressure. One of these methods
is the pressure volume index (PVI); this value being the
volume that when added to the CSF space would produce a
tenfold rise in ICP. Miller et al. (19,20) defined a further
measure of the craniospinal volume–pressure relationship,
the volume pressure response (VPR). The VPR, also calcu-
lated from the ICP response resulting from a rapid bolus
injection of saline into the CSF space, is a direct measure of
the inverse of compliance: elastance. Although both are
measures of compliance, some confusion remains as to
what exactly is the difference between the VPR and the
PVI. The PVI, which assumes a mono-exponential pressure
versus volume relationship, is a single index that charac-
terizes the patient’s entire volume–pressure relationship
and is, numerically, a measure of the slope of the logarithm
of the ICP versus intracranial volume relationship. Its
strength lies in its ability to define the whole volume–
pressure status of the patient with a single index. It was
the late J. Douglas Miller who pointed out that if there
was only a single volume–pressure curve, then no new
information would be gained by measuring compliance or
elastance, and a knowledge of absolute ICP alone would
suffice in determining the state of a patient’s craniospinal
volume decompensation. However, several studies (21,22)
have shown that the shape of the volume–pressure rela-
tionship changes under a variety of conditions both
between patients and within patients at different times.
Under these circumstances, it is likely that the PVI will
provide the more useful information. One weakness of the
PVI is that if a patient’s pressure–volume relationship
remains stable, single measurements will not detect
movement along a given pressure–volume curve and thus
may not detect slow increases in volume of a space-occupying
lesion before it causes significant increases in ICP. It is in
this situation where a continuous measure of absolute
compliance (or its inverse: elastance as measured by the
VPR) provides, potentially, more useful information. It is
for this reason that, in head-injured patients, Miller
et al. found that the VPR correlated better to the degree
of brain mid-line shift, as imaged on CT scan, than it did
to absolute ICP alone. They subsequently demonstrated
that the VPR could serve as an indicator for surgical
decompression, critical levels being between 3 and 5 mm
Hg/mL (19,23). However, in clinical practice, both circum-
stances (movement along the pressure–volume curve and
shift of the curve along the pressure axis) may occur within
a patient at different times and thus shows the need for
ICP monitoring capable of both continuous compliance
measurement and derivation of the PVI.
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Few clinicians would argue over the theoretical utility of
monitoring compliance in brain-injured patients; what has
limited its use in practice has been the inherent problems
associated with manual volume–pressure testing. It is
difficult to inject equal volumes of fluid manually at a
constant and rapid rate of injection. As a result, repeated
measures are usually required that can result in a lengthy
and time-consuming procedure. Also, even with stringent
maintenance of the sterile procedure, repeated addition or
removal of CSF from patients carries an increased risk of
infection to the patient. Despite the reported benefits of
compliance measurement, it has been largely these limita-
tions that have prevented widespread adoption of compli-
ance measurement in clinical practice.

It was not until the 1960s when Lundberg (24) published
his now classic monograph that interest in clinical ICP
measurement was rekindled. Using ventricular fluid
pressure recording in brain tumor patients, Lundberg
was the first to delineate the frequency with which raised
ICP occurs clinically, at times reaching pressures as high
as 100 mm Hg. Lundberg also described three types of
spontaneous pressure wave fluctuations: ‘‘A’’ waves or
plateau waves of large amplitude (50–100 mm Hg) with
a variable duration (5–20 min), ‘‘B’’ waves that are smaller
(up to 50 mm Hg), and sharper waves with a dominant
frequency of 0.5–2 cycles per min.

DEVICES

ICP was first measured experimentally in animals by
Baylis (25) in 1897 using an early form of strain gauge.
The most common form of strain gauge use specially pre-
pared alloys that change their resistance in proportion to
the amount they are elongated or stretched in cross section
due to applied strain.

The Wheatstone Bridge and the Strain Gauge

Most common strain gauge transducers are used in a
Wheatstone Bridge configuration, where the resistive
strain elements are placed on diagonally opposite arms
of the bridge. Should the strain gauge change its resistance
(for example, due to an applied strain—perhaps caused by
a pressure acting on the strain gauge to cause it to elon-
gate), then the bridge will become unbalanced and a
potential difference will be generated in proportion to
the degree of strain.

Fluid-Filled Catheter Transducer Systems

The standard intraventricular catheter connected to an
external strain gauge transducer is called a catheter-
transducer system because it behaves, in many ways, like
a mechanical system with a mass of fluid that acts against
the spring-like ‘‘elastic’’ properties of the catheter walls
and the transducer diaphragm. A typical catheter-trans-
ducer system is one used for the measurement of arterial
pressure comprising a silicon strain gauge, fluid-filled
catheter, three-way tap, and an arterial cannulae. Modern
transducers are semiconductor fabricated and normally
disposable. If a flushing device is attached to the transdu-

cer, extreme care must be used to avoid accidental flushing
into the cranium. The older catheter-transducer system
included long tubing and therefore had different frequency
characteristics than modern transducers. The older trans-
ducer first found widespread use in the 1960s and 1970s
following the pioneering work on long-term ICP monitoring
by Nils Lundberg (24). Most publications in this field still
refer to intraventricular monitoring as the ‘‘Gold-Standard’’
method of measuring ICP for several reasons. First, this
method allows checking for zero and sensitivity drift of the
measurement system in vivo. Second, pressure measure-
ment within the CSF space transduces pressure within a
medium that is an incompressible fluid and, provided CSF
flow is not blocked, is not subject to the development of
intracompartmental pressure gradients. Finally, access to
the CSF space provides a method for ICP treatment via CSF
drainage. However, concerns are often expressed about the
increased risks of infection associated with ventriculostomy.
Although a range of infection rates has been reported, some
as high as 40% (26), recent reports confirm infection rates to
be in the region of 1%, which is not considered a prohibitive
risk (27).

The Head Injury Management Guidelines published by
the Brain Trauma Foundation in 1994 recommend intra-
ventricular ICP measurement as the first-line approach to
monitoring ICP. They state that ‘‘A ventricular catheter
connected to an external strain gauge transducer or cathe-
ter tip pressure transducer device is the most accurate and
reliable method of monitoring ICP and enables therapeutic
CSF drainage. Clinically significant infections or haemor-
rhage associated with ICP devices causing patient morbid-
ity are rare and should not deter the decision to monitor
ICP’’ (28). Despite the existence of these guidelines (27,28),
catheter-tip intraparenchymal pressure monitoring
remains popular, particularly in the United Kingdom, as
it does not require catheter placement in the operating
theater and thus carries significantly lower resource impli-
cations. However, the routine use of fluid-filled catheter-
transducer systems is not without difficulties. A catheter-
transducer system can be described as a second-order
mechanical system and, if under-damped, will oscillate
at its own natural frequency producing significant ampli-
tude and phase distortion of the pressure signal. The
degree of distortion will depend on the damping factor
(b) of the system. For most purposes, a damping factor
of 0.64 is optimal as the amplitude error will be less than
2% for up to two thirds of the natural frequency of the
system (29). Typically, most pressure catheter-transducer
systems used in patients tend to be under-damped with a
damping factor (b) less than 0.4 (29,30). Manipulating a
catheter-transducer system from under-damped (b< 0.3)
to over-damped (b> 0.8) can cause a decrease in mean
pressure of 7 mm Hg. Commercial devices are available,
however, such as the acudynamic adjustable damping
device (31) that can alter the damping characteristics of
external strain gauge pressure transducers and bring them
within the range of optimal damping. Another problem
with fluid-filled catheter-transducer systems is correcting
for the presence of hydrostatic pressure gradients when
measuring cerebral perfusion pressure (CPP). Typically,
the external strain gauge transducer is zeroed at the same
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level as the arterial pressure (BP) transducer, usually at
the level of the right atrium. Although the patient is
managed in the horizontal position, there is no column
of fluid between the site of ICP and BP measurement.
However, when the patient is managed with head-up tilt
and if the BP transducer is not moved to the same hor-
izontal level as the head, a hydrostatic fluid column will be
created. This can produce a significant error between the
observed CPP and the actual CPP, which, in the worst case,
can produce an error of as much as 15 mm Hg.

The Spiegelberg ICP monitoring system (Spiegelberg
KG, Homburg, Germany) largely overcomes these pro-
blems. This system is a special case of a fluid-filled cathe-
ter-transducer system. With this device, ICP is measured
using a catheter with an air pouch balloon situated at the
tip. By maintaining a constant known volume within the
air pouch, the pressure within the air pouch balloon is
equivalent to the surrounding pressure or ICP. The inter-
nal air pouch balloon is transduced by an external strain
gauge transducer, and because the fluid used for pressure
transduction is air, the pressure error caused by an ‘‘air
column’’ is clinically insignificant. The design of this device
also allows automatic in vivo zeroing of the ICP system
and, in laboratory bench tests, showed the least zero drift
in comparison with standard catheter-tip ICP devices (32).
This system now has versions for use in epidural, subdural,
intraparenchymal, and intraventricular sites. The intra-
ventricular catheter is a double lumen catheter that allows
access to the CSF space for drainage. The Spiegelberg sys-
tem, although having many attractive features, is, as yet, a
relatively little used system outside of Germany and its long-
term clinical utility and robustness require evaluation.

Catheter-Tip Transducer Systems

Now several catheter-tip ICP monitoring systems are
available, including the Camino (33–36) systems. The
Gaeltec ICP/B solid-state miniature ICP transducers, for
use intheepiduralspace,arereusable,andthezeroreference
can be checked in vivo. However, reports of measurement
artifacts (37) and decay in measurement quality associated
with repeated use (35) have limited the widespread adoption
of this technology.

The InnerSpace OPX 100 system (InnerSpace Medical,
Irvine, CA) is, like the Camino system, a fiber optic system.
Bench test reports on this system show it to have good zero
drift and sensitivity stability (32). However, a recent clin-
ical evaluation of this system in 51 patients reported a high
(17%) incidence of hematoma formation around the ICP
sensor (36). The authors concluded that improved fixation
of the catheter is required to minimize micro-movements.

The two catheter-tip systems most frequently used in
the management of head-injured patients are the Codman
and Camino systems. Neither allows a pressure calibration
to be performed in vivo. After these systems are ‘‘zeroed,’’
relative to atmospheric pressure during a pre-insertion
calibration, their pressure output is dependent on zero
drift of the sensor. For this reason, it is critical that these
devices exhibit good long-term zero drift characteristics.
These devices provide an electrical calibration, to calibrate
external monitors, but they cannot be corrected for inher-

ent zero drift of the catheter once placed. For the Camino
system, the manufacturers specify the zero drift of the
catheter to be �2 mm Hg for the first day and �1 mm
Hg per day thereafter. Czosnyka et al. (32) have confirmed
these zero drift findings in bench tests studies although
they also reported that the temperature drift of the device
was significant (0.3 mm Hg/8C). They reported that if
the manufacturers specify the zero drift of the catheter
to be �2 mm Hg for the first day and �1 mm Hg per day
thereafter. In clinical practice, the reported zero drift upon
removal of the Camino device from the patient has been
reported to be greater than the manufacturer’s specifica-
tions. Munch (38) assessed 136 Camino sensors in a clinical
study and found an average daily drift rate of 3.2 mm Hg.
Chambers (39), in a comparative study of the Camino
ventricular catheter with an external fluid-filled catheter-
transducer system, reported that only 60% of the readings
were within 2 mm Hg of the gold-standard method. There
are also reports of Camino probe failure because of technical
complications (cable kinking, probe dislocation), with
reported failure rates ranging from 10% to 25% (39,40).

The Codman transducer is a micro-miniature strain
gauge within a titanium housing side mounted at the tip
of a catheter. Similar to other transducers, bench test
reports on this technology have been favorable (32,41).
However, clinical evaluations have reported the presence
of inter-patient and intra-patient biases that are indepen-
dent on whether the device is compared against the
Camino transducer or an intraventricular catheter-trans-
ducer system (42). A report by Fernades (43) found that in
24% of the recordings, the Codman sensor over-read the
Camino system by 5 mm Hg or more.

The Rehau System

The technology of miniaturization is allowing the develop-
ment of catheter-tip pressure sensors. Catheter-tip sys-
tems, due to their small diameter, are likely to cause
less damage to tissue upon placement than larger fluid-
filled catheters and are not affected by hydrostatic pressure
differences. However, they are potentially more prone to
problems of robustness and in vivo zero drift. Several
similar technologies, although performing well in bench
test studies, have been shown to exhibit unacceptable zero
drift, fragility, or both during trials conducted under
clinical conditions (38,43–45). In vivo drift is especially
important in catheter-tip strain-gauge technology as it is
impossible to check if the calibration has altered after being
placed in the patient. Until recently, to reduce the physical
size of the catheter-tip strain gauge catheters, often only a
partial Wheatstone bridge is employed at the catheter-tip.
Recently, a new technology has become available, the
Neurovent-P (REHAU AGþCO, REHAU, Germany), in
which a full Wheatstone bridge is fabricated in the probe
tip, and this solution should, in theory, provide improved
zero drift characteristics. One potential advantage of the
Rehau NeuroVent system seems to be the incorporation of
a full Wheatstone bridge into the catheter-tip electronics. This
Wheatstone technological improvement should enhance
the zero drift characteristics by reducing temperature
sensitivity and the effects of non-pressure-related external
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strains. Until recently, this approach was only possible
in the much physically larger external strain gauge sys-
tems. Through advances in miniaturization technology, it
has now been able to incorporate this technology into its
catheter-tip systems. In the bench studies performed (46),
each catheter was tested for days, from a minimum of 3 to
more than 8 days. This timeframe typically covers the
period in which an ICP transducer is used in the clinical
setting. The results from this bench test study confirm the
manufacture’s claim that pre-insertion calibration is not
required as the drift was within manufacture’s specifica-
tions (�1 mm Hg). This advantage is very important in the
clinical arena because the first pre-insertion zeroing is a
crucial step conducted by the surgeons and potentially, if
incorrectly performed, could generate erroneous readings
during the period of monitoring. Both long-term zero drift
and the dynamic pressure test results also confirm that
this system performs well in bench test studies and
meets manufacturer’s specifications. Mean zero drift, after
5 days, was very small and long-term continuous recording
of a stable pressure was precise. The response to dynamic
tests, i.e., the changes of pressure over a wide range, was
excellent. The average bias of the Rehau catheter com-
pared with a hydrostatic pressure column is very small.
Despite these promising bench test study results, further
work is required to determine the performance of this
measurement device in the clinical environment. Follow-
ing on from these bench tests, the next and most critical
step will be to conduct a trial of this promising technology
under the more demanding clinical environment. The
BrainIT group (http://www.brainit.org) as a multicenter
collaborative group of neurointensive care scientists and
clinicians are well placed to design and conduct such a
trial (47). Should this technology demonstrate, under clin-
ical conditions, the required robustness and low drift as
indicated by these bench test studies, it may lead to more
precise and reliable measurement of ICP.

CLINICAL LITERATURE

Raised ICP has been found to be associated with a poorer
outcome from injury with the higher the level of ICP,
particularly the peak ICP level, which has been found to
correlate with the expected prognosis for mortality and
morbidity (48–51). There has, however, been controversy
over the usefulness of monitoring raised ICP with some
groups, with a ‘‘no ICP monitoring’’ policy, finding in their
studies of head injury mortality and morbidity that out-
come is similar to other groups that do monitor ICP (52).
Reported differences in the utility of ICP monitoring could
be due to variability both in management and in monitor-
ing protocols between different neurosurgical centers. Var-
iation in type of ICP pressure monitor, site of placement,
treatment thresholds, patient referral characteristics, and
in outcome measures can all combine to produce a large
variability both in measured ICP and in outcome irrespec-
tive of whether ICP is monitored or how it is treated.
Another source of variation in terms of raised ICP is the
inherent variability of the head-injured population with
outcome being dependant on several other factors. For

example, mass lesions are generally accompanied by eleva-
tions in ICP of greater than 40 mm Hg and are associated
with poorer outcome, whereas diffuse injuries tend to have
lower ICP levels associated with a similar poor outcome
(50,53). Age is also an important factor with an age-depen-
dent distribution of ICP for both type of injury and out-
come. This is particularly so for pediatric cases (54–56).
ICP can even be raised in the absence of overt signs of
swelling or mass lesions on CT. In a small study of severely
head-injured patients, O’Sullivan (57) demonstrated that
some comatose head-injured patients whose initial CT scan
was normal, with no mass lesion, midline shift, or abnor-
mal basal cisterns, developed raised ICP greater than 20
mm Hg that lasted longer than 5 min. This included a
subset of patients showing pronounced raised ICP of
greater than 30 mm Hg.

Data from large prospective trials carried out from
single centers and from well-controlled multicenter studies
have provided the most convincing evidence for a direct
relationship between ICP and outcome (58–61). Narayan et
al. (58) in a prospective study in 133 severely head-injured
patients demonstrated that the outcome prediction rate
was increased when the standard clinical data such as age,
Glasgow Coma Score on admission (GCS), and pupillary
response with extraocular and motor activity was com-
bined with ICP monitoring data. Marmarou et al. (60),
reporting on 428 patients’ data from the National Institute
of Health’s Traumatic Coma Data Bank, showed that
following the usual clinical signs of age, admission motor
score, and abnormal pupils, the proportion of hourly ICP
recordings greater than 20 mm Hg was the next most sig-
nificant predictor of outcome. Outcome was classified by
the Glasgow Outcome Score (GOS) at 6 months follow-up.
They also found, using step-wise logistic regression, that
after ICP, arterial pressure below 80 mm Hg was also a
significant predictor of outcome. Jones et al. (61) studied
prospectively 124 adult head-injured patients during
intensive care using a computerized data collection system
capable of minute by minute monitoring of up to 14 clinically
indicated physiological variables. They found that ICP,
above 30 mm Hg, arterial pressure below 90 mm Hg, and
cerebral perfusion pressure below 50 mm Hg significantly
affected patient morbidity.

Although differing opinions remain about the contribu-
tion of continuous monitoring of ICP to reduction in mor-
tality and morbidity after head injury, there is now
sufficient evidence to remove doubt about the value of
ICP monitoring toward improving the detection and pre-
ventative management of secondary cerebral injury.

Raised Intracranial Pressure: Relationship to Primary
and Secondary Injury

Both experimental and clinical studies have clearly shown
that after traumatic brain injury, normal physiological
mechanisms for maintaining cerebral perfusion can
become impaired (62–65). These studies demonstrate that
brain injury can cause impairment or loss of autoregulation
defined as the ability of the cerebral vessels to respond to
changes, in arterial gases or to arterial pressure. As a
result of these changes, there can, at times, be a decrease
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in cerebrovascular resistance that can lead to raised ICP in
both adults and children (66–70). Although brain-injured
patients are being managed in intensive care, there are,
superimposed on to the primary injury, periods of reduced
arterial PO2 or episodes of arterial hypotension often as a
result of other injuries or treatment by hypnotic drugs
(50,53,60,61,71,72). With an impaired physiological
mechanism unable to respond adequately to these adverse
changes in physiological parameters (or ‘‘secondary
insults’’), ischemic brain damage can occur. These second-
ary, chiefly ischemic brain insults are common, with
Graham et al. (74) reporting, in a series of 151 fatal cases
of severe head injury, a 91% incidence of ischemic brain
damage found on autopsy. A second study carried out by
the same group over 10 years later found a similar high
incidence (>80%) of ischemic brain damage despite sub-
sequent improvements in intensive care of head-injured
patients (74).

There has been much interest in the relationship among
ICP, CPP, and CBF. The landmark study of Miller and
Garibi (75) produced some of the first experimental evi-
dence confirming the concept that changes in ICP affect
cerebral blood flow not directly but through changes in
CPP, where CPP is defined as the difference between mean
arterial pressure and ICP. Strictly speaking, the actual
cerebral perfusion outflow pressure would be cerebral
venous pressure, although this pressure is, in most situa-
tions, impractical to measure routinely. However, it has
been established that over a wide range of pressures
cerebral venous pressure is well approximated (within
3–4 mm Hg) by ICP (76–78). In an experimental study
of CBF as determined by the venous outflow technique in
dogs, Miller and Garibi (75) also demonstrated that when
MAP and ICP rise in parallel so that CPP remains constant
at 60 mm Hg, CBF increases with MAP in animals found to
be non-autoregulating. It was further shown that as CPP
drops in autoregulating animals, the breakpoint at which
CBF starts to decrease is at a higher level if CPP is reduced
through hemorrhagic arterial hypotension than through
intracranial hypertension. This work suggests that cere-
bral perfusion is more sensitive to arterial hypotension
than to intracranial hypertension.

The clinical significance of this information is that in the
management of head injury, it is often necessary to employ
therapy to lower raised ICP. Therapeutic agents for redu-
cing raised ICP often do so at the expense of reduced MAP,
and as a consequence, CPP may not improve. If autoregu-
lation is preserved, CBF should remain unchanged despite
parallel changes in MAP and ICP. However, clinically,
autoregulation is likely to be impaired in those conditions
in which ICP is increased such as head injury or subar-
achnoid hemorrhage (68,69,79–82). Under these circum-
stances, it is important that reduction in ICP should not be
achieved at the expense of lowering CBF and provoking
brain ischemia.

This earlier work of Miller and Garibi was later
extended by Chan et al. (83) to include CPP ranges of
60, 50, and 40 mm Hg. At CPP levels of 50 and 60 mm
Hg, when autoregulation was intact, CBF remained
unchanged. However, with loss of autoregulation, there
was a trend for CBF to increase as MAP and ICP were

increased in parallel at a CPP of 50 and 60 mm Hg.
Absolute CBF levels were significantly different between
the autoregulating and non-autoregulating groups. At a
CPP of 40 mm Hg CBF showed a linear correlation with BP.
This work demonstrates that when autoregulation is
impaired, there is a functional difference between auto-
regulating and non-autoregulating cerebral vessels despite
similar MAP and CPP, and that when autoregulation is
impaired, CBF depends more on arterial driving pressure
than on cerebral perfusion pressure.

The importance of arterial pressure as the prime factor
governing CPP-related secondary insults has been well
demonstrated by the work of Jones et al. (61), where they
carried out a prospective study over 4 years of the fre-
quency and severity with which secondary insults occur to
head-injured patients while being managed in intensive
care. They developed a microcomputer-based data collec-
tion system that allows the acquisition of data from up to 15
monitored variables minute by minute (84). At each bed
space, data collection was under the control of a micro-
computer where serial links between the patient monitors
and the microcomputer allow the controlled transfer of
multiple channels of physiological data once per minute.
The controlling software allowed medical staff to add com-
ments to the current active computer file at any time,
precisely annotating significant events. The software per-
forms artifact detection, calculates derived data, and high-
lights valid data that falls outside normal physiological
levels. Collected data were stored to disk and could be
printed either locally or remotely. Later work by Chambers
et al. (85) found that both raised ICP and lowered ABP are
major factors in producing secondary insults.

From the valid physiological data produced, manual
processing of data was used to identify secondary insults
that are defined at one of three grades of severity and that
must last for 5 min or longer to be recorded as an insult.
This permits calculation of the frequency, severity, and
total duration of insults, measured in minutes.

An analysis was made of 124 adult head-injured
patients who were monitored during intensive care using
the computerized data collection system. Information was
logged at 1 min intervals and scanned to identify insults
when values fell outside threshold limits for 5 min or
longer. Three grades of insult were defined for each vari-
able (Table 1). The duration of insults has been analyzed in
relation to the GOS of these patients at 12 months after
injury. The monitored patients included 68 with severe
head injury (GCS 8 or less with no eye opening), 36 with
moderate head injury (GCS 9–12), and 20 with minor head
injury (GCS 13–15 but with multiple injuries, scoring 16 or
more on the Injury Severity Scale).

Insults were found in 91% of patients at all degrees of
severity of head injury. Overall, 10% of patients had insults
that were only at the lowest grade 1 level, 31% had insults
at both grade 1 and grade 2 levels, and 50% of patients had
at least one insult at grade 3 level in addition to grades 1
and 2 insults. Overall, the majority (77%) of all insults
detected in the ITU were at grade 1 level, and these
represented 85% of the total duration in minutes of insult
measured. Differences in the duration of insult between
outcome groups 12 months post-injury were compared with
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each grade of insult using Kruskall–Wallis one-way ana-
lysis of variance and Mann–Whitney U tests. Significant
differences in the distribution of hypotensive insults were
found between the outcome grades at all levels of severity
of insult. Similar results were found for cerebral perfusion
pressure insult duration. These data confirm the important
adverse effect of even moderate reductions in arterial
pressure (systolic BP less than 90 mm Hg or mean BP less
than 70 mm Hg).

Although the occurrence and clinical significance of
severe and long-lasting secondary insults in head-injured
patients is not disputed. The incidence, severity, and dura-
tion of shorter acting ‘‘minute by minute’’ cerebral perfu-
sion pressure insults, as defined by the Edinburgh
secondary insult detection methodology, has not been
defined outside of the Edinburgh study population. In
addition, the strong association between the occurrence
of specific insult types and the subsequent patient morbid-
ity and mortality found by the Edinburgh study (61) needs
to be reproduced in other centers. From the Edinburgh
group, Signorini et al. (86,87) developed and validated a
model for predicting survival in head-injured patients
based on collection of simple demographic features. When
the minute by minute secondary insult data were added to
the baseline model, they found only ICP insults signifi-
cantly improved the fit of the model.

Almost all of the evidence for a CPP management is
based on single-center cohort studies, often compared with
historical controls. For example, Rosner and Becker (26)
reported on clinical results of a CPP management protocol
where approximately 40% of patients received vasopressor
support. They reported a greatly improved incidence of
favorable outcome in patients’ GCS� 7 compared with
historical controls. Despite evidence from single-center
studies as described above, a critique of the literature
for the purposes of defining head injury management
guidelines published by the Brain Trauma Foundation
in 1994 states that there is not sufficient evidence to
establish either a standard or a guideline for the manage-
ment of CPP; however they indicate management of CPP
greater than 70 mm Hg as a management option (28). Since
then, Robertson et al. (88) performed one of the first
randomized controlled single-center trials of the CPP man-
agement approach. They defined two management cohorts,
one based on their normal practice of CPP management
and the other CBF, guided practice that included the
aggressive management of CPP above 70 mm Hg, together
with restricted use of significant hyperventilation. Con-
versely, their trial has shown that aggressive management
of CPP> 70 mm Hg, although reducing the incidence of
jugular venous desaturation < 50%, demonstrated no dif-
ference in neurological outcome possibly due to the
increased incidence of acute respiratory distress syndrome
in the CBF management group. Thus, secondary insults
are common, result in mainly ischemic brain damage, and
are a major contribution to disablement. Moreover Cham-
bers et al. (89) has reported that the critical CPP thresholds
for insults of pediatric patients varies with age. For both
adult and pediatric patients, insults are important because
they are common and yet so potentially avoidable. Clearly a
critical challenge facing us is to develop patient monitoring

systems and protocols that will lead to rapid detection and
resolution of secondary insults. However, detection is not
enough; we need also improved and clinically proven meth-
ods of treating secondary insults—further evidence is
required. In Signorini et al.’s article (87), they conclude
that the questions posed by such observational studies
can only be answered definitively within the context of a
randomized clinical trial. However, to design such a mul-
ticenter randomized clinical trial will require improved
standards in the monitoring and analysis of secondary
insult data. In Europe, improved standards for high-
resolution collection and analysis of multicenter data from
head-injured data is now being addressed by the Brain-IT
group (90). The Brain-IT group (http://www.brainit.org) is
an open consortium of clinicians and basic scientists
working toward improving the infrastructure for conduct-
ing both observational and controlled trials of medical
devices and patient management.

INTRACRANIAL PRESSURE ANALYSIS METHODS

Since the early 1990s, clinical monitoring of ICP has gen-
erally become part of the intensive care management of
patients with brain injury. Several methods of analysis
have been designed to extract pathophysiological informa-
tion from the ICP and the corresponding ABP recordings.
As noted, one particular computation used in clinical prac-
tice is the determination of mean CPP, the pressure across
the brain. CPP is calculated as the difference between
mean ABP and mean ICP and is based on the assumption
that cerebral venous pressure is approximately equal to
ICP. CPP is a useful parameter because it provides some
insight as to whether the blood flow though brain capil-
laries is regulated. In the uninjured brain, cerebral blood
flow is regulated to match the metabolic demand of the
brain cells. Regulation of flow is primarily done by active
dilation and constriction of cerebral arterioles in response
to changes of CPP and/or biochemical vasoconstrictive or
vasodilator agents that interact with the vascular endothe-
lium. The steady-state relationship between cerebral blood
flow and CPP is termed static pressure regulation and is
illustrated by the graphical relationship between cerebral
blood flow and CPP shown in Fig. 1.

In the steady state, cerebral blood flow is laminar and
computed as the ratio of CPP to hemodynamic resistance,
which is inversely proportional to the fourth power of the
radius of the vessel. In the autoregulatory range, the
arterial–arteriolar bed actively adjusts the resistance of
its vessels by dilating when CPP decreases and constricting
when CPP increases to maintain a relatively constant
cerebral blood flow during changes in CPP. When CPP is
below the lower limit of the autoregulatory range, vessels
within the arterial–arteriolar bed tend to passively vaso-
constrict. When CPP is above the upper limit of autoregu-
lation, passive vasodilation occurs. One proposed intensive
care therapeutic procedure designed to prevent secondary
complications during recovery is CPP-oriented therapy
(91). This therapy requires pressure autoregulation and
the ability to manipulate CPP within the autoregulatory
range (91). During intact pressure regulation, increases of
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CPP cause constriction of the arterial-arteriolar vascular
bed and lowering of ICP by a reduction in cerebral blood
volume. In addition, the resulting decrease of pre- and post-
capillary pressure lessens fluid filtration and increases
absorption, thus reducing the effects of edema. The appli-
cation of CPP-oriented therapy when autoregulation has
been lost may result in an imbalance of Starling forces at
the capillaries, leading to increased net filtration and
further brain injury by increased production of vasogenic
edema.

In contrast to clinical cardiology, where the physiologi-
cal mechanism underlying the dynamic features of the
arterial pressure recording are fairly well understood, very
little is known about the mechanism that underlies the
shape of pulsations of intracranial pressure and how they
are influenced by changes in CPP. Past studies have indi-
cated that pulsations in the cerebrospinal fluid develop
from either pulsations of the choroids plexus (92,93) or the
arterial vasculature (94,95). Depending on the dilatory
state of the cerebrovascular bed, ABP, ICP, and whether
the autoregulation is intact, at times the primary compo-
nent of the ICP pulse may be due to pulsations of venous or
arterial origin (94–96). Although the origin of the ICP
pulsation is not completely understood, possibly useful
methodologies involving the pulsation have been devel-
oped. Over two decades ago, Avezatt and van Eijnhoven
developed a procedure for distinguishing the occurrence of
the loss of regulation of cerebral blood flow through numer-
ical analysis of the pulsation of intracranial pressure
(96,97) From laboratory studies, they found that within
the autoregulatory range, the relationship between the
mean amplitude of the pulsation of ICP increased linearly
with mean ICP with a high slope value. At mean ICP above
30 mm Hg, the slope of this relationship decreased. They

proposed that the flattening of the slope of this relationship
was an indication of loss of autoregulation (97). A weakness
of this technique is that it is dependent on heart rate (98).
A low heart rate reflects an increase in the volume, of
pulsatile cerebral blood inflow resulting from increased
cardiac stroke volume, and the converse is likely for high
heart rates. Thus, the variability in the amplitude of the
ICP due to heart-rate variability can complicate the ana-
lysis (98). However, one modification of the analysis tech-
nique is to examine the correlation value between
amplitude-pressure and mean ICP rather than the slope
of the respective regression line (99). Positive values of this
correlation value, which has been called RAP, indicate the
ability of the vasculature to regulate cerebral blood flow,
and negative values indicate poor cerebrovascular reserve
and impaired cerebrovascular reactivity (99,100). Statis-
tical analysis revealed that patients with a fatal outcome
were associated with a negative RAP value (99). Most
recently, the RAP index has been used to predict the
achievable reduction in intracranial pressure a patient
can obtain by the implementation of moderate hyperven-
tilation (101). A modification of the mean amplitude of ICP
and mean ICP characteristic has been proposed as a means
of predicting which patients with idiopathic adult hydro-
cephalus will have a good outcome after shunting surgery
(102). In this application, the amplitude of B-wave of ICP is
used instead of the amplitude of the ICP pulsation (102).

In addition to relatively synchronous pulsations of ICP
associated with the cardiac cycle, the ICP recording
obtained during mechanical ventilation contains a low-
frequency component at the rate of ventilation. Generally
during mechanical ventilation, inhalation is produced by
positive pressure and expiration occurs during zero pres-
sure. Changes in pulmonary volume produce changes in
intrathoracic pressure that mechanically modulate arter-
ial and venous blood flow and produce a cyclic compression
of the craniospinal sac. Evidence for this mechanical mod-
ulation by intrathoracic pressure can be observed in the
spectra of an ICP recording obtained during mechanical
ventilation. Because the pulsation in ICP associated with
the cardiac cycle produced is quasi-periodic and the rate of
ventilation is relatively constant, the spectra of the ICP
pressure recording contains salient peaks at the cardiac
frequency and its higher harmonics. In addition, each of
the spectra associated with cardiac cycle has sidebands
with a deviation at the ventilation frequency (103). Such a
result is consistent with the premise that intrathoracic
pressure changes mechanical modulated arterial and
venous blood pressure and volume of the craniospinal
sac (103).

Over the last few decades, several clinical and labora-
tory studies of the correlative relationship between ABP
and ICP have been completed. Portnoy et al. reported that
during normal vascular tone and intact regulation of cere-
bral blood flow, the ICP and ABP recordings do not look
similar, but during maximum vasodilation of the arterial–
arteriolar bed and impaired autoregulation induced by
severe hypercapnia, these pressure recordings look
remarkably similar (104–106). To numerically quantify
the correlation between ABP and ICP, this group examined
changes in the coherence function. Specifically, they found
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Figure 1. Illustration of static pressure regulation. Within the
autoregulatory range, changes in arteriolar diameter, represented
here as circles at the top of the graph, are primarily responsible for
the regulation of cerebral blood flow. The arterial–arteriolar bed
actively constricts with increasing CPP and dilates with decreasing
CPP. Hypoperfusion occurs when CPP falls below the lower limit of
regulation. As CPP falls below this limit, the vascompression of the
arterioles and resistance increases markedly. The lower limit of
regulation is not precisely known and varies with age, with 40–50
mm Hg for young pediatric cases (90) and 60–70 mm Hg for an adult
(61,86).



that the frequency domain coherence function approached
unity when the ICP and ABP recording became similar.
Generally, their observations and the observations of
others using a spectral analysis systems approach have
suggested that the more similar the spectral components of
the ICP recording are to those of the ABP recording, the
more likely cerebral autoregulation is impaired (106–108).
The physical process describing the ABP as the input to the
craniospinal sac and the ICP as the corresponding output
has been termed cerebrovascular pressure transmission
(106). An observational clinical study determined that four
types of frequency descriptions of the transmission char-
acteristic could be identified. Two types were associated
with high ICP and the other two with low ICP (47).

More recent studies using time-domain correlation ana-
lysis on the ICP and ABP pressure recordings have been
completed. As correlation analysis of two signals in the
time domain is analytically equivalent to coherence ana-
lysis in the frequency domain, it was not unexpected that
studies on the normocapnic/hypercapnic piglet model
found that as the ICP and ABP recordings became more
similar, the maximum value of the correlation function
approaches unity, the pial arterioles became more dilated,
and cerebral blood flow increased (109,110). Consistent with
clinical reports that indicate that unlike adult patients,
brain-injured pediatric patients often demonstrate cere-
bral hyperemia and increased ICP (82,109,111), correlation
analysis of pressure recordings obtained from pediatric
patients have been found to often approach unity, indicating
the occurrence of inappropriate vasodilation and cerebral
hyperemia (112). Most recently, Czosnyka et al. have
reported the clinical use of a pressure reactivity index
(PRx). This index is a moving correlation coefficient between
40 consecutive samples of values for intracranial and arter-
ial pressures averaged for a period of 5 s (113,114). They
have concluded that when slow waves in the ABP and ICP
recordings are present, the proposed clinical index provides
a continuous index of cerebrovascular reactivity (114,115).
In particular, the PRx was designed to evaluate the integrity
of the cerebrovascular response and estimate cerebrovas-
cular autoregulatory reserve reactivity (114,115). The
hypothesis is that because of the sluggish nature of the
cerebrovascular system, naturally occurring slow-varying
oscillations of ABP can be used to evaluate the autoregula-
tory reserve reactivity (114,115). Unlike the coherence and
correlation indices described above, this index cannot be
related to a linear system model. By employing averaging
over a 5 s interval, most of the frequency changes above
0.2 Hz in the ABP and ICP recordings are filtered out. In
addition, Nyquist’s sampling theorem dictates that the high-
est frequency that can be represented by a signal sampled
every 5 s is 0.1 Hz or six oscillations per minute. As a result,
aliasing occurs, and the dynamical system relationship
between ABP and ICP is not precisely defined by this index.
Nevertheless, the PRx has been found to be a very useful
tool. Clinical observations demonstrate that the PRx is high
both during the occurrence of plateau waves and during
refractory ICP hypertension (115). In addition, the PRx has
been used to guide proposed therapies (116) and while
variable seems to provide a reliable index of autoregulation
(117).

Most recently, the regressive relationship between
mean ICP and mean CPP has been used to assess whether
autoregulation of cerebral blood flow is intact. In these
studies, ABP is pharmalogically elevated and the regres-
sive relationship between ICP and CPP during the test
period is obtained (118). If pressure regulation of cerebral
blood flow is intact, then increases of CPP will cause
vasoconstriction, a decrease of ICP, and the regressive
relationship should have a negative slope parameter. A
marked positive slope parameter of this regressive rela-
tionship is an indication of passive pressure regulation;
increases of CPP cause dilation and increased ICP (119).

ANALYSIS METHODS BASED ON MODELS OF ICP

Models of ICP dynamics are based on the modified Monroe–
Kellie doctrine (see the Physiology section), which assumes
that the total volume of intracranial substance, tissue,
blood, and CSF, is constant. Initial mathematical models
described the relationship between the formation of CSF
and absorption of CSF in equilibrium. Specifically, in these
models, laminar flow of CSF is assumed during steady-
state conditions (120–123) and the parameters of the
mathematical model are presented as an electrical circuit
(Fig. 2).

Using this circuit and manipulating the volume of CSF
by bolus either by withdrawal, injection, or constant infu-
sion, it is possible to estimate Ro, C, the volume–pressure
response, and the PVI. The latter two parameters have
been discussed previously in the Physiology section. All
parameters have been used to guide the management of
hydrocephalous and traumatic brain injury.

Higher order mathematical models of intracranial
hydrodynamics that incorporate the arterial and venous
blood volume compartments into the analog electric circuit
model have been developed to simulate the pulsatility,
which is present in the ICP recording. To account for the
reciprocal relationship between cerebral blood volume and
volume of CSF, Agarwal et al. (124) constructed a model
that connected vascular compliance to intracranial com-
pliance in a series configuration. This modeling effort was
further developed in detail by Ursino’s proposed fourth-
order analog circuit model of overall human intracranial
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hydrodynamics (125,126). A feature of this model is that
the arterial–arteriolar vascular bed consists of vasomotor
regulating resistance and compliance elements. Dilatory
and constrictive responses are primarily simulated by a
corresponding decrease or increase of vascular resistance.
This initial model has been modified by synchronously
modulating the terminal venous bed resistance to account
for cyclic variation of ICP produced by positive pressure
ventilation (127). The modified model demonstrates that
both the depth of modulation and the cerebrovascular
venous terminal bed resistance seem to be progressively
reduced with increasing levels of vasodilation induced by
increasing the levels of partial pressure of arterial blood
carbon dioxide. Numerical modeling of cerebrovascular
pressure transmission, the relationship between ABP
and CPP, has been used to assess changes in the modes
of pressure transmission before and after injury. Specifi-
cally, a proposed third-order model of ICP dynamics (128)
was used to define the mathematical structure to construct
a numerical identification model of cerebrovascular pres-
sure transmission from laboratory pressure recordings
(112). Consistent with active vasoconstriction before brain
injury, during intact regulation of cerebral blood flow, the
highest modal frequency of cerebrovascular pressure
transmission decreased with increasing CPP. Conversely,
consistent with passive vasodilation with loss of autoregu-
lation induced by fluid percussion injury, the highest modal
frequency demonstrated a direct relationship with increas-
ing CPP (112).

SUMMARY

Although the subject of intracranial pressure dates back to
over 200 ago, both the invasive monitoring procedure
required to measure ICP with its accompanying risk of
infection and the nonunique nature of the extravascular
pressure measurement have retarded the development of
knowledge in this area. As a result, the intent of this article
is to provide the reader with a broad perspective of ICP
monitoring by providing background material on (1) the
physiological and anatomical characteristics of the cra-
niospinal, (2) a history of instrumentation techniques
including the most recent advances, (3) a brief review of
significant clinical ICP monitoring studies with an empha-
sis on severe head injury, (4) a review of analysis methods,
and (5) models of ICP dynamics related to analysis.
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INTRODUCTION

In the neonatal intensive care unit (NICU), monitoring is
an integral part of patient care. The primary goal of
monitoring is to ensure that early and appropriate inter-
vention can be initiated before to the onset of complica-
tions. Monitoring is also a means by which the effect of
interventions and therapies may be recorded, evaluated,
and controlled. The NICU staff have to deal with a full
range of conditions that can arise in the preterm or criti-
cally ill neonate, including hypoxemia, hypoglycemia,
hypotension, acidosis, and other serious problems. This
has led to the evolution and development of several moni-
tors and different sensor-based technologies for use in
NICU monitoring including umbilical vessel monitoring.
These sensors may provide more accurate and reliable
monitoring of neonatal physiological and biochemical
changes with a rapid response time. The umbilical vessels
may be directly accessed in the first few days of life. An
umbilical artery catheter (UAC) may be used for blood
pressure monitoring, blood sampling, and fluid or drug
infusion. An umbilical vein catheter (UVC) may be used
for central venous pressure monitoring, blood sampling,
and fluid or drug infusion. Different types of commercially
available umbilical catheters are used for these purposes.
These catheters differ in their length, size, number of ports,
and their material (such as silicone and polyurethane).
Blood pressure (BP) monitoring is an important part of
neonatal intensive care both for the acutely ill and the
convalescing neonate. The most accurate method of mea-
suring BP is by direct intra-arterial recordings, which
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usually use an umbilical catheter to access the umbilical
artery. As blood gas measurement methods and monitors
have progressed in adult critical medicine, most of the new
techniques and sensors have been used in the NICU by
using umbilical artery catheterization. This article
addresses the potential benefits of umbilical vessel cathe-
ters and associated monitoring devices. It sheds light on
the catheters and monitors available on the market and
explains the complications and the risks of these catheters.
Furthermore, this article looks at the direction of this
technology in the future, and it tries to stimulate develop-
ment of new technology for use in the monitoring of criti-
cally ill newborn infants (1–3).

Historical Aspects

In 1946, Louis K. Diamond, a pediatrician from Boston, and
F. H. Allen, Jr. developed a technique that allowed blood
transfusion to take place through the infant’s umbilical
cord vein. Regular transfusions were difficult because of
the small size of blood vessels in newborns, and there was a
further complication due to the use of steel needles and
rubber catheters. Diamond used plastic tubing on the
umbilical vein, which was larger than average and
remained open for several days after birth (4). By the
1960s, electronic monitors came into use and blood gases
began to be measured. By the 1970s, the use of umbilical
catheters and arterial pressure transducers was routine
(5). The first organized NICU opened its doors at Yale-New
Haven Hospital in 1960. The first successful use of extra-
corporeal membrane oxygenation (ECMO) was in 1975.
ECMO eventually reduced infant mortality from 80% to
25% for the critically ill infants with acute reversible
respiratory and cardiac failure unresponsive to conven-
tional therapy (6).

Anatomical and Physiological Aspects

The umbilical cord is a cordlike structure about 56 cm long,
extending from the abdominal wall of the fetus to the
placenta. Its chief function is to carry nutrients and oxygen
(O2) from the placenta to the fetus and return waste
products and carbon dioxide (CO2) to the placenta from
the fetus. It consists of a continuation of the membrane
covering the fetus and encloses a mucoid jelly (Wharton’s
jelly) with one vein and two arteries (7). Examination of the
umbilical cord (after cut) normally reveals two umbilical
arteries (UA) and one umbilical vein (UV) (Fig. 1). At skin
level, the UV is usually in the 12 o’clock position and has a
thinner wall and wider lumen than do the UAs (2). Before
birth, blood from the placenta, about 80% saturated with
O2, returns to the fetus by way of the UV. On approaching
the liver, most blood flows through the ductus venous
directly into the inferior vena cava (IVC), short-circuiting
the liver. A smaller amount enters the liver sinusoids and
mixes with blood from the portal circulation. After a short
course in the IVC, it mixes with deoxygenated blood return-
ing from the lower limbs before it enters the right atrium.
The blood leaves the heart to the descending aorta, where it
flows toward the placenta by way of the two UAs (7). The O2

saturation in the umbilical arteries is approximately 58%.
Changes in the vascular system at birth are caused by

cessation of placental blood flow and the beginning of
respiration. These changes are summarized in closure of
the umbilical arteries, closure of the umbilical vein and
ductus venous, significant reduction in the pulmonary
vascular resistance and right ventricle and right atrium
pressures, and significant increase in the systemic vas-
cular resistance, left ventricle, and left atrium pressures
(8). After birth, the blood volume of the neonate is about
300 mL, the cardiac output averages 500 mL/min, and the
arterial blood pressure is about 70/50 during the first day,
which increases slowly over the next several months.
Arterial blood pressure of the neonate has been best cor-
related with birth weight. Moreover, systolic and diastolic
pressures in the neonate are significantly correlated to
blood pressure levels in the mother (9).

Indications and Contra-Indications for Umbilical
Artery Catheterization

The primary indications for umbilical artery catheteriza-
tion include frequent or continuous blood gas measure-
ments, continuous monitoring of arterial blood pressure,
and resuscitation (umbilical venous line may be the first
choice) (10). Secondary indications include infusion of
maintenance glucose-electrolyte solutions or medications,
exchange transfusions, angiography, and a port for fre-
quent blood sampling, especially in a very low-birth-weight
neonate. These catheters should stay in place only as long
as a primary indication exists, with the exception of the
very low-birth-weight neonate who may need it for vital
infusions and frequent blood sampling. Contraindications
include evidence of local vascular compromise in lower
limbs or buttock areas, peritonitis, necrotizing enterocoli-
tis, omphalitis, gastroischisis, and omphalocele.

Indications and Contra-Indications for Umbilical
Vein Catheterization

The most frequent indications for umbilical venous cathe-
terization include emergency medication administration,
exchange transfusion, and partial exchange transfusion
(10). This catheter is also used for frequent blood sampling
and central venous pressure monitoring. Contraindica-
tions for the this catheter include routine fluid infusion
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Figure 1. Umbilical cord after it was cut.



(relative contraindication), omphalitis, omphalocele, gas-
troischisis, necrotizing enterocolitis, peritonitis, and extro-
phy of the bladder.

Description of Available Catheters (Design and Material)

Catheters must be made of nontoxic materials that are the
least injurious to the vascular intima and least likely to
cause thromboses and early atherosclerotic lesions (11).
Commercially available umbilical catheters are usually
latex-free, made of silicon or high-quality aliphatic poly-
urethane elastomer (Tecoflex). Silicone catheters are soft,
not-irritating, usually not reactive to body tissues and body
fluids, not supportive of bacterial growth, and less proble-
matic with blood clotting. Tecoflex is an advanced medical
formulation of polyurethane. Its physical characteristics
are very close to silicone; however, it is slightly stiffer
during insertion, which makes it easier to insert and better
to conduct arterial pressure. Tecoflex is thermosensitive,
softens at body temperature (12), and significantly reduces
the trauma to the vascular intima. These catheters have a
rounded tip, which makes them less likely to perforate
through the vessel during insertion. They have depth
markings at every centimeter for more accurate place-
ment and encased radiopaque stripes to confirm placement
by X ray after placement. Umbilical catheters are avail-
able with single-lumen, dual-lumen, and triple-lumen
catheters (13) (Fig. 2,a,b) in different sizes ranging from
2.6 to 8.0 Fr. (Table 1) Umbilical artery catheter tips are
designed in two different ways: end-hole and side-hole tips.
The side-hole catheters use a special electrode to measure
blood gases and biochemicals. A Cochrane review by Bar-
rington (14) showed that end-hole catheters are associated
with a much decreased risk of aortic thrombosis compared
with side-hole catheters. Therefore, umbilical artery cathe-
ters designed with a side-hole should not be used routinely
for umbilical artery catheterization in the newborn.
Furthermore, manufactures have made sterile, ready-
to-go umbilical catheterization trays. These trays contain

everything needed for umbilical catheterization, including
drapes, towels, suture, umbilical tape, skin preparation
materials, needles, forceps, syringes, and other instru-
ments.

Umbilical Vessel Catheterization Procedure

The infant must be supine and restrained (2). A field
around the umbilicus is sterilized and draped, and a silk
suture is looped around the base of the umbilical stump.
The distal end of the stump is cut off, leaving 2 cm of stump,
and the vessels are occluded to prevent blood loss. For the
umbilical artery catheterization (15), the stump is firmly
grasped with the gloved fingers of one hand, and one of the
two thick-walled umbilical arteries is dilated with a curved
iris forceps; then the umbilical artery catheter is inserted
into the artery. Some resistance may be encountered when
the catheter has been advanced 3 to 5 cm into the vessel,
but this resistance can usually be overcome by applying
steady downward pressure on the catheter. If the catheter
cannot advance, a second catheter can be inserted into the
other artery while leaving the first catheter in place. This
maneuver often causes one or the other vessel to relax and
permits one catheter to be advanced into the aorta.
Advancement of an UAC should place the tip above the
celiac axis but below the ductus arteriosis. All air should be
removed from the system. The accidental injection of small
amounts of air (<0.1 mL) may obstruct blood flow to the
legs for several hours. The catheter should be attached to a
pressure transducer and the arterial pressure measured.
For the umbilical vein catheterization, the single, large,
thin-walled umbilical vein is grasped with an iris forceps,
and the air-free catheter, which is connected to a closed
stopcock, is inserted 3 to 5 cm into the vessel with a twist-
ing motion. The UVC tip should lie a few centimeters into
the umbilical vein or inferior vena cava. The stopcock must
be closed to prevent aspiration of air through the catheter
should the patient take a deep breath. It is imperative that
no air be injected through venous catheter, because the air
may enter the systemic circulation through the foramen
ovale and occlude a coronary or cerebral artery. If it does,
the neonate may die or suffer central nervous system
damage. If the catheter ‘‘tickles’’ the atrial septum, the
neonatemaysufferarrhythmias.Withdrawalof thecathetera
short distance can solve the problem. Plain radiographs
should be taken to confirm placement (Fig. 3). ‘‘High’’ place-
mentoftheUACisdefinedinonemajorreviewoftheliterature
as one with ‘‘the tip in the descending aorta above the level of
the diaphragm and below the left subclavian artery’’ and ‘‘low’’
placement of the UAC as one with ‘‘the tip above the aortic
bifurcation and below the renal arteries’’ (16).

Neonatal Blood Gas and Biochemical Measurement

The blood gas measurement is the most widely used clinical
method for assessing pulmonary function in the neonate. It
forms the basis for diagnosis and management of neonates
with cardiorespiratory disease (17). The physiology of blood
gases is discussed in other parts of this Encyclopedia. We
will discuss in this section some issues related to the
neonatal blood gas measurement. The dissociation curve
of fetal hemoglobin (as compared with adult) is shifted to
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Figure 2. Commercially available umbilical catheters: (a) single-
lumen catheter and (b) dual-lumen catheter.

Table 1. Neonate Weight and Umbilical Catheter Size

Neonate Weight (g) UAC Size (Fr) UVC Size (Fr)

<1500 g 3.5 Fr 3.5 Fr
>1500 g 5.0 Fr 5.0 Fr



the left, and at any arterial O2 partial pressure (PaO2)
below 100 mm Hg (13332.2 Pa) fetal blood binds more O2.
This shift seems to be the result of the lower affinity of fetal
hemoglobin for 2,3-diphosphoglycerate (DPG). Shunting is
a common occurrence in the neonate, such as in congenital
cyanotic heart disease, persistent fetal circulation, or
atelectasis. O2 supplementation does not prevent the
hypoxia produced by such a shunt. Arterial carbon dioxide
partial pressure (PaCO2) is an important measure of pul-
monary function in neonatal respiratory disease. The
initiation of ventilation with the first breath after normal
delivery results in a rapid fall in PaCO2 within minutes of
birth. PO2 rises rapidly to levels of 60 to 90 mm Hg (17).
Immaturity of the kidney in the newborn affects the basal
acid–base status and the response to additional acid and
alkali loads (18). The blood bicarbonate (HCO3�) concen-
tration is typically lower than in the adult (18–21 mEq/L).
However, the blood pH (7.35 –7.43) is only marginally
decreased because of the compensatory increase in the
neonatal respiratory rate. Table 2 lists the normal values
of pH, PaCO2, and total CO2 in the adult and in preterm
and term neonates (19). The transition from fetal to neo-
natal life, which is associated with rapid changes in fluid

and electrolyte balance, and the neonate’s small size make
the electrolytes and glucose assessment difficult and com-
plicated (20), especially in the first week of life. A physio-
logic decrease in extracellular water volume, as well as a
transient increase in serum potassium and transient
decreases in plasma glucose and total plasma ionized
calcium concentrations, must be taken into account when
monitoring neonatal electrolytes and glucose. Frequent
and even continuous monitoring of physiological para-
meters is indicated in some cases, including glucose and
calcium monitoring in the premature newborn (limited
hepatic glycogen storage) and in newborns of diabetic
mothers (21). Before birth, fetal glucose is slightly higher
than maternal glucose. With cord clamping, neonatal
plasma level plummets over the first 60–90 min of life
(23), (23). Neonatal hormonal changes later leads to an
increase in endogenous glucose production and stabiliza-
tion of its level.

Technical Aspects of Neonatal Blood Gas
and Biochemical Measurement

Technologic innovations in the development of biosensors
and microprocessors have led to development of bedside
small and accurate point-of-care (POC) devices (24). POC
devices have been used widely in critical care units, includ-
ing the NICU. These devices are divided into two groups:
‘‘Analyzers,’’ which are not attached to the patient blood
source and require blood sampling, and ‘‘monitors,’’ which
are continuous or near-continuous patient-attached POC
monitors (25). Neonatal biochemical measurement may
include several important blood parameters, such as
sodium, potassium, calcium, glucose, and even lactate
Table 3.

Intermittent Blood Gas and Biochemical Measurement
(Sampling). This is the most common technique used in
the NICU for invasive neonatal blood gas and biochemical
measurement. Usually a small blood sample is withdrawn
from a blood vessel, such as an umbilical vessel through an
umbilical catheter. This sample is analyzed by using a
bedside point-of-care analyzer or sent to a small satellite
laboratory unit in the NICU or to the central laboratory.
Blood gas analyzers are discussed in other articles in this
Encyclopedia. These analyzers use the principles of Clark’s
electrode for PO2 measurement and Severinghaus’s
electrode for PCO2 measurement. Some blood-sample col-
lecting systems are commercially available, such as the
Edward VAMP Jr. system manufactured by Edward
(Fig. 4), which are manufactured specifically for neonate
and small children use. This system is latex-free, disposa-
ble, closed, with small volume systems. Such systems are
designed to the decrease the risks of blood loss, infection,
and air bubbles (26).

Continuous Intravascular Neonatal Blood Gas and
Biochemical Sensors. There are several drawbacks for
using frequent arterial blood gas (ABG) sampling in the
neonate (27). This method may result in blood loss that can
necessitate blood transfusion. Moreover, in this method,
rapid changes in blood gas values may be missed, especially
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Figure 3. Anteroposterior roentgenogram shows the position of
umbilical artery and vein catheters. Lateral roentgenogram is
needed to distinguish the umbilical artery from the umbilical
vein catheter and to determine the appropriate level of
insertion. A¼ endotracheal tube; B¼umbilical venous catheter.
C¼umbilical artery catheter passed up the aorta to T12.

Table 2. Acid–base Parameters in Neonates and Adults
(mean�SD)

Preterm Term Adult
pH 7.40 � 0.08 7.40 � 0.06 7.40 � 0.03
PCO2 34.0 � 9.0 33.5 � 3.6 39.0 � 2.6
Total CO2 21.0 � 2.0 21.0 � 1.8 25.2 � 2.8



in conditions needing quick and close ABG monitoring,
such as after surfactant administration (28) and during
high-frequency ventilation (29). These drawbacks dictate
the need for a more efficient real-time way to monitor ABGs
(30). For the last two decades, intra-arterial PaO2 monitor-
ing has been available with the use of a Clark electrode (31)

or a multiparameter sensor with an umbilical artery cathe-
ter (32). New fiber-optic continuous blood gas monitoring
sensors have been validated and used in the neonate with
an UAC, such as Neotrend. These devices promise to be
safe, easy to use, and accurate in newborns. However, the
cost-effectiveness of these devices is still not well estab-
lished (33) (refer to the blood gas measurement article in
this Encyclopedia for details about Neotrend). The ex vivo
in-line VIA Low Volume Mode blood gas and chemistry
monitoring system (VIA LVM Monitor; Metracor Technol-
ogies, Inc., San Diego, CA) is an in-line, low-volume POC
monitor for neonates and children. Studies have shown
promising results in using this monitor in the neonate.
However, its cost-effectiveness has not been established yet
(25,34). This device measures pH, PaCO2, PO2, Naþ, Kþ,
and hematocrit (Hct) by automatically drawing blood
(almost 1.5 mL) from a patient’s arterial catheter, analyz-
ing it, and reinfusing the blood sample back into the
patient. Results are usually displayed in 1–2 min.
The operator performs an initial calibration, and then
the device performs self-calibration after each sample
and at least every 30 min. This machine is compatible with
all sizes of UACs and peripheral arterial catheters. Figure
5 shows a diagram of the VIA LVM monitor and its com-
ponents at the neonate bedside.
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Table 3. The Main Blood-Chemistry Parameters Monitored in the Neonatal Care Unit, With Typical Sensing Principles and
Transducers

Parameter Sensing Principle(s) Transducer(s)

Invasive Blood Pressure Electrical, impedance
Optical, reflection

Strain gauge, piezoresistor
Photodetector and emitter

PO2 Optical, fluorescent
Electrochemical, amperometric

Photomultipler tube
Clark oxygen electrode

PCO2 Optical, fluorescent
Electrochemical, potentiometric

Photomultipler tube
Ion-sensitive electrode

Glucose Optical, colorimetric
Electrochemical, amperometric

Photodetector
Enzyme modified biosensor

Lactate Optical, colorimetric
Electrochemical, amperometric

Photodetector
Enzyme modified biosensor

Electrolytes (K, Na, Ca, Cl) Optical, colorimetric
Electrochemical, potentiometric

Photodetector
Ion-selective electrode (ISE)

pH Optical, colorimetric
Electrochemical, potentiometric

Photodetector
Ion-sensitive electrode

Hemoglobin Optical, absorption Photodetector and emitters

Figure 4. Edward VAMP Jr. blood-sample collecting system.
Figure 5. Diagram of the VIA LVM in-line ex vivo monitor and
its components at the neonate bedside.



Neonatal Hemodynamic Monitoring

Direct arterial blood pressure monitoring is the most accurate
technique for determining arterial pressure in the neonate
(9). This method is best done by using umbilical artery
catheterization. It is an easy and quick procedure in compar-
ison with other neonatal artery catheterizations, such as
radial and femoral artery catheterization. After the umbi-
lical artery catheterization is done as described above, it is
connected to a pressure transducer and a continuous flow
device, as well as stopcock and manometer tubing.

Basic Concepts. Hemodynamic pressure monitoring
requires several basic components to accurately measure
the physiologic pressures. These components are: (1) an
intravascular catheter, (2) connecting tubing and stop-
cocks to connect that catheter and the patient’s blood
vessels to the monitoring system, (3) a pressure transducer
to convert the mechanical impulse of a pressure wave into
an electrical signal through movement of a displaceable
sensing diaphragm, (4) a continuous flush device that fills
the pressure tubing with fluid and helps prevent blood from
clotting in the catheter, (5) an amplifier that increases the
low-voltage signal from the pressure transducer to a signal
that can be displayed on a display device, (6) an oscilloscope
to display waveforms and a digital readout to display
numerical data, and (7) a processor or microcomputer that
is used to calculate various hemodynamic parameters
based on the measured variables.

Pressure Transducers. Pressure transducers are divided
in two groups: (1) External transducers located away from
the intravascular catheter and connected to that catheter
via fluid-filled pressure tubing, and (2) catheter-tip trans-
ducers. The external transducers use three types of sensing
elements: (1) strain gauges. These consist of an electrically
conductive elastic material that responds reversibly to
deformation by a change in electrical resistance. The resis-
tance is converted into a voltage signal by connecting the
elements to form a Wheatstone bridge circuit. The output
voltage is proportional to the applied pressure and the
excitation voltage. Strain gauges are the most common
method of pressure transduction. (2) Silicon strain gauges.
These are thin slices of silicon crystal bonded onto the back
of a diaphragm. The movement of the diaphragm causes a
change in the resistance of the crystal, which can be
converted into an output signal. Silicon strain gauges
are more sensitive than standard strain gauges, but they
are affected by temperature and are non-linear. (3) Optical
sensors: These are also diaphragms, but in this case, the
movement of the diaphragm is sensed by reflecting a beam
of light off the silver back of the diaphragm onto a photo-
electric cell. The intensity of light sensed by the photo-
electric cell changes with the diaphragm position, causing
a decrease in its electrical output.

The Pressure Measurement System. The arterial wave-
form can be characterized as a complex sine wave, which is
the summation of a series of simple sine waves of different
amplitude and frequencies. The fundamental frequency (or
first harmonic) is equal to the heart rate. The first 10

harmonics of the fundamental frequency contribute to
the waveform. Any measurement system responds to a
restricted range of frequencies only. Within this range,
the system may respond more sensitively to some frequen-
cies than to others. The response of the system plotted
against the signal frequency is the frequency response of
the system. However, the measurement system may pos-
sess natural frequencies or resonances determined by the
inertial and compliant elements in a mechanical system.
These resonances can distort the output signals. Therefore,
it is essential that the natural frequencies do not lie in the
operating frequency range of the instrument. Moreover,
the output signal of a measurement may differ from the
input signal created by the bloodstream because of the
inertial components, frictional effects of movement, viscous
forces of fluids, and electrical resistance. The property that
determines these effects is called the damping of the
system (35).

Technical Management of Pressure Monitoring System.
These are some significant practical points in operating
this system:

1. Removal of all air bubbles from system: Air is more
compressible than fluid, and it tends to act as a
‘‘shock absorber’’ within the pressure monitoring
system, leading to an overdamped waveform, which
may lead to false readings of the blood pressure.
Moreover, air bubbles may cause serious air embo-
lism, especially in neonates and small children.

2. Zeroing the transducer: The accuracy of invasive
pressure measurements is dependent on the estab-
lishment of an accurate reference point (Zeroing).
This is done by opening the stopcock to atmospheric
pressure and zeroing the measurement system to
eliminate the effect of the atmospheric pressure,
and by leveling the transducer to the level of the
upper portion of the right atrium (the patient’s ‘‘mid-
axillary line’’ or ‘‘phlebostatic axis’’) to eliminate the
effect of the blood hydrostatic pressure.

3. Fast-flush technique: A ‘‘fast-flush’’ or ‘‘square wave
test’’ is performed by opening the valve of the con-
tinuous flush device, which leads to an acute increase
in the fluid flow rate through the catheter-tubing
system from the usual 1–3 mL/h to 30 mL/h. This
generates an acute rise in pressure within the system
such that a square wave is generated on the monitor.
With closure of the valve, a sinusoidal pressure wave
of a given frequency and progressively decreasing
amplitude is generated. A system with appropriate
dynamic response characteristics will return to the
baseline pressure waveform within one to two oscil-
lations. If the fast-flush technique produces dynamic
response characteristics that are inadequate, the
clinician should troubleshoot the system (i.e., remove
all air bubbles, minimize tubing length and stop-
cocks, etc.) until an acceptable dynamic response is
achieved. The above-explained basic concepts in
hemodynamic monitoring are used in pressure mon-
itoring in neonates as well as in adults. Because of
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the small size of a neonate (or premature newborn)
and because of the different indications and expected
complications from adults and older children, these
monitors have been modified to fit these require-
ments. These modifications and changes include (1)
using a more simple tubing system with fewer stop-
cocks to reduce the risk of air embolism and infection,
(2) using a smaller volume tubing system with small
syringes to decrease blood loss and the need for blood
transfusion, and (3) using a special constant-low-rate
flush system to decrease the risk of fluid overloading.
After correct placement of the umbilical artery cathe-
ter, a stopcock (free of air bubbles) is connected to its
distal end. Then a fluid-filled, well-flushed pediatric/
neonatal blood pressure tubing is connected to that
stopcock (or directly to the catheter). The transducer
is zeroed and leveled to the midaxillary level. There
are several commercially available neonatal/pedia-
tricpressure transducersand tubing systems.Figure6
shows a disposable, latex-free neonatal/pediatric
Deltran blood pressure monitoring and needleless
blood collection system (36). For central venous pres-
sure (CVP) monitoring, a dual-lumen or triple-lumen
umbilical vein catheter may be used. Figs. 2 and 7
show some of the currently available catheters. Neo-
natal/pediatric pulmonary artery catheters (PACs)
have been used through the umbilical vein. However,
they are difficult to place and have numerous com-
plications and risks associated with their placement.
Other noninvasive cardiac monitors, such as echo-
cardiography, can assess cardiac output and other
physiological cardiac parameters. Thus, use of the
neonatal PAC has decreased significantly. The most
common indications for pediatric PACs are for car-
diogenic shock, for severe distributive shock, for the
use of very high ventilator pressures to achieve ade-

quate oxygenation, and for the perioperative man-
agement of patients who have undergone complex
cardiac or other major surgeries (37). The smallest
thermodilution catheter available is 5 Fr in size,
although a single-lumen 4-Fr catheter exists and is
useful formeasuringpulmonaryarterypressure (PAP)
or obtaining mixed venous saturation (MvO2). Poten-
tial complications of pulmonary artery catheterization
include pulmonary artery erosion or infarction, dys-
rhythmia, damage to the pulmonic valve, coiling in the
right ventricle, and cardiac perforation (38).

Complications and Risks

Umbilical Artery Catheter. Many complications and
risks are associated with UAC placement (39). Therefore,
these catheters should not be used solely for fluid and
medication administration. If an infant does not require
frequent arterial blood sampling or continuous blood pres-
sure monitoring, there is almost no justification for leaving
a UAC inserted. The advantages and disadvantages of
‘‘high’’ versus ‘‘low’’ UAC are still debated. Recent studies
(40–43) have found that ‘‘high’’ catheters are associated
with a decreased incidence of complications without a
statistically significant increase in any adverse sequelae.
Therefore, one major review of the literature has concluded
that ‘‘there appears to be no evidence to support the use of
low placed umbilical artery catheters. High catheters
should be used exclusively’’ (40). It is clear that UACs that
are located between the ‘‘high’’ and ‘‘low’’ positions are never
appropriate. Catheters in these positions have been asso-
ciated with refractory hypoglycemia (infusion into the celiac
axis), paraplegia (infusion into the artery of Adamkievicz)
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Figure 6. Neonatal/Pediatric Deltran pressure tubing with
needleless blood collection system.

Figure 7. Catheter.



(44), and thromboses that affect the kidneys (infusion into
the renal arteries) or the gut (infusion into the mesenteric
arteries). A catheter that is found in this intermediate
position should be pulled to a ‘‘low’’ position or removed.
Similarly, catheters should not be placed below the level of
L5 because of the risk of gluteal skin necrosis (45) and sciatic
nerve damage (45). Catheters that are placed below the level
of L5 should be removed promptly. Other complications may
include catheter occlusion, infection, air embolism, breaks
or transection of the catheter, electrical hazards, intravas-
cular knots in the catheters, bladder injury, peritoneal
perforation, Wharton’s jelly embolus, and others.

Umbilical Venous Catheter. Thromboembolic events
and infections are common complications of UVC use.
These complications are similar to those of other central
catheters, although UVCs are associated with an increased
risk of localized infections of the liver and heart. Complica-
tions that are specific to UVC commonly are the result of
malposition of the catheter. Nearly all experts recommend
placement of the catheter outside the heart in the IVC (46).
Complications occur as a result of placement of the catheter
in the right side of the heart or the left side (via the foramen
ovale). Cardiac arrhythmias are common complications,
but these arrhythmias usually resolve after catheter with-
drawal from the heart. Cardiac perforation with subse-
quent pericardial effusion and cardiac tamponade has been
reported (47) Quick diagnosis (high index of suspicion,
chest radiograph, and ultrasonography) and prompt treat-
ment with pericardiocentesis decrease mortality signifi-
cantly in these neonates. Placement of the catheter in the
portal system can result in serious hepatic injury. Hepatic
necrosis can occur from thrombosis of the hepatic veins or
infusion of hypertonic or vasospastic solutions into the liver.
Necrotizing enterocolitis and perforation of the colon also
have been reported after positioning of the catheter in the
portal system. Other complications of umbilical venous
catheters have been reported and include perforation of
the peritoneum, electrical hazards, and digital ischemia.

Umbilical Catheter Removal and Maintenance

According to the American Academy of Pediatrics (AAP)
guidelines (48), umbilical artery or venous catheters
should be removed and not replaced if there is any sign
of catheter-related bloodstream infections, vascular insuf-
ficiency, or thrombosis. Moreover, umbilical catheters must
be removed as soon as possible when no longer needed or
when any sign of vascular insufficiency to the lower extre-
mities is observed. An umbilical artery catheter should not
be left in place more than 5 days. However, an umbilical

venous catheter can be used up to 14 days if managed
aseptically. Umbilical venous catheters may replaced only
if the catheter malfunctions. Table 4 lists the important
tasks for daily care of umbilical indwelling catheters.

FUTURE TRENDS IN INVASIVE NEONATAL MONITORING

Providing real-time, accurate, reliable, compact, at the bed-
side, and safe neonatal monitoring devices is the future goal
of researchers and manufactures involved with neonatal
critical care (3). However, the cost issue is still outstanding
and is going to be a major factor in directing this industry.
The market demand for integrated critical care units and the
clinical demand for continuous and rapid biochemical mon-
itoring at the bedside, especially in critically ill patients, will
lead to a closer integration between the vital signs monitors
and POC analyzers. The monitor and POC analyzer manu-
facturers have been separate companies. This will slowly
change through the formation of strategic alliances and
mergers. Therefore, new devices will combine continuous
vital signs, blood gases, and blood chemistry in the critical
care units, including the NICU. The demand for continuous
monitoring of biochemical parameters is at the same time
bounded by the requirement for low-blood-loss systems, espe-
cially in the NICU. This is where the in-line and indwelling
analyzers can offer a major advantage over the POC analy-
zers. Fortunately, technology is also moving in the right
direction to minimize iatrogenic blood loss and decrease the
risk of infection through the advances made in sampling,
preparation, and handling of liquids using microfluidic
techniques and closed systems (49). It is likely that in-line
monitors that interface to umbilical artery catheters will
become more widespread and will require decreasing sam-
ple-volumes. The continuing application and refinement of
established optical assay methods, such as absorption and
fluorescence spectroscopy, onto fibre-optic cables will enable
the detection of increasing numbers of analytes by indwel-
ling probes encased within the umbilical catheters (50,51).

SUMMARY

The use of umbilical vessel catheterization and associated
monitoring techniques and devices has been advanced
dramatically since Dr. Louis K. Diamond of Boston used
plastic tubing on the umbilical vein for blood transfusion in
1946. Advances in invasive neonatal monitoring and neo-
natal intravascular access have led to a significant reduc-
tion in the incidence of complications and have increased the
number of indications for umbilical catheters. Umbilical
vessel catheterization is now a routine and safe procedure
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Table 4. Care of Indwelling Umbilical Catheter

� Change all tubings and connections daily.
� Secure and label all tubing, and connections should be secured and labeled appropriately.
� Use only appropriate filters.
� Maintain catheter, connections, and tubing free of blood to prevent clot formation, or inadvertent flushing of preexisting clots into the

neonate.
� Flush catheter with 0.5 mL of flush solution each time blood sample is drawn.
� Chart fluids infused in intake/output record.
� Infuse heparinized parenteral solution continuously through catheter, interrupting only to obtain blood samples.



in the NICU. Moreover, with the increase in the survival
rate of low- and very low-birth-weight neonates, the need for
these catheters has increased. Sometimes these catheters
are the only intravascular access that can be established in
this new group of patients. The innovation and development
of medical applications of silicone and polyurethane enable
the manufacturers to make soft, small catheters with ade-
quate lumen size. These catheters cause minimal adverse
reaction to the newborn body. To decrease the risk of blood
loss and infection, new blood sampling devices have been
developed. These systems are closed and have small volume
tubing. New technologies for continuous monitoring of blood
gases and neonatal chemistries in-line have been integrated
with the umbilical catheters by using special sensors
encased in the tip of the catheters. The future trend is to
use smaller, compact, real-time, bedside monitors combined
with pulse oximetry and other vital signs monitors. How-
ever, the issue of the cost-effectiveness of these machines
has yet to be determined.
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INTRODUCTION

This article outlines the association of antibodies within
the human immune system, the structural and binding
characteristics of antibodies, and the development and
production of monoclonal antibodies. Recent advance-
ments in recombinant DNA techniques and genetic engi-
neering are described, including the use of plants to
increase the production capacity of Mabs. Their usefulness
as biological and medical reagents is further elaborated in
a description of the various instrumentation, techniques,

and assays employed in the diagnosis and treatment of
diseases as well as their utility in the research laboratory.

THE IMMUNE SYSTEM AS IT APPLIES TO ANTIBODIES (1)

The immune system is normally directed at foreign mole-
cules borne by pathogenic microorganisms. However, the
immune system can also be induced to respond to simple
nonliving molecules. Any substance that can elicit an
immune response is said to be immunogenic and is called
an immunogen. There is a clear operational distinction
between an immunogen and an antigen. An antigen is
defined as any substance that can bind to a specific anti-
body (see below), but is not necessarily able to elicit an
immune response by itself.

Immunization

The deliberate induction of an immune response is known
as immunization. To determine whether an immune
response has occurred and to follow its course, the immu-
nized individual is usually monitored for the appearance of
antibodies directed at the specific antigen. Monitoring the
antibody response usually involves the analysis of rela-
tively crude preparations of sera. The serum is the fluid
phase of clotted blood, which contains a variety of specific
antibodies against the immunizing antigen as well as other
soluble serum proteins.

Cells Participating in an Immune Response

B lymphocytes (or simply B cells) are one of the two major
types of lymphocytes that enable the adaptive immune
response. When activated, B cells differentiate into plasma
cells that secrete antibodies. T lymphocytes or T cells
consist of three main classes. One class differentiates upon
activation into cytotoxic T cells, which may kill foreign
tissues, cancer cells, and cells infected with virus. The
second class of T lymphocytes is T helper cells that differ-
entiate into cells that activate and enable the proper
function of other cells, such as B cells. The third class is
the T suppressor cells that limit the extent of the immune
response.

Antigen Recognition

Both T and B lymphocytes bear receptor proteins on their
surface that allow them to recognize antigen. Collectively,
these receptors are highly diverse in their antigen speci-
ficity, but each individual lymphocyte is equipped with
membrane-bound receptors that will recognize only one
particular antigen. Each lymphocyte therefore recognizes a
different antigen. Together, the receptors of all the differ-
ent lymphocytes are capable of recognizing a very wide
diversity of antigens, which encompass most of the differ-
ent antigens an individual will meet in a lifetime. These
include those antigens that are exclusively synthesized in
the laboratory. The B cells do not secrete antibody until
they have been stimulated by specific antigen. The B-cell
antigen receptor (BCR) is a membrane-bound form of the
same antibody that they will secrete when activated by
antigen. Thus the antigen recognized by both the BCR and
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the secreted antibody present in the same B cell, are
identical.

Antibodies

Antibody molecules as a class are now generally known as
immunoglobulins (Ig), and the antigen receptor of B lym-
phocytes is known as surface immunoglobulin. The T cell
antigen receptor (TCR) is related to immunoglobulins, but
is quite distinct from it in structure and function.

Structure and Function of Antibodies

Antibodies are the antigen-specific products (proteins)
secreted by B cells. The antibody molecule has two separate
functions: one is to bind specifically to molecules from the
immunogen (pathogen) that elicited the immune response;
the other is to recruit various cells and molecules in order
to remove and destroy the pathogen once the antibody is
bound to it. These functions are structurally separated in
the antibody molecule. One region of the antibody specifi-
cally recognizes antigen and the other engages the effector
mechanisms that will dispose of it.

The antigen-binding region varies extensively among
antibody molecules and is thus known as the variable
region or V region, labeled as VH (heavy chain) and VL
(light chain). It is this variability that allows each antibody
molecule to recognize and bind a particular antigen. The
total repertoire of antibodies made by a single individual is
large enough to ensure that virtually any structure can be
bound. The association between the antibody and the
antigen depends on their steric conformation. That is,
depending on the size and interatomic distance of these
reacting molecules, a tight fit between the antibody com-
bining sites and the antigenic determinant can occur.

The region of the antibody molecule that engages the
effector functions of the immune system, but is not asso-
ciated with antibody binding and does not vary in the same
way is known as the constant region or C region. It is
typified by the IgG antibody shown in Fig. 1 and is desig-
nated CL (light chain) and CH (heavy chain). It has five
main forms, or isotypes, that are specialized for activating
the different immune effector mechanisms.

The remarkable diversity of antibody molecules is the
consequence of a highly specialized mechanism by which
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the genes that code for antibody production and that are
expressed in any given B cell are assembled by DNA
rearrangements that join together two or three different
segments to form a V region gene during the development
of the B cell. Subsequent DNA rearrangement can attach
the assembled V-region to any C-region gene and thus
produce antibodies of any of the five isotypes.

Antibodies are roughly Y-shaped molecules. All anti-
bodies are constructed in the same way from paired heavy
and light polypeptide chains. In Fig. 1, one can observe that
the innermost regions of the Y-shaped molecule are the
heavy chains; the light chains are the outermost regions.
Within this general category, however, five classes (iso-
types) of immunoglobulin -IgM, IgD, IgG, IgA, and IgE- can
be distinguished biochemically as well as functionally. The
five classes are defined by the structure of their heavy
chain. Their distinctive functional properties are conferred
by differences in the amino acid sequences of the carboxy-
terminal part of the heavy chain (COOH in Fig. 1) in the
region that is not associated with the light chain. IgG
(Fig. 1) will be used to describe the general structural
features of immunoglobulin molecules.

The IgG antibodies are large molecules (�150 kDa)
composed of two different polypeptide chains. One of these
polypeptide chains, �50 kDa in size, is termed the heavy or
H chain. The other, is 25 kDa in size, and is termed the
light chain or L chain. The two chains are present in an
equimolar ratio, and each IgG molecule contains two heavy
chains and two light chains. The two heavy chains are
linked to each other by disulfide bonds and each heavy
chain is linked to a light chain by a disulfide bond. In any
one immunoglobulin molecule, the two heavy chains and
the two light chains are identical, enabling them to bind
two identical antigenic determinants.

The amino-terminal sequences of both the heavy and
light chains vary greatly among different antibodies. The
variability in sequence is limited to approximately the first
110 amino acids on the chain, corresponding to the first
domain, whereas the carboxy-terminal sequences are con-
stant between immunoglobulin chains, either light or
heavy, of the same isotype.

Fragmentation of Antibodies

The antibody molecule can be readily cleaved by different
proteases into functionally distinct fragments. For exam-
ple, Fab fragments, each of which consists of two identical
fragments, each containing the antigen binding region.
Additionally, an Fc fragment can be extracted that inter-
acts with effector molecules and cells, or one F(ab0)2 frag-
ment that contains both arms of the antigen binding
region. Figure 1 shows the sites of the derivation of these
fragments. Genetic engineering techniques now permit the
construction of designed variations of the antibody mole-
cule such as a truncated Fab that comprises only the V
region of a heavy chain linked to a V region of a light chain.
This is called a single–chain Fv. A broad range of geneti-
cally engineered molecules are now becoming valuable
therapeutic agents because their smaller size readily per-
mits their penetration into tissue. Useful antibodies from
animal sources have been engineered in a process referred

to as ‘‘humanization’’. This avoids their recognition as
foreign, and prevents their rapid clearance from the body.
The process utilizes the variable region of a mouse antibody
coupled to the Fc region from human antibodies. Antibody
fragments may also be coupled to toxins, radioactive iso-
topes and protein domains that interact with effector
molecules or cells.

MONOCLONAL ANTIBODIES

Antibody Heterogeneity

The antibodies generated in a natural immune response or
after immunization in the laboratory are a mixture of
molecules of different antigen specificities and affinities.
Because of their multiple specificities they are termed
polyclonal antibodies. Some of this heterogeneity results
from the production of antibodies that bind numerous
different antigenic determinants (epitopes) present on
the immunizing antigen. However, even antibodies direc-
ted at a single antigenic determinant can be markedly
heterogeneous. Antisera (serum containing antibodies
against specified antigens) are valuable for many biological
purposes, but they have certain inherent disadvantages
that relate to the heterogeneity of the antibodies they
contain. First, each antiserum is different from all other
antisera, even when raised in a genetically identical ani-
mal while using the identical preparation of antigen and
immunization protocol. Second, antisera can be produced
in only limited volumes, and thus it is impossible to use the
identical serological reagent in a long or complex series of
experiments, or in clinical tests or therapy. Finally, even
purified antibodies may include minor populations of anti-
bodies that give unexpected cross-reactions that confound
the analysis of experiments and can be harmful in therapy.
To avoid these problems, and to harness the full potential of
antibodies, it became necessary to develop a method for
making an unlimited supply of antibody molecules of
homogeneous structure and known specificity. This has
been achieved through the production of monoclonal anti-
bodies from hybrid antibody forming cells or, more
recently, by genetic engineering.

Production of Monoclonal Antibodies

In 1975, using cell culture techniques, Kohler and Milstein
(2) found a way to grow an immortal B-cell-like lymphocyte
that continuously produced an antibody with a predeter-
mined specificity. The procedure required the immuniza-
tion of a mouse in order to produce a large population of
B-cells in the spleen that would secrete a specific antibody.
However, in cell culture, the life span of spleen cells is only
a few days. To produce a continuous source of antibody,
the B cells had to grow continuously. This was achieved by
fusing the spleen cells that contained a particular gene,
the hypoxanthine-guanine phosphoribosyl transferase
(HGPRT) gene with immortal myeloma cells (cancerous
plasma cells). In general, plasma cells are mature-antibody
secreting B cells. The myeloma cells were preselected to
ensure three specific properties. First, immortality in cell
culture; second, that they were sufficiently altered so that
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they did not secrete antibody, and third, that they would
not flourish in a particular growth medium containing
hypoxanthine, aminopterin and thymidine (HAT). The
HAT medium was previously shown to be a highly selective
medium for those specific hybrid cells that lack the gene for
the enzyme, HGPRT. Consequently, all unfused myeloma
and spleen cells would not survive in the HAT medium. The
HGPRT gene that was contributed by the spleen cell

permitted only hybrid cells to survive in the HAT medium,
because only hybrid cells would be able to grow in the
culture due to the conferral of immortality by the myeloma
cells. Therefore, the immune spleen cells conferred both
antibody specificity and the HGPRT gene to the hybrid cell,
while the myeloma cell conferred immortality to the spleen
cell and they were able to survive indefinitely in culture.
This is the method that is used today to produce individual
hybridomas (the hybrid cells) that are then screened for
antibody production. Single antibody-producing cells that
produce an antibody with the desired specificity are cloned.
These cloned hybridoma cells are grown in bulk culture to
produce large amounts of antibody that are used in a
variety of ways. Since each hybridoma is descended from
a single B cell, all cells of a particular hybridoma cell line
produce the same hybridoma molecule. This is the mono-
clonal antibody (Mab). The procedure is shown as a sche-
matic outline in Fig. 2.

Recombinant Genetic Engineering

The field of antibody engineering endeavors to improve the
target specificity and effector function of the antibodies by
altering their construction, while retaining their binding
characteristics. This is achieved by using new recombinant
engineering technologies to redesign the molecular archi-
tecture of the antibodies. Examples of this are shown in
Fig. 3, where in a process called genetic engineering,
recombinant DNA (spliced DNA that is formed from two
or more sources and then rejoined) is produced by putting
genes from one species into the cells of an individual
organism of another species. The foreign DNA becomes
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Figure 3. Antibody engineering: exa-
mples of antibody-based constructs
and respective routes for their genera-
tion. Hybridoma technology provides a
way of producing mouse monoclonal
antibodies. Genetic engineering has
encouraged the creation of chimeric,
humanized, and human antibodies,
antibody fragments (traditionally
obtained by partial digestion of
immunoglobulins with proteases),
multimeric antibody fragments, fusion
(immunoadhesins and immunotoxins)
and bispecific antibodies. Multimeric
antibody fragments (diabody, tria-
body, and tetrabody) are represented
as multivalent structures, although
they can also be engineered to be
multispecific. The minibody depicted
is a dimer that can be linked to the
CH3 fragment via a LD linker or a
flexible linker (FlexMinibody). Bispeci-
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part of the host’s genome (its genetic content) and is
replicated in subsequent generations descended from that
host. An alternative technique for producing antibody-like
molecules is the Phage Display Libraries for Antibody
V-region Production (4). In this approach, gene segments
that encode the antigen-binding variable region of anti-
bodies are fused to genes that encode the coat protein (out-
side surface) of a bacteriophage (viruses that infect bacteria).
In essence, mRNA from primed human B-cells is converted
to cDNA. The large variety of diverse antibody genes are
expanded by the polymerase chain reaction (PCR) to gen-
erate a highly diverse library of antibody genes. Bacter-
iophage containing such gene fusions are then used to
infect bacteria, resulting in phage particles that have outer
surfaces that express the both antibody-like fusion protein,
and the same antigen-binding domain displayed on the
outside of the bacteriophage. The collection of such recom-
binant phages, each displaying a different antigen-binding
domain on its surface, is known as a phage display library.
A particular phage can be isolated from the mixture and
can be used to infect fresh bacteria. Each phage isolated in
this way produces a monoclonal antigen-binding particle
analogous to a monoclonal antibody. A complete antibody
molecule can then be produced by fusing the V region of a
particular phage with the invariant part of the immuno-
globulin gene. These reconstructed antibody genes can be
introduced (transfected) into a suitable host cell line. These
genes will become part of the cell’s genome and will secrete
antibodies akin to hybridomas.

Monoclonal Antibodies Produced in Plants, Plantibodies

After undergoing genetic engineering techniques, plant
cells are capable of assembling and producing unlimited
quantities of antibodies, referred to as plantibodies (5).
This trademark name for human antibodies manufactured
in plants has functionally limitless production capacity and
lower costs than those associated with the yeast fermenta-
tion process that is currently being used to produce mass
quantities of human antibodies. This fairly recent finding
might prove to be of benefit in the medical, consumer, and
industrial applications of monoclonals. For example, it has
been postulated that the development of plantibodies with
a capability of sequestering heavy metals or radioactive
compounds might have a very positive impact on the
environment, particularly because their production is very
inexpensive and large supplies are easily produced.
Because the corn crop is so readily available worldwide,
and its kernel stores natural plantibodies, these can be
purified as needed by standard milling procedures. Potato
and tomato crops are also being used. The first clinical use
of the effectiveness of a plantibody was against the bacter-
ium, Streptococcus mutans. This organism produces lactic
acid that erodes tooth enamel. The plantibody was brushed
onto human teeth for 3 weeks and tooth decay was pre-
vented for up to 4 months. The action of the antibody was to
prevent the bacterium from binding to the tooth surface.
Plantibody-containing gels are being developed to prevent
genital herpes infections and to protect newborn babies
during delivery against transmission of the Herpes virus
from infected mothers. Plantibodies against human immu-

nodeficiency verus (HIV) and the production of sperm are
also being developed. Concerns have been expressed about
the use of genetically engineered food crops because of the
potential dangers of their getting into the wrong hands, or
disturbing the ecological balance.

The aforementioned technologies have revolutionized
the use of antibodies by providing a limitless supply of
antibodies with single and known specificity. Monoclonal
antibodies are now used in most serological assays, as
diagnostic probes and as therapeutic agents.

TECHNIQUES FOR USING MONOCLONAL ANTIBODIES
AS SEROLOGICAL AND DIAGNOSTIC PROBES

Monoclonal antibodies can serve as tools for diagnosing
and treating disease and are valuable agents in the
research laboratory. Their utility required the develop-
ment of procedures that would permit them to be viewed
at the particular region of interest. Some of the most widely
used techniques are described in the following sections (1).

Immunofluorescence

Since antibodies bind stably and specifically to their cor-
responding antigen, they are invaluable as probes for
identifying a particular molecule in cells, tissues, or bio-
logical fluids. Monoclonal antibody molecules (Mabs) can
be used to locate their target molecules accurately in single
cells or tissue sections by a variety of different labeling
techniques. When either the antibody itself, or the anti-
Mab that is used to detect it, is labeled with a fluorescent
dye the technique is known as immunofluorescence. As in
all serological techniques, the antibody binds stably to its
antigen, allowing any unbound antibody to be removed by
thorough washing. The fluorescent dye can be covalently
attached directly to the specific antibody, but more com-
monly, the bound antibody is detected by a secondary
fluorescent anti-immunoglobulin; that is, the first antibody
binds to the antigen and a fluorescent secondary antibody
(antibody) is targeted to the primary antibody–antigen
complex. The technique is known as indirect immunofluor-
escence, which is demonstrated in Fig. 4, where the binding
of the first antibody to the antigen is followed by the
binding of the antibody. The dyes chosen for immunofluor-
escence are excited by light of a particular wavelength, and
emit light of a different wavelength in the visible spectrum.
By using selective filters that can permit only certain
wavelengths of light to pass, only that light coming from
the dye or fluorochrome used is detected in the fluorescence
microscope. Therefore, the antibody can be located by
virtue of its emission of fluorescent light. The recently
developed confocal fluorescent microscope considerably
enhances the resolution of the technique. If different dyes
are attached to different antibodies, the distribution of two
or more Mabs can be determined in the same cell or tissue
section. Differentiating between the antibodies occurs
because either the dye or the fluorochrome will excite at
different wavelengths or because they will emit their fluor-
escence at different wavelengths. An example of the immu-
nofluorescence technique is shown in Fig. 4, whereby,
through the use of monoclonal antibodies targeted to
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intracellular proteins, certain structures within the cell
become visible. The structure shown in Fig. 5 is that of the
spindle, which appears during cell division. During certain
phases of cell division, the chromosomes arrange themselves
in the equatorial plane of the spindle. The spindle is made
up of microtubules that, in turn, are composed of proteins.
Monoclonal antibodies that would bind to two specific pro-
teins, a and g-tubulin, of the microtubule were synthesized
and labeled with two different fluorochromes. During cell
division, the cells were exposed to the fluorescent-labeled
Mabs that formed a complex with the proteins and per-
mitted visualization of the spindle.

Immunohistochemistry

An alternative to immunofluorescence for detecting a pro-
tein in tissue sections is immunohistochemistry, in which
the specific Mab is chemically coupled to an enzyme that
converts a colorless substrate into a colored reaction pro-

duct in situ. The Enzyme-Linked ImmunoSorbent Assay
(ELISA) is a technique that detects and quantifies specific
antigens from a mixture. It is widely used in procedures
that screen blood for viral or bacterial contamination, to
detect infections, toxins, illegal drugs, or allergens, and in
measuring hormone levels, such as in pregnancy or thyroid
function. The assay involves the binding of an antibody to a
solid surface and exposing it to the antigens. A second
complex, consisting of the same antibody, but additionally
tagged with a particular enzyme, is exposed to the initial
antibody–antigen conjugate and binds. After washing the
surface to remove excess unbound antigen, a colorless
substrate is added that permits the antigen to be converted
into a colored product that can be read and measured using
absorption spectrometry. The intensity of color is pro-
portional to the concentration of bound antigen. A sche-
matic of the ELISA assay is shown in Fig. 6. A more
detailed description of the Elisa procedure can be found
in (Kimball’s Biology Pages http://biology-pages.info).
Horseradish peroxidase and alkaline phosphatase are also
used as enzymes in immunochemistry assays. An example
of the utility of these enzymes for protein detection is
shown in Fig. 7.

Immunoelectron Microscopy

Antibodies can be used to detect the intracellular location
of structures or particular molecules by electron micro-
scopy, a technique known as immunoelectron microscopy.
After labeling Mabs with gold particles and targeting them
to samples, they can then be examined in the transmission
electron microscope. Since electrons do not penetrate
through gold particles, the regions in which the antibodies
bind appear as dark dots.
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Figure 4. Indirect immunofluorescence. The primary antibody
binds to the antigen and the fluorescent antiantibody binds to
the primary thereby increasing the signal. [Courtesy of Prof. v.
Sengbusch (http://www.biologie.uni-hamburg.de/b-online/d00/
copyrig.htm).]

Figure 5. Dividing cells (mitosis: metaphase, anaphase, and
telophase) were stained with monoclonal antibodies against two
intracellular proteins, a-tubulin in green, and g-tubulin in red.
Because these proteins constitute the spindle, the intracellular
structure upon which chromosomes line up during mitosis, the struc-
ture is visualized by virtue of the difference in the fluoro-
chromes tagged to the Mabs that were bound to the proteins.
Chromosomes were stained with a blue dye. (www.img.cas.cz/dbc/
gallery.htm.)
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Figure 6. Schematic of ELISA assay protocol. [Courtesy of Prof.
John Kimball (http://users.rcn.com/jkimball.ma.ultranet/Biology
Pages/E/Elisa.html).]



Blotting Techniques

Immunoblotting or Western blotting is used to identify the
presence of a given protein in a cell lysate. Cells are placed
in detergent to solubilize all cell proteins and the lysate
(the material resulting from the ruptured cells) is run on
sodium dodecyl sulfate polyacrylamide gel electrophoresis
(SDS–PAGE), which enables protein migration and
separation by size. Further resolution is achieved if the
proteins are initially separated by charge according to their
isoelectric point and then by size. This technique is referred
to as two-dimensional (2D) gel electrophoresis. The pro-
teins are then transferred (blotted) from the gel to a stable
support, such as a nitrocellulose membrane for easier
handling. Specific proteins of interest in the lysate’s mix-
ture are detected by incubating the membrane with a Mab
that can react with a defined protein on the membrane. An
example of the technique is shown in Fig. 7. The proteins

boundtotheantibodiesarerevealedbyenzyme-labeled,anti-
immunoglobulin antibodies. By this technique the presence
or absence, as well as the amounts of specific proteins, can be
monitored following a variety cell treatments. Specific DNA
labeled with antigen (hapten)-bound nucleotides can be
blotted onto a membrane and detected with Mabs against
the hapten. This allows the detection of viral or bacterial
DNA in tissues or body fluids, as generated by PCR.

Purification Techniques

Affinity chromatography and immunoprecipitation are
techniques that enable purification of molecules and their
characterization. A mixture of molecules can be incubated
with a Mab, which is chemically attached to a solid support.
The bound antibody–antigen complex is washed from
unbound molecules by centrifugation, and then the mole-
cule of interest is eluted for further characterization. These
techniques are useful for protein purification, for determin-
ing its molecular weight, its abundance, distribution, and
whether it undergoes chemical modifications as a result of
processing within the cell.

Immunoelectrophoresis

Two-dimensional electrophoresis is used to separate dif-
ferent antigens that might be present in one solution. The
antigens are separated on the basis of their electrophoretic
mobility. The currents are run at right angles to each other,
driving the antigens into the antiserum (containing Mabs).
Peaks are obtained when the antigen forms a complex with
the antibody; the area under the peaks gives the concen-
tration of antigen as shown in Fig. 8. Rocket electrophor-
esis is a similar technique. Here, after a current is applied,
the antigens are separated based upon their ionic charge by
their differential migration through a gel that contains
antibody. As shown in Fig. 9, concentration is determined
by the migration distance. In countercurrent electrophor-
esis, the greater internal osmotic pressure drives the anti-
body backwards into a gel after a current is applied. An
antigen that is negatively charged will form a complex with
the antibody in the gel in a pH-dependent process.

Instrumentation

An immensely powerful tool for defining and enumerating
and isolating cells is the use of the fluorescence-activated
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Figure 7. Detection of the measles virus (MV) P-protein by
Western Blot in MV infected and noninfected cells. Whole-cell
lysates were prepared from MV that was either persistently
infected (NS20-MV) or notinfected (NS20) mouse neuroblastoma
cells. The proteins in the lysates were separated by SDS–PAGE
and blotted onto nitrocellulose paper. The blot was incubated with
a Mab against the MV P-protein, followed by a secondary
antimouse immunoglobulin antibody linked to horseradish
peroxidase. The P-protein band was detected when a substrate
was added that was modified by peroxidase on the blot and caused
light to be released. Light was detected on a specific band after
exposure to film. The results show that only the measles- infected
cells express the viral protein. (Courtesy of Jacob Gopas.)
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Figure 8. Two-dimensional immuno-
electrophoresis. Antigens are sepa-
rated on the basis of electrophoretic
mobility. [Courtesy of the Natural
Toxins Research Center at Texas
A&M University – Kingsville (http://
ntri.tamuk.edu/).]



cell sorter (FACS). This instrument is used to study the
properties of cell subsets identified using Mabs to cell
surface proteins. Individual cells are first tagged by treat-
ment with specific fluorescent Mabs. The mixture of
labeled cells is then forced with a much larger volume of
fluid through a nozzle, creating a fine stream of liquid
containing cells spaced singly at intervals. As each cell
passes through a laser beam it scatters the laser light, and
any dye molecules bound to the cell will be excited and
fluoresce. Sensitive photomultiplier tubes detect both the
scattered light, which gives information on the size and
granularity of the cell, and the fluorescence emission,
provide quantification of the binding of the labeled Mabs,
and on the expression of cell-surface proteins by each cell.
In the cell sorter, the signals passed back to the computer
are used to generate an electric charge, which is passed
from the nozzle through the liquid stream. Droplets con-
taining a charge can then be deflected from the main
stream as they pass between plates of opposite charge.
In this way a specific population of cells, distinguished by
the binding of the labeled antibody and its defined elec-
trical charge, can be extracted and purified from a mixed
population of cells. Alternatively, to deplete a population of
cells, a labeled antibody directed at marker proteins
expressed by undesired cells will direct the cells to a waste
channel, retaining only the unlabeled cells. Several Mabs
labeled with different fluorochromes can be used simulta-
neously. FACS analysis can give quantitative data on the
percentage of cells bearing different molecules, and the
relative abundance of the particular molecules in the cell
population, 10,000 cells in a typical experiment demon-
strates the retrieval of data after FACS analysis. An exam-
ple of data output from FACS is shown in Fig. 10.

Mabs as Molecular Probes

Mabs can also be used to determine the function of mole-
cules. Some antibodies are able to act as agonists, when the
binding of the Mab to the molecule mimics the binding of
the natural ligand (antigen) and activates its function. For
example, antibodies to the CD3 antigen present on mature
human T cells have been used to stimulate the T cells. This

occurs because CD3 is associated with the T-cell receptor
and is responsible for signal transduction of the receptor.
Conversely, Mabs can function as antagonists, inhibiting
the binding of the natural ligand and thus blocking its
function. For example, antibodies that block the epidermal
growth factor receptor (a growth stimulating protein) func-
tion as antagonists.

THE USE OF MONOCLONAL ANTIBODIES
AS THERAPEUTIC AGENTS

Mabs against cell-surface molecules have been used to
remove specific lymphocyte subsets or to inhibit cell func-
tion in vitro. Cytotoxic drugs kill proliferating cells indis-
criminately. In contrast, antibodies can interfere with
immune responses in a nontoxic and much more specific
manner. For example, Mabs can be used to remove unde-
sirable lymphocytes from donor bone marrow cells prior to
transplantation. This treatment selectively removes lym-
phocytes that recognize the host tissues as ‘‘foreign’’ and
induce a potentially fatal condition known as Graft versus
Host reaction (6).
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Figure 9. Rocket electrophoresis. Antigen is electrophoresed into
gel containing antibody. The distance from the starting well to the
front of the rocket shaped arc is related to antigen concentration.
[Courtesy of the Natural Toxins Research Center at Texas A&M
University – Kingsville (http://ntri.tamuk.edu/).]
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Figure 10. FACS analysis. Characterizing cells at different
stages of development through the use of fluorescent labeled
monoclonal antibodies against cell surface markers is one of the
most common applications of flow cytometry. Changes in the
relative numbers, absolute counts, or in the ratio of cell types
can provide valuable information as to the status of the immune
system in human disorders or animal models. Different cell types
can be detected and quantified from a mixed population by the use
of monoclonal antibodies labeled with different fluorescent dyes
that have nonoverlapping emission spectra. In this example
experiment, blood lymphocytes were incubated with two
different Mabs, CD19, and CD3. CD19 was labeled with the
fluorochrome phycoerythrin (PE) and binds a cell membrane
molecule specific for B-lymphocytes. The CD3 was labeled with
fluorecein isothyocyanate (FITC) that detects a cell membrane
protein specific for T-lymphocytes. Three populations of cells
were detected in this experiment according to the antibody
bound to the cells. The logarithmic x and y axis represent
relative amounts of fluorescence detected on cells labeled with
FITC or PE, respectively. The blue dots represent cells unstained
by either of the antibodies, the red dots represent B-lymphocytes
that were detected by CD19 and the green dots represent
T-lymphocytes, CD3 positive cells. No cells were detected that
bound both antibodies (top right quadrant).



Mabs are being tested experimentally to inhibit trans-
plant rejection, to alleviate and suppress autoimmune
disease and in cancer detection and treatment. The major
impediment to therapy with monoclonal antibodies in
humans is that these antibodies are mostly of mouse origin,
and humans rapidly develop antibody responses to mouse
antibodies. This not only blocks the actions of the mouse
antibodies, but leads to allergic reactions. If this occurs,
future treatment of the same patient with any mouse Mab
is unacceptable. In principle, the problem can be avoided by
producing antibodies that are not recognized as foreign by
the human immune system. Several strategies are being
explored for their construction. One approach is to clone
human V regions into a phage display library (see above)
and select for its ability to bind human cells. With this
method, Mabs that are entirely human in origin can be
obtained. Second, mice that lack endogenous immunoglo-
bulin genes can be made ‘‘transgenic’’ (chimeric). That is,
they can have human genes put into their genome through
recombinant DNA techniques. When this occurs, they will
then express human immunoglobulin heavy and light
genes and eventually antibody molecules. A third approach
is to graft the variable region of a mouse Mab into the rest
of the human immunoglobulin molecule, in a process
known as humanization. These recombinant antibodies
are far less immunogenic in humans than the Mabs of
the parent mouse, therefore, they can be used for more
efficient and repeated treatment of humans with far less
risks. In some cases even humanized antibodies may evoke
an immune response and must be administered with
immunosuppressive drugs.

THE USE OF MONOCLONAL ANTIBODIES IN THE
DETECTION, FOLLOW-UP, AND TREATMENT OF CANCER

Tumor-Specific Antigens

For the greater part of the twentieth century, it was
assumed that any antigens present on the cell surface of
tumor cells would also be present in normal cells; therefore,
few investigations were undertaken to elicit any autoim-
mune response against cancer cells. However, once inbred
mouse strains bearing transplanted syngeneic (genetically
identical) tumors became available, research studies vali-
dated that immune reactions against these tumors could be
induced with no toxic effects on normal tissues, and scien-
tists began to pursue the identification of ‘‘tumor specific
antigens’’. Shared tumor antigens were found in many of
the same types of cancers in different patients, and unique
antigens were isolated that were specific for a particular
cancer in a particular patient. The SEREX database lists
the antigens that have been isolated from humans (7).
These antigens have the ability to generate an immune
response when introduced into a patient.

The advent of monoclonal antibodies suggested the
possibility of targeting and destroying tumors by making
antibodies against tumor-specific antigens. However, this
relies upon the identification of a tumor-specific antigen
that is located on the surface of cancer cells. Because of
their ability to differentiate between normal and malig-
nant tissues and to exact a variety of antitumor responses,

Mabs offer a significant advantage to conventional forms of
therapy. Several monoclonal antibodies have already been
proven to be relatively well tolerated and effective for the
treatment of many different malignant diseases.

Approaches to Cancer Immunotherapy

Approaches to cancer immunotherapy can be either active
or passive. For example, in the active category, tumor
vaccines that immunize against particularly defined tumor
antigens, can be used. In the passive category is the use of
monoclonal antibodies that are either conjugated, uncon-
jugated, or radiolabeled. These same approaches can also
be categorized as specific, wherein antigens are directly
targeted, or nonspecific, where immune cells are used to
directly target tumor cells. Other approaches are taken
that elicit antitumor effects with different mechanisms,
such as using antibodies to block growth factors or recep-
tors on cells; targeting specific tissue components of the
tumor or its blood vessels; interfering with cell signals; or
with apoptosis (programmed cell death) (8).

Magic Bullets

While such Mab-based therapies offer a high potential to
fulfill the promise of ‘‘magic bullets’’ for the treatment of
malignant disease, successful application of these thera-
pies is often impaired by several impediments. Factors
inhibiting the therapeutic benefit of Mabs may include
low or heterogeneous expression of target antigens by
tumor cells, high background expression of antigen on
normal cells, host antibody immune responses to the Mabs
themselves, insufficient anti-tumor response after Mab
binding, as well as physical obstructions preventing anti-
body binding, such as crossing to and from blood vessels as
well as tissue barriers en route to the solid tumor mass (9).
These factors influence the ability of the Mabs to penetrate
to the tumor.

IMAGING TUMORS WITH MONOCLONAL ANTIBODIES

Mabs in Nuclear Medicine

The presence of malignant tumors can be detected through
the use of monoclonal antibodies radiolabeled most fre-
quently with the isotopes technetium-99m (99mTc) or
indium-111 (111In). The particular label selected depends
upon the size of the antibody. For example, large fragments
or whole antibodies require a longer half-life isotope, such
as 111In (T1/2¼ 2.8 days), whereas smaller Fab fragments,
that are cleared from the body more quickly, can be labeled
with 99mTc (T1/2 ¼ 6 h). Imaging is performed by a Single
Photon Emission Computed Tomography (SPECT) camera
whose detectors scan the body and register the radioactive
counts. The counts are then mathematically transformed
into an image that displays the sites of radioactivity. The
nuclear medicine procedure that utilizes this procedure is
known as Tumor-Specific Monoclonal Antibody Radio-
scintigraphy. Because of occasional difficulties with these
techniques, such as inadequate tumor perfusion, inade-
quate amounts of antigen on the surface of the tumor
cells, antigen heterogeneity, and nonspecific uptake, new
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approaches are being investigated. However, due to limited
clinical experience, it is too early to predict whether they
will improve imaging performance (10). Among these
methods is the use of other imaging techniques, such as
bone scans or computed tomography (CT), in conjunction
with SPECT. In other approaches, attempts are being
made to augment surface tumor cell antigens by presti-
mulation with growth factors, such as cytokines (11).

TREATMENT OF HEMATOLOGICAL MALIGNANCIES

Blood-Cell Cancers

Surface antigens on B- and T-cell lymphocytes are also
useful targets for the treatment of blood cell (hematopoietic)
malignancies, such as leukemias and lymphomas. These
antigens are also expressed at high levels on the surface of
various populations of malignant cells, but not on normal
tissues. With few barriers present to impede Mab binding,
hematologic malignancies are well suited to Mab-based
therapy. In recent years, several promising Mab-based
therapies for the treatment of hematologic malignancies
have been developed and either have already received U.S.
Food and Drug Administration (FDA) approval or are in
the advanced phases of clinical testing (12). The chimeric
antibody, rituxan (rituximAb, Genentech, San Francisco,
CA) was among the first Mabs awarded Food and Drug
Administration approval for the treatment of non-Hodg-
kin’s lymphoma (13,14). This chimeric (human–mouse)
antibody binds CD20, a cell surface antigen expressed on
mature B lymphocytes and over 90% of non-Hodgkin’s
lymphoma cells, but not on hematopoetic progenitor or
stem cells. Rituxan has proven to be well tolerated and
effective in the treatment of non-Hodgkin’s lymphoma
either by itself, or in combination with traditional che-
motherapy, particularly in patients who are refractory to
other types of therapy (15). Campath-1 (alemtuzumAb, Ilex
Oncology, San Antonio, TX) is another antibody that has
also received FDA approval for the treatment of patients
suffering from chronic lymphocytic leukemia. A third Mab
to receive FDA approval for the treatment of hematologic
malignancies is the chimeric Mab, mylotarg (gemtuzumAb
ozogamicin, Wyeth-Ayerst Laboratories, Philadelphia,
PA). This antibody targets the CD33 antigen expressed
on myeloid (white cells) precursors and leukemic cells, and
is absent from normal tissues and pluripotent hematopoe-
tic (blood-cell producing) stem cells.

TREATMENT OF SOLID TUMORS

In comparison to the management of hematologic malig-
nancies, successful treatment of solid tumors with Mabs has
proven more elusive; however, some significant therapeutic
benefits have been achieved. Herceptin (trastuzumAb, Gen-
entech) is a humanized antibody that has received FDA
approval for the treatment of metastatic breast cancer. This
Mab recognizes an extracellular domain of the HER-2 pro-
tein. Clinical trials with herceptin have shown it to be well
tolerated both as a single agent for second or third line
therapy, or in combination with chemotherapeutic agents as

a first line of therapy. Combination therapy resulted in a
25% improvement of overall survival in patients with
tumors that overexpress HER-2, and that are refractory
to other forms of treatment (16).

The antiepithelial cellular adhesion tumors Mab mole-
cule, Panorex (eclrecolomAb, GlaxoSmith-Kline, United
Kingdom), is another Mab -based therapy that is currently
being used for the treatment of colorectal cancer. Panorex
has shown tangible benefit for cancer patients and has
received approval in Germany for the treatment of
advanced colorectal cancer. Like other Mabs used for the
treatment of solid tumors, Panorex has proven more effi-
cacious in the treatment of micrometastatic lesions and
minimal residual disease in comparison to bulky tumor
masses (17).

The failure of Mabs in the treatment of bulky lesions is
primarily attributable to the low level of injected Mabs that
actually reaches its target within a sizable solid-tumor
mass. Studies using radiolabeled Mabs suggested that only
a very small percentage of the original injected antibody
dose, �0.01–0.1/g of tumor tissue, will ever reach target
antigens within a solid tumor (18). This low level of binding
is due to the series of barriers confronted by an adminis-
tered Mab en route to antigens expressed on the surface of
tumor cells.

ELICITING ANTITUMOR RESPONSES

After successfully negotiating the gauntlet of obstacles
obstructing access to the target cells within a tumor, a
therapeutic Mab must still be capable of eliciting a potent
antitumor response. Although it is often ambiguous as to
the exact mechanisms by which a particular Mab may
mediate an antitumor response, both direct and indirect
mechanisms can potentially be involved.

Antibodies of the IgG1 and IgG3 isotypes can support
effector functions of both antibody-dependent cell-
mediated cytotoxicity and complement-dependent cytotoxi-
city. Antibody-dependent cell-mediated cytotoxicity is trig-
gered by interaction between the Fc region of a cell-bound
antibody and Fc receptors on immune effector cells such as
neutrophils, macrophages, and natural killer cells. This
mechanism is critical for the antitumor effects of several
therapeutic Mabs.

Many early studies showed that murine Mabs had
limited potential to elicit a potent antitumor response,
because the murine Fc regions are less efficient at recruit-
ing human effector cells than their human counterparts.
This problem has been largely alleviated by the use of
chimeric and humanized antibodies. Genetic engineering
techniques have also been used to improve the immunolo-
gic effects of therapeutic Mabs by altering antibody shape
and size, increasing the valency (bonds of affinity) of Mabs,
and creating bifunctional antibodies with two antigenic
receptors, one to a tumor antigen and another to an effector
cell to increase efficiency of antibody-dependent cell-
mediated cytotoxicity (19).

In addition to immunologic effects, Mabs can induce
antitumor effects by a variety of direct mechanisms, includ-
ing the induction of apoptosis (programmed cell
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death) (20), or the prevention of soluble growth factors from
binding their cognate receptors, such as epidermal growth
factor (EGF-R) (21) and HER-2 (22). Additionally, Mabs
can also be engineered to deliver a cytotoxic agent directly
to the tumor. This offers the potential to combine the
biological effects of Mabs with the additional effect of a
targeted cytotoxic response. The anti-CD33 Mabs, mylo-
targ, is one such antibody. Combined with the cytotoxic
agent, calichaemicin, mylotarg has been reported to be
relatively well tolerated, and effective in the treatment
of chronic lymphocytic leukemia (23). Antibodies can also
be engineered to deliver ionizing radiation directly to
tumor cells. Mabs have been conjugated to both a- and
b-particle emitting radionuclides (24). Clinical trials in
humans also portend the promise of radiolabeled Mabs
for the treatment of cancer. In a recent phase III rando-
mized study, patients with relapsed or refractory non-
Hodgkin’s lymphoma were treated with yttrium-90 and
iodine-131 labeled Mabs targeting the CD20 antigen (ibri-
tuximomAb, tiuxetan, and tositumomAb, respectively).
Patients treated with these radiolabeled Mabs showed a
statistically significant increase in overall response com-
pared with those treated with an unlabeled version of the
Mab (rituximAb) (25).

OTHER USES FOR MONOCLONAL ANTIBODIES

Proteomics

After having sequenced the entire human genome, the
current task is to understand the ‘‘proteome’’ by identifica-
tion and quantification of all proteins in a given sample. So
far, DNA microarrays have been employed to detect the
transcription level [production of messenger ribonucleic
acid (mRNA)] of genes in cells. However, it has been found
that there is no stringent correlation between transcription
level and protein abundance. Furthermore, the status of a
protein in terms of its modification and structure cannot be
determined by DNA microarrays. To solve this problem,
antibody microarrays are envisioned to replace DNA
microarrays in proteome research. These arrays consist
of a multitude of different antibodies that are immobilized
on a solid support and allow characterization of the protein
repertoire of a given sample. However, the production of
such antibody microarrays and its application require the
provision of highly specific and stable antibodies, posses-
sing high affinity and showing no cross-reactivity. Protein
and antibody microarrays can be made to encompass as
many as 10,000 samples on a chip within the dimensions of
a microscope slide (26).

Monoclonal Antibodies in the Food Industry

Monoclonal antibodies are being used in the wine industry.
Odors sometimes observed in spoiled food or corked wines
are often the result of microbes present in the wood packa-
ging materials. However, this phenomenon has also been
observed in bottled water, suggesting that there may be
secondary contaminants, such as residues of pesticides
that can affect the quality of any packaged food or bev-
erage. To further the quality assurance of products in the

wine industry, a project is being carried out to raise anti-
bodies against a TCA molecule (2,4,6-trichcholoanisole)
that is thought to be present in cork stoppers and is
responsible for the musty taste in wine. The ELISA assay
will be employed to detect trace amounts of the contam-
inating molecule. Also an immunosensor will be used to
electrochemically detect the antibody levels present (27).
Monoclonal antibodies have also been developed against
the vegetative cells and spores of Bacillus cereus (28). This
bacterium seems to be implicated in food poisoning and is
also responsible for food spoilage. It is impossible for the
food industry to exclude B. cereus from its products because
B. cereus cells can survive heat processing and can grow in
foods kept at refrigerated storage conditions. Two different
antibodies were developed. One was used as a specific
capture antibody to destroy the bacterium; the other as
a detector antibody that would simply identify the presence
of B. cereus. The ELISA assay was used to detect and
quantify the vegetative cells of this pathogenic organism.

Potato cyst nematodes are pests that destroy the potato
food crops. Monoclonal antibodies are being used to assist
in the development of the plant’s resistance to the nema-
tode (29). Recombinant plant monoclonal antibodies have
been engineered to protect poultry against coccidosis infec-
tions (30).

Monoclonal Antibodies and Bioterrorism

The same plant biotechnology described above is being
developed to create strategic reserves of vaccines and
antibodies for infectious agents that could be used in
biowarfare. Multiple genes can be engineered in plants
intended to provide prolonged immunity against new
strains of pathogens that have different mechanisms of
action. With this technology, every plant cell will produce
the signature protein of a particular biowarfare agent.
That protein, in turn, will trigger an immune response
in a person who consumes the plant material in an unpro-
cessed or lightly processed form, but it will not cause the
disease. These antibodies can prevent infection on surface
areas, including nasal passages; clear infectious organisms
from the body; identify foreign organisms for destruction;
and neutralize and remove toxins. Among the disease-
causing substances are several potential bioterrorism
agents, such as the botulism toxin, anthrax, Ebola virus,
plague, and ricin, a poisonous protein found in the seeds of
the castor oil plant. Vaccines for anthrax (Bacillus anthra-
cis) and bubonic and pneumonic plague (Yersinia pestis),
two potentially deadly diseases that can be delivered as air-
borne agents, are being developed. Preliminary data
predicts success in using these plant-derived vaccines (31).

CONCLUDING REMARKS

Antibodies, monoclonal antibodies and antibody deriva-
tives constitute �20 % of biopharmaceutical products cur-
rently in development. Antibodies represent an important
and growing class of biotherapeutics. Progress in antibody
engineering has allowed the manipulation of the basic
antibody structure into its minimal essential functions,
and multiple methodologies have emerged for raising
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and tailoring specificity and functionality. The myriad of
monoclonal antibody structures that can be designed and
obtained in different formats from various production sys-
tems (bacterial, mammalian, and plants) represents a
challenge for the recovery and purification of novel immu-
notherapeutics (3). However, the general use in clinical
practice of antibody therapeutics is dependent not only on
the availability of products with required efficacy but also
on the costs of therapy. As a rule, a significant percentage
(50–80%) of the total manufacturing cost of a therapeutic
antibody is incurred during downstream processing. The
critical challenges posed by the production of novel anti-
body therapeutics include improving process economics
and efficiency to reduce costs, and fulfilling increasingly
demanding quality criteria for FDA approval.
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See also BORON NEUTRON CAPTURE THERAPY; IMMUNOTHERAPY.

MOSFET. See ION-SENSITIVE FIELD-EFFECT TRANSISTORS.

MRI. See MAGNETIC RESONANCE IMAGING.

MUSCLE ELECTRICAL ACTIVITY. See
ELECTROMYOGRAPHY.

MUSCLE TESTING, REHABILITATION AND. See
REHABILITATION AND MUSCLE TESTING.

MUSCULOSKELETAL DISABILITIES. See
REHABILITATION, ORTHOTICS FOR.
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